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Dual-consensus-based Distributed Frequency

Control for Multiple Energy Storage Systems
Lantao Xing, Yateendra Mishra, Member, IEEE, Yu-Chu Tian, Member, IEEE,

Gerard Ledwich, Senior Member, IEEE, Hongye Su, Senior Member, IEEE,

Chen Peng, Senior Member, IEEE, and Minrui Fei

Abstract—Intermittent renewable energy sources are being
increasingly integrated into modern power networks. This leads
to severe frequency fluctuations in the networks. Energy storage
systems can be used for frequency restoration due to their capa-
bility to provide in-time active power compensations. This paper
deals with the frequency control problem for power systems
with multiple distributed battery energy storage systems (BESSs).
A dual-consensus-based approach is presented for distributed
frequency control. It consists of three main components: tuning
of the BESS control gain, design of control signals as inputs
to BESSs for proportional use of the preserved energy, and
estimation of BESS parameters for control implementation. A
static parameter and a time-varying parameter are defined, and
their average values are estimated through static average con-
sensus (SAC) and dynamic average consensus (DAC) algorithms,
respectively. Case studies are conducted to demonstrate our dual-
consensus control approach.

Index Terms—Frequency control; distributed control; battery
energy storage systems (BESSs); state-of-charge; consensus

I. INTRODUCTION

Frequency regulation is crucially important for ensuring

quality power supply and maintaining the power system stabil-

ity. In practice, the threshold of frequency deviation from its

normal value is ±0.2 Hz under normal operating conditions.

For a sudden loss of power generation of up to 1, 800 MW,

the maximum drop of the frequency should be limited to −0.8
Hz. Such a −0.8 Hz drop is required to be restored to the

level of −0.5 Hz within 60 seconds [1]. In traditional power

systems, independent system operators (ISOs) are responsible

for maintaining the frequency stability. An important technique

for this purpose is Primary Frequency Control (PFC) aiming

to reduce the maximum frequency deviation.

Modern power systems are undergoing transformational

changes with the increasing integration levels of traditional

centralized power generation, renewable energy sources and
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Fig. 1: Power grid with distributed energy storage systems.

energy storage systems. They tend to be distributed in nature

with diverse energy sources and storages, as shown in Fig. 1.

As renewable energy sources are crucially dependent on en-

vironment conditions, they are intermittent and unstable. As a

result, the power systems with high levels of renewable energy

sources tend to endure severe frequency fluctuations.

Therefore, the frequency regulation becomes more impor-

tant yet increasingly challenging in modern power systems.

For ISOs to meet PFC requirements, both the required volume

and associated cost of PFC would be significantly increased

due to the limited inertia capability of, say, wind plants. For

a power demand of 30 GW, the required primary frequency

response is around 1.5 GW in a system without wind genera-

tion, but jumps up to more than 3.5 GW in a system with 20

GW absorbed wind generation [2].

Battery Energy Storage Systems (BESSs) integrated in

modern low-inertia energy systems are considered to be a

potentially effective solution to the improvement of frequency

stability [3], [4]. They can provide a fast frequency regulation

response and share the load burden of conventional power

generation units. With integration of electric vehicles, the

volume and cost of PFC can be significantly reduced [2].

A few ISOs, such as Pennsylvania New Jersey Maryland

ISO (PJM), New York ISO (NYISO), Midwest ISO (MISO),

ERCOT and California ISO (CAISO), have tried to adopt the

proportional automatic generation control (AGC) participation

strategy, which divides the AGC burden equally among energy

storage sources on a per-MW basis [5]. The management of

short-term energy resources and dynamic calculation of AGC

signals are investigated for frequency regulation enhancement

in [6], [7].
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Typically, there are two main approaches for BESS de-

ployment: centralized bulk BESSs with large storage capac-

ity in a few facilities, and distributed BESSs with flexible

storage capacity in a large number of facilities. The bulk

BESSs have been widely studied for maintaining the power

frequency stability. Typical scenarios include power quality

enhancement and congestion relief [8], penetration rates and

sizing configuration [9]. Recently, distributed BESSs are being

increasingly integrated into the power grid. This is due to

the following main reasons: (1) Distributed BESSs are more

efficient than the bulk BESSs as the energy can be stored

or consumed locally rather than transmitted to a remote

destination; (2) More and more companies are offering BESSs

services. In 2016, about 37 companies placed bids for the

tender of enhanced frequency response proposed by the UK

National Grid; and (3) More and more residential consumers

are installing batteries combining with solar panels.

Therefore, distributed BESSs are expected to play a signifi-

cant role in improving the power grid performance efficiently

and economically. In [10], an BESS coordination strategy

is proposed with two operational phases to maximize the

profits of integrating BESSs into the ancillary market for

frequency support. In [11], comprehensive comparisons of four

algorithms are conducted for small-scale distributed BESSs in

centralized, decentralized and distributed systems. In [12], the

operating and economic benefits of centrally managed BESSs

is investigated in an islanded grid. Moreover, a strategy is

proposed in [13] which enables BESSs to generate additional

revenues from ancillary services such as triad avoidance.

Recently, decentralized droop control is presented to regu-

late frequency response while maintaining the State-of-Charge

(SoC) of each BESS at a desired level for future grid support

[14]. The SoC balance issue is addressed in [15] by proper

energy sharing through adjusting charging and discharging

rates. In [16], a decentralized control approach based on droop

control is proposed to achieve SoC balance in an autonomous

microgrid. The work in [17] considers distributed control for

package-level SoC balance. An SoC-based adaptive droop

control is reported in [18] to ensure SoC balance with an

adjustable convergence speed. While SoC balance is important,

it may not be always appropriate in frequency regulation. The

BESSs owned by individuals have their own tasks that may

lead to big differences in the SoC values among the BESSs. In

this case, it is infeasible to force the SoC values of all BESSs

to converge to the same value during frequency regulation.

To maximize the benefits of distributed BESSs for frequency

support, it is important for all BESSs to work cooperatively.

However, regardless of the above-discussed progress, it is still

not well-understood how the SoC status of each BESS should

be controlled with the consideration of all other BESSs. Thus,

our work in this paper proposes an operating model for mul-

tiple BESSs to work collaboratively in frequency regulation.

BESS owners reach an agreement with the grid operator on

how to use the energy of their BESSs: each BESS reserves

a certain (same or different) percentage of its capacity to the

grid operator for frequency regulation. For example, the owner

of the i-th BESS agrees to reserve 10% of the BESS capacity

to the grid operator, requiring that the BESS guarantee its

SoC to stay in the range [SoCmin,i+10%, SoCmax,i−10%].
Then, the operator can discharge or charge the BESS by up to

10% of the BESS’ capacity whenever frequency regulation is

needed. During frequency regulation, all BESSs are charged or

discharged in proportion to their respective preserved percent-

ages of capacity. The proportional BESS operation ensures

no BESS will run out of energy or be fully charged ahead

of others, thus always maintaining the maximum possible

capacity of frequency regulation from all BESSs.

To ensure our proposed proportional operation of BESSs,

this paper further designs a distributed BESS control approach

for frequency regulation. The contributions of this paper

mainly lie in the following two aspects:

• A dual-consensus-based distributed control of multiple

BESSs is designed for frequency regulation. It not only

improves the frequency response, but also ensures the

proportional use of the preserved capacity of all BESSs

regardless of their parameter differences.

• A static BESS parameter and a time-varying SoC param-

eter, whose average values are respectively estimated by

using SAC [19] and DAC [20], are defined for each BESS

to enable an actual implementation of our distributed

frequency control.

The rest of this paper is organized as follows: Section II

presents the formulation of the problem. Then, Section III

presents a control strategy with global information. Our dual-

consensus- based distributed frequency control is presented in

Section IV. Case studies are undertaken in Section V. Finally,

Section VI concludes the paper.

II. PROBLEM FORMULATION

Fig. 2 shows the architecture of our distributed BESS

control for frequency regulation of an isolated power system

with a reheat thermal generator and N distributed BESSs.

All parameters in Fig. 2 are listed in Table I. The lower

part of the figure is a conventional generator control loop.

As in [4][21][22], an equivalent model is used to describe

the isolated power system, and a proportional-integral (PI)

controller is used to control the generator.

The upper part of Fig. 2 represents N distributed BESSs and

our control system for all these BESSs in the power system.
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TABLE I: Notations and symbols.

aij Adjacency element between the i-th and j-th BESSs
B Thermal generator’s frequency bias factor
e Tracking error vector of DAC
e Euler’s number
Fi(·) Function in controller design for i-th BESS

f , fref Frequency and its reference, respectively
g(∆f) Function of ∆f in BESS controller design
i, j Subscripts indicating the i-th and j-th BESSs
Ki Control gain for the i-th BESS

Kd
i , Kc

i Ki in discharging and charging modes, respectively
KI ,Kp,Kr Thermal generator’s gains
N The number of BESSs
PBi Power input/output of the i-th BESS

P c
i , P

d
i BESS power output at ∆f−

max and ∆f+
max

P c
min,i, P

d
max,i The biggest charging and discharging rates, respectively

Qi BESS capacity
R Thermal generator’s speed drop
Si BESS SoC value (%) relative to the total BESS capacity

S̄i Preserved BESS capacity (%) for frequency regulation
Ti BESS time constant
Tg , Tp, Tr, Tt Thermal generator’s time constants
ui Control input to the i-th BESS
V Lyapunov candidate
VBi, IBi BESS output voltage and current, respectively
z, z1 Intermediate variables

Greek Letters

βi A lumped parameter of the i-th BESS

β̂i Estimation of βmean at the i-th BESS
βmean Average of all βi values ∀ i ∈ {1, · · · , N}
∆f Frequency deviation

∆f+
max,∆f−

max Positive and negative thresholds of ∆f

∆f+

min,∆f−

min Positive and negative dead-zone thresholds of ∆f
ϵ, ε, γ Positive design parameters

Γ Γ , [1− τd
1
, · · · , 1− τdN ]T

µ Bounded constant

τ̂ τ̂ , [τ̂1, · · · , τ̂N ]T

τi Consumed percentage of preserved capacity

τdi , τci τi in discharging and charging modes, respectively
τ̂i Estimation of τmean at the i-th BESS
τmean Average value of all (1− τi) ∀ i ∈ {1, ·, N}
τdmean τmean in discharging mode
υi Internal state of DAC

As in [9][23], the input or output power of a BESS, PBi, can

be described by a first-order model as

PBi =
Ki

1 + Tis
ui, i = 1, · · · , N (1)

where i means the i-th BESS, Ki stands for control gain, Ti

is time constant, and ui is the control signal to the BESS.

As shown Fig. 2, our tasks include: 1) to tune BESS control

gain Ki; 2) to design BESS controller with output signal ui as

input to the i-th BESS; and 3) to define BESS parameters and

their estimation for implementation of the BESS controller.

This section will discuss the philosophy in our BESS controller

design as well as the criterion of tuning Ki. The BESS

controller and parameter estimation will be presented in later

sections.

In this paper, 1N denotes a row vector with all N elements

being 1. IN denotes an N × N identity matrix. All other

notations used in this paper are listed in Table I.

A. The philosophy of BESS controller design

When power generation and load do not match, the frequen-

cy f will deviate from its reference fref , leading to frequency

∆0 ∆

∆

Discharge

Charge

∆ ∆

∆ ∆

∆

∆

Fig. 3: The PBi −∆f characteristic of BESS control.

deviation ∆f = fref − f . In practice, BESSs are expected

to act in one of the following three modes to contribute to

frequency regulation:

1) If ∆f > ∆f+
min, then PBi > 0; the BESSs work in

discharging mode to inject power to the grid;

2) If ∆f−

min ≤ ∆f ≤ ∆f+
min (dead zone), then PBi = 0;

all BESSs do nothing in this dead zone; and

3) If ∆f < ∆f−

min, then PBi < 0; the BESSs work in

charging mode to absorb excessive power from the grid.

Thus, a general design of BESS controller is to have the

controller output proportional to a function of ∆f , i.e,

ui = Fi(System and BESS parameters) · g(∆f), (2)

g(∆f) =







0, ∆f ∈ [∆f−

min,∆f+
min]

∆f −∆f+
min, ∆f > ∆f+

min

∆f −∆f−

min, ∆f < ∆f−

min

(3)

where Fi(·) is a function of system and BESS parameters. It is

seen from Fig. 2 and Eqs. (2) and (3), for i = 1, · · · , N , after

Ki is determined, we need to design Fi(·) and also estimate

system and BESS parameters in Fi(·) for frequency regulation.

If there is no SoC constraint, we may simply set Fi(·) = 1.

B. Criterion to set the gain Ki

It is seen from Fig. 2 and Eqs. (1) to (3) that for a frequency

deviation ∆f , the corresponding power provided or absorbed

by the BESSs is dependent on the gain Ki, ∀ i ∈ {1, · · · , N}.

However, choosing Ki is non-trivial. In the discharging mode,

the bigger the value of Ki, the more power the i-th BESS

will supply. However, this is subject to a physical constraint

of the maximum output power rate. A bigger Ki forces the

BESS to work with a faster output power rate, accelerating

the degradation of the BESS. On the other hand, if Ki is too

small, the benefits of adding the BESSs for better frequency

regulation are diminished.

This section presents a method to set the gain Ki based on

a PBi −∆f characteristic [24][25], which is shown in Fig.

3. In Fig. 3, pdi and pci are the desired power rates of the i-
th BESS when ∆f hits its positive and negative thresholds,

respectively. Meanwhile, pdmax,i and pcmax,i denote the biggest

power rates of the i-th BESS in the discharging and charging

modes, respectively. Then, from Fig. 3, Ki in Eq. (1) is tuned

as

Ki =







Kd
i =

pd
i

∆f
+
max−∆f

+

min

, in discharging mode

Kc
i =

pc
i

∆f
−

max−∆f
−

min

, in charging mode
(4)
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C. State-of-charge (SoC) estimation

Let Si(t) be the SoC of the i-th BESS at time t, Si(0) be the

initial SoC value. Also, let Qi and IBi be the BEES capacity

and output current, respectively. Si(t) is estimated by using

the basic Coulomb counting method [18][26] as

Si(t) = Si(0)−
1

Qi

∫

IBidt, i = 1, · · · , N (5)

Differentiating both sides of (5) yields Ṡi(t) = −IBi/Qi.

Let VBi denote the output voltage of battery i. Then, the power

output PBi of the i-th BESS is obtained as PBi = VBiIBi. As

in [18][26], the output voltage of each battery can be assumed

to remain constant for a large range of SoC. Thus, it has

Ṡi(t) = − PBi

QiVBi

, i = 1, ..., N (6)

D. Control objective and constraints

As discussed previously, for i = 1, · · · , N , the ith BESS

allocates S̄i ∈ (0, 1) of its capacity for frequency regulation.

While S̄i can be different from one BESS to another, the

reserved capacity of each BESS is utilized proportionally when

frequency regulation starts. Define

τi =

{

τdi = Si(0)−Si(t)
S̄i

− ε, in discharging mode

τ ci = Si(t)−Si(0)

S̄i
− ε, in charging mode

(7)

where ε > 0 is a constant to avoid τ = 1 when the reserved

energy runs out. In practice, ε should be very small and is set

as 10−4 in this paper. Thus, τdi and τ ci respectively represent

the percentages of the reserved energy already consumed in

discharging and charging modes.

Corresponding to Components 2 and 3 in the upper part of

Fig. 2, the objective of this paper is to design a distributed

BESS control approach in Eq. (2) for frequency regulation.

This is subject to the following two constraints, which char-

acterize the proportional use of the preserved percentages of

the capacity of all BESSs:

1) If the values of τdi (0) (or τ ci (0)) for i = 1, · · · , N
are the same, then τdi (t) (or τ ci (t)) should be kept

the same, implying proportional consumption of the

reserved energy across all BESSs; and

2) If the values of τdi (0) (or τ ci (0)) for i = 1, · · · , N
are different, then τdi (t) (or τ ci (t)) should converge

proportionally and eventually reach 1 at approximately

the same time, indicating that the reserved amounts of

energy across all BESSs run out at about the same time.

III. FREQUENCY CONTROL WITH GLOBAL INFORMATION

In this section, the control design for Eq. (2) is discussed

when all BESS information are available globally. This will

facilitate our development later for distributed BESS control

without global BESS information. Our discussions in this

section are for the discharging mode only. They can be easily

extended to the charging mode.

For discharging, it follows from (1), (6) and (7) that

τ̇di =
βiui

1 + Tis
, βi ,

Kd
i

S̄iQiVBi

, i = 1, ..., N (8)

where βi is a lumped parameter for the i-th BESS. Since the

values of βi are different in general, the values of τdi (t) tend

to diverge even if the values of τdi (0) are initially the same

for all BESSs. Thus, Fi(·) in Eq. (2) is designed.

For i = 1, · · · , N , to meet the τdi convergence constraints,

we design a BESS control in Eq. (2) as

ui = gi(βi, βmean) · fi(τdi , τdmean) · g(∆f), (9)

gi(βi, βmean) =
βmean

βi

, fi(τ
d
i , τ

d
mean) =

1− τdi
τdmean

, (10)

τdmean =
1

N

N
∑

i=1

(1− τdi ), βmean =
1

N

N
∑

i=1

βi, (11)

where Eq. (11) requires the global information of τdi and βi

for all i = 1, · · · , N , and g(∆f) is given in Eq. (3).

Now, let us validate that all values of τdi for i = 1, · · · , N
converge to the same value under our control given in Eqs.

(9) to (11). Combining (8) to (10) yields

τ̇di =
βmean(1− τdi )

τdmean(1 + Tis)
g(∆f), i = 1, ..., N (12)

From the definition of τdi , the changing rate of τdi is

determined by the changing rate of Si. As the BESS output

power changes much faster than its SoC does, the effects of

Ti and Tj can be neglected in determining the changing rate

of τdi . It follows from (12) that for i, j = 1, · · · , N ,

τ̇di
τ̇dj

=
1− τdi
1− τdj

· 1 + Tjs

1 + Tis
≈ 1− τdi

1− τdj
(13)

We have the following theoretical result in Theorem 1.

Theorem 1. In the discharging mode, for the i-th and j-th

BESSs (i, j = 1, · · · , N) with the controller (9) to (11), if

the initial values of τdi (0) and τdj (0) are the same, then τdi (t)
and τdj (t) will remain the same (i.e., the preserved energy will

be consumed proportionally); otherwise τdi (t) and τdj (t) will

converge and eventually reach 1 (i.e., the reserved energy will

run out) at the same time.

Proof: Let z = τdi − τdj and V = 1
2z

2. From Eq. (13)

V̇ =
1− τdi
1− τdj

τ̇dj − τ̇dj = −
τ̇dj

1− τdj
z2 (14)

As τ̇dj > 0 and ε < 1− τdj < 1 + ε, we have V̇ ≤ 0. Thus, if

τdi (0) = τdj , z(t) ≡ 0, i.e., τdi (t) and τdj (t) remain the same.

If τdi (0) ̸= τdj (0), it is obtained from V̇ = 0 that τdi (t) and

τdj (t) will converge towards the same value. Moreover, define

z1 =
1−τd

i

1−τd
j

. z1 will remain constant because

ż1 =
−τ̇di (1− τdj ) + (1− τdi )τ̇

d
j

(1− τdj )
2

= 0 (15)

As a result, 1− τdi and 1− τdj will hit zero at the same time,

implying that τdi and τdj will reach 1 at the same time.

Remark 1. The control structure (9) has three parts each with

its own functions. The first part gi(βi, βmean) is to compensate

for the effects caused by different BESS parameters βi. It is
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seen from (12) that with this term, the dynamics of τdi is

decoupled from βi. The second part fi(τ
d
i , τ

d
mean) aims to

ensure the convergence property of τdi . This is shown in (13)

and the proof of Theorem 1. The third part g(∆f) responds to

∆f by following the PBi−∆f characteristic shown in Fig. 3.

Remark 2. The control in (9) to (11) requires the global

information of τdi and βi (i = 1, · · · , N ). While such global

information may be accessible in small-scale systems, it is

generally unavailable in large-scale systems with a large-

number of geographically distributed BESSs, causing difficul-

ties in implementation of the control strategy. This motivates

our work in this paper on distributed BESS control.

IV. DUAL-CONSENSUS-BASED DISTRIBUTED CONTROL

A. Distributed controller

To alleviate the requirement of global information in control

implementation, a distributed control approach is presented:

ui = gi(βi, β̂i) · fi(τdi , τ̂i) · g(∆f), (16)

gi(βi, β̂i) = β̂i/βi, fi(τ
d
i , τ̂i) = (1− τdi )/τ̂i, (17)

where g(∆f) is given in Eq. (3), τ̂i and β̂i are the estimation

of τdmean and βmean, respectively. Thus, how to design τ̂i and

β̂i on each BESS from its own and neighbouring information

becomes critical. For distributed BESSs, their communication

graph is assumed to be connected and undirected. If the i-th
and j-th BESSs are directly connected neighbours, we define

a positive adjacency element aij > 0; otherwise, set aij = 0.

By noticing that βmean is a constant while τdmean is time

varying, a dual-consensus approach is developed to estimate

them separately. Specifically, β̂i as an estimation of βmean

is obtained by employing SAC [19]. In comparison, τ̂i as an

estimation of τdmean is derived by using DAC [20]. Both SAC

and DAC are designed below in details.

B. SAC for β̂i in each BESS

To estimate βmean, we design β̂i as

˙̂
βi =

∑

j∈Ni

aij(β̂j − β̂i), β̂i(0) = βi, i = 1, · · · , N (18)

We have the following Lemma:

Lemma 1. The DAC algorithm (18) guarantees that β̂i, i =
1, ..., N, will globally and exponentially converge to βmean.

Proof: The proof is similar to the proof of Theorem 5

in [19] and thus is omitted here.

Remark 4. βmean is a constant. Thus, when β̂i converges

to βmean with a satisfactory error, Eq. (18) can stop running.

C. DAC for τ̂di in each BESS

To estimate time-varying τmean, we design τ̂i as
{

τ̂i = υi + 1− τdi , i = 1, ..., N, i ̸= j

υ̇i = −γυi +
∑

j∈Ni
aij(τ̂j − τ̂i)

(19)

where υi is an internal state, and γ > 0 is a constant.

Define τ̂ = [τ̂1, ..., τ̂N ]T and Γ = [1−τd1 , ..., 1−τdN ]T . From

(7), τdi must be bounded. Moreover, as τ̇di = −Ṡi/S̄i, τ̇
d
i is

bounded. It is concluded that ||γΓ + Γ̇|| ≤ γ||Γ||+ ||Γ̇|| ≤ µ
where µ is a bounded constant. Define tracking error vector

e = τ̂ − 1N1TNΓ/N = τ̂ − 1Nτdmean (20)

Then, we have the following Lemma:

Lemma 2. If the parameters are chosen as γ > 0, ϵ > 0, L+
LT ≥ 2ϵΠ, and Π = IN −1N1

T
N/N , then the DAC algorithm

(19) guarantees that ||e|| will exponentially converge to the set

Ωe = {e| ||e|| ≤ µ
γ+ϵ

} which can be made arbitrarily small.

Proof: From Theorem 4 in [20], it can be obtained that

||e(t)|| ≤ 1√
N

|1TNυ(t0)|e−γ(t−t0)

+ |Πτ̂(t0)|e−
1
2
(γ+ϵ)(t−t0) + µ/(γ + ϵ) (21)

Therefore, ||e|| will exponentially converge to Ωe. As µ is

bounded, by setting a big ϵ, which indicates big aij to make

L+ LT ≥ 2ϵΠ hold, Ωe can be made arbitrarily small.

D. Analysis of control performance

Eqs. (16)-(19) form our dual-consensus-based distributed

frequency controller. We have the following theoretical result:

Theorem 2. With the distributed control approach (16)-(19),

the results in Theorem 1 still hold.

Proof: From (8), (16) and (17), it is obtained that

τ̇di
τ̇dj

=
1− τdi
1− τdj

τ̂j
τ̂i

β̂i

β̂j

, i, j = 1, · · · , N (22)

As both τ̂i and β̂i converge much faster than τdi , we have

τ̇di /τ̇
d
j ≈ (1− τdi )/(1− τdj ), i, j = 1, · · · , N (23)

Thus, Theorem 2 can be proved by following the analysis in

the proof of Theorem 1.

V. CASE STUDIES

To demonstrate our dual-consensus-based distributed con-

trol approach, two case studies are conducted. The first one

considers the case where the generator has sufficient genera-

tion capability for load disturbances. In this case, the BESSs

help in improving the frequency response while meeting the

proportional use constraint. The second case study investigates

a scenario where the generator has insufficient generation

capability. Thus, the BESSs are required to work for a longer

time for maintaining the frequency stability. In both case

studies, our dual-consensus control approach is compared

with two recent and relevant methods [13][24] in which the

PBi −∆f characteristic is also adopted.

In our case studies, 10 distributed BESSs with the com-

munication graph shown in Fig. 4 are integrated into an

isolated power system. Their parameters and other system

parameters are listed in Table II. The control period is set

as 1/60 s, which is the sampling rate of phasor measurement

units (PMUs) in the current industry practice. While we have
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BESS #2 BESS #3 BESS #4 BESS #5

BESS #6BESS #7BESS #8BESS #9BESS #10

BESS #1

Fig. 4: BESSs communication graph.

TABLE II: BESS parameters and other system parameters.

BESS i Ti (s) P d
i /P

c
i (MW) Qi (MWH) VBi (KV)

1 0.5 1 1 2
2 0.4 0.9 0.88 2.2
3 0.9 0.98 0.81 1.8
4 0.7 1.12 0.99 2.1
5 0.8 1.08 0.96 1.6
6 0.2 0.95 0.93 1.7
7 0.6 1.2 1.16 2
8 0.5 1.15 1.17 2.3
9 0.7 0.85 0.99 1.9

10 0.3 0.8 0.96 2
Power generator parameters [21]: Power capacity: 1 pu = 1, 000 MW

Kp = 120 Hz/pu MW Tp = 20 s Kr = 0.5 s
B = 0.425 pu MW/Hz Tr = 10 s Tt = 0.3 s
R = 5.6 Hz/pu MW Tg = 0.08 s KI = 0.033

Fig. 5: Case study 1 - performance of τi.
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Fig. 6: Case study 1-frequency and power generation change.

used periodic control in our case studies to demonstrate the

advantages of our approach, event-triggered control [27] can

also be employed in control implementation to reduce the

communication traffic.

Similar to [9], ∆f+
min = −∆f−

min = 0.02Hz and ∆f+
max =

−∆f−

max = 0.2 Hz are set. The BESSs are allowed to work

in the range [10%, 90%], and the initial SoC values for the

10 BESSs are respectively set as 65%, 60%, 58%, 50%, 70%,

62%, 49%, 53%, 68% and 75%. For each BESS, the maximum

allowed rate of power injection into the grid is 0.002 pu.

A. Case study 1: Sufficient generation capability

In this case study, it is assumed that S̄i = 1% for i =
1, 2, 3, 4, S̄i = 1.5% for i = 5, 6, 7, 8, and S̄i = 2% for

Fig. 7: Case study 1 - performance of SAC and DAC.

Fig. 8: Case study 1 - BESS output.

i = 9, 10. The power system undergoes three stages:

Stage 1: 0-10 s, The system operates in the steady state;

Stage 2: At 10 s, a 0.02pu load is taken off from the grid;

Stage 3: At 80 s, a 0.03pu load is added to the grid.

The advantage of our distributed BESS control approach for

frequency regulation is shown in Fig. 5-8. As shown in Fig.

5, the values of τi for all BESSs with our approach remain

almost the same, implying perfect proportional use of the

preserved BESS capacity among all BESSs. This implies that

the BESSs always maintain the maximum possible capacity

for frequency regulation. In comparison, the values of τi of

all BESSs diverge over the time for the method without our

proposed approach, indicating the risk of reduced capacity

from the BESSs for frequency regulation.

In Fig. 6, without BESSs for frequency regulation, for a 0.03

pu load change at 80 s, ∆f will reach −0.25 Hz, violating

the normal operating condition. In comparison, with the help

of BESSs for frequency regulation, ∆f can be compressed to

within −0.2 Hz. As shown in Fig. 6, our proposed approach

can guarantee the frequency response similarly well with the

method without our distributed control approach. Fig.7 shows

the performance of SAC and DAC, while Fig.8 compares the

BESS output with and without our proposed approach.

B. Case study 2: insufficient generation capability

A 0.02 pu load is added to the grid, while the generator

can only generate 0.01 pu additional power, indicating a gap

of 0.01 pu. In addition, a generation rate constraint of 3%/min
(i.e. 0.0005pu/s) [21] is imposed to power generation to ensure

the safe operation of power generation equipment. The 10

BESSs are divided into two groups, and the allocated energy

is S̄i = 5% for the first five BESSs while S̄i = 10% for the

other BESSs. The initial τdi values of the 10 BESSs are set

as 10%, 5%, 15%, 0%, 6%, 0%, 2%, 20%, 18%, and 3%,

respectively. The simulation results are shown in Figs. 9-11.
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Fig. 9: Case study 2 - performance of τi.
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Fig. 10: Case study 2-frequency and power generation change.

Fig. 11: Case study 2 - BESS output.

As shown in Fig. 9, the values of τi for all BESSs converge

when our approach is employed but diverge when our approach

is not used. The divergence of the values of τi for all BESSs

means some BESSs will be exhausted much earlier than others.

This is verified by the BESS power output shown in Fig. 11. It

is seen from Fig. 11 that our approach maintains proportional

power outputs among all BESSs for over 250 s. In comparison,

without our approach, some BESSs are exhausted much earlier

than others after about 120 s.

The proportional use of the preserved capacity of all BESSs

by our proposed approach always maintains the maximum

possible capacity from all BESSs for frequency regulation,

and consequently serves frequency regulation longer. Fig. 10

shows that the addition of the 0.02 pu load causes ∆f to go

beyond −0.2 Hz. With the help of BESSs, both methods with

and without our control approach are able to bring ∆f back to

within −0.2 Hz. However, the peak value of ∆f is compressed

by using our approach in comparison with the method without

using our approach.

It is also observed from Fig. 10 that our approach maintains

the ∆f within −0.2 Hz for over 250 s. In comparison, the

method without using our approach fails to do so shortly

after about 170 s, from which ∆f drifts away quickly to

about −0.3 Hz, significantly violating the normal operating

condition. This highlights the advantage of our distributed

BESS control approach.

VI. CONCLUSION

A dual-consensus-based distributed control approach has

been presented for frequency regulation in power systems with

distributed BESSs. It consists of three main components in

our design for BESS control gain, distributed BESS control

strategy, and BESS parameter estimation, respectively. In the

BESS parameter estimation, a static parameter and a time-

varying parameter have been defined to enable implementation

of our control strategy. Their average values are obtained

by employing SAC and DAC, forming our dual-consensus

approach. Case studies have been conducted to demonstrate

the advantage of our approach. Future work includes inves-

tigating the effects of non-ideal communication links on the

control performance, and merging other BESS functions such

as energy arbitrage and reserve into distributed frequency

control.
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