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Conventional imaging techniques adopt a rectilinear sampling approach, where a finite number of pixels
are spread evenly across an entire field of view (FOV). Consequently, their imaging capabilities are
limited by an inherent trade-off between the FOV and the resolving power. In contrast, a foveation
technique allocates the limited resources (e.g., a finite number of pixels or transmission bandwidth) as a
function of foveal eccentricities, which can significantly simplify the optical and electronic designs and
reduce the data throughput, while the observer’s ability to see fine details is maintained over the whole
FOV. We explore an approach to a foveated imaging system design. Our approach approximates the
spatially variant properties (i.e., resolution, contrast, and color sensitivities) of the human visual system
with multiple low-cost off-the-shelf imaging sensors and maximizes the information throughput and
bandwidth savings of the foveated system. We further validate our approach with the design of a compact
dual-sensor foveated imaging system. A proof-of-concept bench prototype and experimental results are
demonstrated. © 2008 Optical Society of America
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1. Introduction

Real-time acquisition of high-resolution, wide field of
view (FOV), and high dynamic range (HDR) images is
essential for many vision-based applications, ranging
from the macroscale imaging in surveillance [1], tele-
conferencing [2], and robot navigation [3], to micro-
meter or submicrometer-scale imaging in biomedical
imaging [4] and vision-guided microfabrication [5].
Although detector technologies have improved dra-
matically over the past decades, many imaging sys-
tems are limited by their performances on FOV,
resolution, speed, and dynamic range. Most conven-
tional imaging techniques spread a finite number of
pixels evenly across the entire FOV, and thus their
imaging capabilities are constrained by a well-known
inherent trade-off between the FOV and the resolving
power; the higher the resolving power, the smaller
the FOV. Consider a surveillance camera with a typ-
ical National Television System Committee (NTSC)
CCD detector of 640 X 480 pixels, as an example. A
diagonally 60° FOV only offers an angular resolution
of 6.4 arc min per pixel at the maximum. If mounted
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onto a 20 ft ceiling, the camera can only deliver a
human face image of about 20 X 16 pixels, which are
neither sufficient for object tracking nor face identi-
fication.

This resolution-FOV trade-off problem may be re-
lieved with the advent of higher-resolution sensors and
the development of sensor tiling or image mosaicing
schemes [4,5]. For instance, in an adaptive scanning
optical microscope system [5], a 40 mm observing field
is formed by mosaicing 25 X 25 images, each having
a resolution of 512 X 512 pixels. Thus the full-field
image will be 12800 X 12800 pixels. However, pro-
cessing and analysis of such high-resolution images is
computationally demanding. Furthermore, capturing
25 X 25 images to reconstruct a full-field image at a
tolerable frame rate (e.g., 10 fps) not only requires an
image sensor with a very high frame rate, but also
demands a fast scanning mechanism. Moreover, with
the increasing interests in teleoperation and tele-
medicine, real-time transmission of these images
over a network can be very challenging.

Rather than demanding more expensive (both
economically and computationally), higher resolu-
tion, and faster image sensors as well as associated
processing technologies. In this paper, we present
an approach to a foveated imaging system design,



aiming to improve the information throughput of
low-cost off-the-shelf detectors. In Section 3, we will
present a comprehensive analysis and exploration
on how the spatially variant properties of the
human visual system (HVS), including the well-
explored domain of spatially variant resolution
[6—8] and the less-explored spatial variances of con-
trast and color sensitivities, may be utilized to max-
imize the information throughput and reduce data
bandwidth requirements of an imaging system. In
Section 4, we will describe a schematic design of a
compact, actively foveated dual-sensor imaging
system, which mimics several aspects of the HVS.
Finally, a bench prototype and experiments are pre-
sented in Section 5, which demonstrates that 96.4%
bandwidth savings can be achieved at the stage of
image capturing in a dual-sensor foveated imaging
system.

2. Related Work

Foveation techniques, inspired by the foveation prop-
erties of the human eye, can be generally character-
ized as a method that dynamically tracks a user’s
attended area of interest (A-AOI) by means of a gaze
tracker, or other mechanism, and treats the A-AOI
differently from the peripheral area. A great amount
of effort has been made to explore foveation tech-
niques in imaging and display applications, which
are sometimes referred to as gaze-contingent or eye-
tracked multiresolution techniques. Examples in-
clude spatially variant compression ratio in image
and video processing [6—8], variable levels of detail
in three-dimensional (3D) rendering [9-11], vari-
able pixel resolution in imaging or display systems
[12,13], and adaptive correction of optical aberrations
in imaging or display systems [14,15]. More applica-
tion examples and reviews can be found in [9,16].

The prior work on foveation techniques falls into
one of three categories, as follows. The first category
of work relates to experimental research on percep-
tion and cognition to understand visual processing
and perceptual artifacts produced by simulated mul-
tiresolution images or display systems [17-22]. For
instance, researchers investigated perceptual arti-
facts in foveated multiresolution displays, such as
perceptible image blur and image motion, which have
the potential to distract users [17,20—22]. Ideally, one
would like to maximize the bandwidth savings of fo-
veation techniques, while minimizing perception ar-
tifacts and performance costs.

The second category is the algorithmic approach
in which foveation techniques are applied primarily
to image processing [2,7], video encoding [6,8], and
graphics rendering [9-11] to achieve real-time
video communication through low-bandwidth net-
works and to save data transmission bandwidth
and processing resources. For instance, Geisler and
Perry demonstrated a three times greater compres-
sion ratio in multiresolution images/videos [8];
Ienaga et al. described a stereoscopic video trans-
mission system with embedded high-resolution fo-
vea images to accelerate the image processing and

to reduce the bandwidth requirement [2]; several
researchers applied perceptually driven foveation
treatments to 3D graphics rendering such a level-
of-detail management and polygon reduction in 3D
models based on the view eccentricity [9—-11]. Mur-
phy and Duchowski demonstrated that the render-
ing speed can be significantly accelerated by only
rendering high levels of detail of a 3D scene around
a user’s gaze direction in virtual environments [10];
Luebeke et al. demonstrated that 2—6 times fewer
polygons can produce the similar rendering effect in
perceived model resolution [11].

The third category of work takes a hardware ap-
proach, in which various imaging sensors or displays
with spatially varying resolution are developed to
reduce requirements for high-resolution detectors
and displays or high-quality and complex optical sys-
tems [3,12-15,23-25]. For instance, Sandini et al.
described the implementation of a retina-like compli-
mentary metal-oxide semiconductor (CMOS) sensor
characterized by spatially variant resolution similar
to that of the human retina [12]. They demonstrated
that 35 times fewer pixels were needed in the space-
variant resolution sensor as compared with a con-
stant high-resolution image of 1100 X 1100 pixels.
Martinez and Wick presented the designs of foveated
imaging systems in which a liquid crystal (LC) spa-
tial light modulator (SLM) was used to dynamically
correct the aberrations of a simple-structure wide
FOV optics at the foveated region of interest (FRol)
[14,15]. Godin described a multiprojector system to
achieve a dual-resolution 3D display [24]. Rolland
presented the design of a head-mounted display with
high-resolution insets [13]. Several groups of re-
searchers demonstrated the use of a camera pair with
different angular resolutions in robot navigation sys-
tems to achieve foveated images [3,25].

Although both the algorithmic and hardware ap-
proaches can achieve foveated images, the hardware
approach is advantageous in the sense that it
achieves foveated imaging at a more fundamental
level. It captures foveated images with spatially
variant resolution by designing novel imaging sen-
sors and systems, rather than postprocessing full-
resolution images by applying foveated filtering and
encoding techniques. It potentially requires less com-
plex optical and electronic designs and reduces the
requirements on data bandwidth and computational
resources, while the postprocessing approach is
mostly limited to the benefits of information storage
and transmission.

3. Foveated Imaging with Spatially Varying Resolution
and Chromaticity

In the HVS, only a narrow region around the fovea
offers exceptional resolving power, contrast, and color
sensitivities, while these properties fall off rapidly
with an increasing retinal eccentricity. The essential
goal of designing a foveated imaging system is to
improve the sampling efficiency and to reduce the
requirements for data bandwidth as well as compu-
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tational resources by mimicking such spatially vary-
ing properties of the HVS.

Rather than pursuing specially designed sensors
with retina-like properties [12,23], we use multiple
low-cost sensors to approximate the spatially vari-
ant properties of the HVS, including the well-
explored domain of spatially variant resolution
[6—8] and the less-explored spatial variances of con-
trast and color sensitivities. Our approach signifi-
cantly improves the information throughput of
low-cost sensors and reduces the total number of
required pixels. The reduction in total pixel counts
directly translates to less storage space and com-
munication bandwidth, which offers great opportu-
nities to break the technical barrier in designing
wide FOV systems with much simpler optical de-
signs, to achieve system miniaturization, and to
develop distributed sensing networks with limited
bandwidths.

This section details the analytical methods for
achieving spatially varying resolution and spatial-
chromatic foveation. The analysis predicts that over
80% of bandwidth saving can be easily achieved with
a dual-resolution dual bit depth (DRDB) foveated im-
aging system, compared to a traditional rectilinear
sampling approach.

A. Spatially Variant Sampling and Multiresolution Imaging
Systems

We characterize the sampling scheme of an imaging
system with its relative spatial resolution distribu-
tion as a function of field angles. The distribution,
denoted as F(e,, e,), is the normalized reciprocal of the
angular resolution at a given visual field (e, e,),
where e, and e, are the horizontal and vertical eccen-
tricities measured in degrees, respectively. The an-
gular resolution here is measured by arcminutes per
pixel. The amount of raw data acquired by the system
can be calculated as the integration of its relative
resolution response across the visual field, given as

0x/2 (0y/2
B :j F?(e,, e )de.de,, (1)

—0x/2  —0y/2

where 0y and 6y are the full FOVs covered by the
system along the horizontal and vertical directions,
respectively. The amount of raw data characterizes
the bandwidth requirement.

The sampling efficiency of a given system may be
evaluated against a reference system whose spatial
resolution distribution represents the just-adequate
resolvability required for a particular task. Systems
with the same or better resolvability than that of
their reference system are considered to be perceptu-
ally equivalent. Without loss of generality, we use the
visual acuity response of the human eye, Fyys(e,, e,),
as the reference system throughout the paper. Com-
pared against the reference system providing the
same FOV and the same peak resolution, the sam-
pling efficiency, E, of a given system is defined as
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Fig. 1. (Color online) Sampling efficiency of a SRI system as a
function of the overall FOV.
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E also characterizes the relative information through-
put of the system. For a single-resolution imaging
(SRI) system with uniform sampling characterized
by Fggile,, e,) = 1, Eq. (2) is simplified as Egg =
7f _9&{)?/22 fe?}/f F HVSz(ex’ ey)dexdey-

0x0y
In Fig. 1 we plot the sampling efficiency of a SRI

system as a function of the overall FOV. The relative
visual acuity response of the eye was modeled as
Fiys(e,, e,) = 2.3/(2.3 + \e,2 +e,?), adopted from [8,19].
A 4:3 aspect ratio was assumed for the overall field.
As shown in Fig. 1, the efficiency monotonically de-
creases with an increasing FOV. For instance, the
efficiency is as low as 3% for a 60° system and is less
than 0.5% for a 200° system. The amount of redun-
dant raw data produced by a 60° SRI system is almost
35 times more than that of the perceptually equiva-
lent reference system, and over 200 times more for a
200° SRI system.

Aiming to improve the sampling efficiency of a SRI
system depicted in Fig. 1, we explored an approach,
where multiple low-cost sensors are utilized to ap-
proximate the spatial-variant properties of the ret-
ina. Let us consider approximating the eccentricity
response of the visual acuity with two levels of spatial
resolution as shown in Fig. 2(a). One sensor, referred
to as the foveated imager, covers the central region of
the overall visual field, while the other sensor covers
the peripheral region. The foveated imager uniformly
maintains a maximum resolution within the range of
+0xr and *=6yr degrees in the horizontal and vertical
directions, respectively. In order to avoid discernible
artifacts, the relative resolvability of the peripheral
imager is set to be Fpgi(0xz, 0yr), where Fpri(0xs, Oyp)
= max(Fyys(0xs, 0), Fuvs(0, 0yz) for rectangular vi-
sual fields. Compared with a SRI system, the band-
width saving of a dual-resolution imaging (DRI)
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Fig. 2. (Color online) Optimization of a dual-resolution foveated

imaging system: (a) eccentricity of visual acuity and dual-
resolution sampling scheme; (b) bandwidth saving ratio as a func-
tion of peripheral and foveated FOVs; (¢) maximum bandwidth
saving in percentile (blue curve with square marker) and optimal
ratio of foveated FOV to overall FOV (green curve with + marker).

system is given as
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In Fig. 2(b), we plot the bandwidth saving ratio of
a DRI system as a function of the foveated FOV and
the overall visual field. A 4:3 aspect ratio was as-
sumed for both the overall and foveated FOVs. For a
given overall FOV, the bandwidth saving ratio can be
maximized by varying the foveated FOV. Figure 2(c)
plots the maximum bandwidth saving ratio as a func-
tion of the overall FOV. In the same figure we further
plot the optimal ratio of the foveated FOV to the
overall FOV.

Based on Fig. 2(c), by correctly choosing the fove-
ated FOV relative to the overall FOV, we can max-
imize the bandwidth reduction and information
throughput of a dual-sensor foveated imaging system
while maintaining indiscernible image quality degra-
dation. Consider a system requiring a total of 120°
diagonal FOV and 1 arc min of peak angular resolu-
tion. A SRI system with uniformly 1 arc min resolu-
tion requires a single sensor with 5760 X 4320 pixels.
In contrast, in a dual-sensor foveated system, the
relationship in Fig. 2(c) suggests that a 25° foveated
FOV maximizes the spatial sampling efficiency of a
120° system. The combination of the 25° foveated
FOV in 1 arc min resolution with a 95° peripheral
FOV in 4.25 arc min of resolution yields a bandwidth
reduction ratio of about 90.4%, which directly trans-
lates to almost ten times fewer pixels than those for
a SRI design.

The above sampling approach can be extended to
more than two resolution levels using a similar
scheme. Maximizing the overall sampling efficiency
of multisensors will involve optimizing the FOV cov-
erage of these sensors and correctly selecting their
resolution levels so that the resulting system pre-
sents a multiresolution image with indiscernible
quality degradation while minimizing the amount of
redundant information.

B. Contrast/Color Sensitivity and Image Bit Depth

Similar to the property of spatially variant resolu-
tion, the contrast and color sensitivities of an im-
aging system can be encoded with the greatest
precision at the center of the area of interest and
with decreasing precision as the distance from the
center (the eccentricity) increases. Several re-
searchers have suggested that exploring peripheral
chromatic degradation can potentially lead to sig-
nificant bandwidth saving [9,16]. In this subsection,
we explore the spatial variance of the contrast sen-
sitivity function of the HVS to examine the minimal
bit depth and color channels, which yield images
with indiscernible peripheral chromatic degrada-
tion.

The contrast sensitivity function (CSF) of the HVS
at different retinal eccentricities can be adequately
described by the formula [8,19]

e, t+e
CSF(e, v) = = CSF(0, v)exp(—ow ),

1
CT(e, v) €2
(4)
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where e = |e,2 +ey2 is the retinal radial eccentricity
in degrees, v is the spatial frequency in cycles per
degree (cpd), « is the spatial frequency decay con-
stant (o = 0.045), e, is the retinal eccentricity,
where spatial resolution falls to half of what it is in
the center of the fovea (e, = 2.3°), and CSF(0, v)
models the contrast sensitivity of the fovea as a
function of spatial frequency (please see [26] for
detailed explanations).

The decreasing contrast sensitivity with retinal ec-
centricity suggests that the bit depth of an image may
be reduced monotonically as the eccentricity in-
creases without creating perceptible banding effects.
Let us consider the DRI system discussed in Subsec-
tion 3.A. Here we assume the foveated imager, with a
bit depth of N, maintains a uniform spatial resolution
of pr arc min within the foveated FOV (£6xp, *6y5).
The peripheral imager maintains a uniform spatial
resolution of p, arc min with a lower bit depth, M. To
avoid perceivable resolution degradation, ., is deter-
mined by Kp = uf/FDRI(OXF, GYF) as discussed in Sub-
section 3.A. Furthermore, to minimize artifacts
caused by the reduction of bit depth, we set up a
constraint for the reduced bit depth, M, of the periph-
eral imager, written as

0
AC; (N, M <CT\Op, v=
lJ( )Imax ( VY ”‘f+ IJ“p)

(i=0,1,...2-1,j=0,1,...2¥-1), (5

where AC; (N, M) | yax is the maximum contrast be-
tween the original and remapped pixel values when
a pixel value at the ith gray level in a N-bit image
is remapped to the jth gray level in a M-bit sensor.
This constraint ensures that a user is unable to
discern the bit reduction at the boundaries of the
two imagers when fixating on the center of the fo-
veal image.

Figure 3(a) plots the HVS contrast sensitivity as a
function of spatial frequency and eccentricity. Under
the conditions of w; = 1 arc min and N = 8 bits per
color channel, in Fig. 3(b) we plot AC; (N, M) | ,.x as a
function of the bit depth, M, of the peripheral imager.
On the same graph, we also show the contrast mod-
ulation thresholds for =10°, =15°, and *+20° of fove-
ated FOVs for 6 cpd spatial frequency. For instance,
the contrast modulation threshold at =10° of eccen-
tricity is 0.0385, and the bit depth for the peripheral
imager may be reduced down to 4 without noticeable
boundary artifacts.

Compared to a SRI system with a uniform resolu-
tion and single bit depth, the percentage of band-
width saving of a DRDB design is given as
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Fig. 3. (Color online) Contrast sensitivity and image bit depth: (a)
the HVS contrast sensitivity as a function of spatial frequency and
eccentricity; (b) maximum contrast modulation change as a func-
tion of reduced bit depth.

For a given overall FOV, the foveated FOV can be
selected to maximize the sampling efficiency based on
the relationship in Fig. 2. As a result, the magnitude
of bandwidth saving essentially depends on the over-
all FOV and the bit depth of the foveal and peripheral
imagers. Figure 4 plots the bandwidth saving ratio of
the DRDB system as a function of the overall FOV
and reduced peripheral bit depth M, where we as-
sumed a 4:3 aspect ratio for the visual fields and
eight bits per color channel for the foveated imager
(N = 8). As an example, to design a system of 120°
diagonal FOV, the bandwidth saving ratio is in-
creased to 95.65% with a 25° foveated FOV in eight
bits per color channel, and the remaining 95° periph-
eral FOV in five bits per color channel. This result
directly translates to 23 timesless storage space and
communication bandwidth. The plots in Fig. 4 fur-
ther suggest that the benefit of bit depth reduction
diminishes dramatically for M less than 5.
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Fig. 4. (Color online) Bandwidth saving ratio of a DRDB system

as a function of overall FOV and reduced bit depth.

Besides reducing the image bit depth, the band-
width savings can be further improved by exploring
the color sensitivity of the HVS and reducing the
number of color channels for the peripheral imager,
for instance, from a full-color system to a gray scale as
the eccentricity increases [9]. For example, a 120°
dual-sensor system described above can be reduced
from a 15 bit color imager for the peripheral to a five
bit gray scale imager. The resultant bandwidth sav-
ing ratio is 95.66% compared with a single-sensor
design with perceptually equivalent quality. How-
ever, further human factor research is needed to con-
struct a chromaticity eccentricity function that can be
utilized to create a spatially varying color system that
is just imperceptibly different from a full-color image.

From the point of view of bandwidth reduction,
reducing color channels on top of spatially varying
resolution and bit depth appears to only provide mar-
ginal benefits, while the combination of applying spa-
tially varying resolution and reducing bit depth per
color channel for the peripheral imager yields much
more effective reduction. However, from the imple-
mentation point of view, reducing color channels re-
quires much less hardware modification and achieves
similar efficiency to bit depth reduction. In applica-
tions where peripheral color sensation is not critical
for the aimed tasks, spatially varying resolution
methods can be sensibly combined with spatially
varying color schemes.

C. Simulation Results

Based on the eccentricity properties discussed in Sub-
sections 3.A and 3.B, a multisensor system can be
designed with maximum sampling efficiency and
bandwidth savings. Figures 5(a)-5(c) present a set of
simulation results to demonstrate the visual effects of
resolution, bit depth, and color channel reduction.
Figure 5(a) is the original 24 bit full color image with
2400 X 1800 pixels. This image provides approxi-
mately 50° diagonal FOV with an angular resolution
of about 1 arc min when viewed on a 30 in. monitor at
a distance of 32 in. It is worth noting that, in general,
a uniform angular resolution in the object space does
not map into a uniform pixel density on the image

(d) (e)

Fig. 5. (Color online) Simulated foveated images: (a) original SRI
(2400 X 1800 24 bit pixels); (b) DRDB image (691 X 518 24 bit
pixels in the center and 766 X 574 15 bit pixels in the peripheral);
(c) DRDB image (691 X 518 24 bit pixels in the center and 766
X 574 8 bit gray-scale pixels in the peripheral); (d)—(f) enlarged
views of a narrow region of images (a)—(c).

plane. Although sensors with spatially varying pixel
densities may be custom-made, in implementations
throughout the paper, we choose to use regular sen-
sors with a uniform pixel density in which the worst
angular resolution of the pixels satisfies the angular
resolution requirements.

Figure 5(b) simulates a DRI with a 24 bit center
region of 691 X 518 color pixels and a peripheral area
of 766 X 574 pixels with 5 bits per color channel. The
center region covers about 14.4° of the overall FOV in
1 arc min resolution when viewed on the same mon-
itor. Each enlarged image pixel of the peripheral area
is equivalent to 3 X 3 pixels on the monitor, which
corresponds to an angular resolution of 3.3 arc min.
Figure 5(c) simulates a similar image with a 24 bit
center region of 691 X 518 pixels but an eight bit
black/white (B/W) peripheral area of 766 X 574 en-
larged pixels. Due to the reduced size of the images
shown in Fig. 5, it is hard to tell their resolution
differences. Figures 5(d)-5(f) show enlarged views of
a narrow region of the images corresponding to Figs.
5(a)-5(c), respectively.

Compared with the original image in Fig. 5(a), the
total number of pixels for both Figs. 5(b) and 5(c) was
reduced from 4.32 X 10° to 0.798 X 10°. The overall
bandwidth saving ratios of Figs. 5(b) and 5(c) are
91.71% and 91.73%, respectively. From the point of
view bandwidth reduction, they are almost equiva-
lently efficient. If these simulated images are viewed
under the same condition mentioned above, and the
user fixates at the center of the images, Figs. 5(b) and
5(c) should provide the about same spatial resolvabil-
ity perceptually equivalent to Fig. 5(a), while the
color shift in Fig. 5(b) would not be as noticeable as
Fig. 5(c).

4. Design of a Dual-Sensor Fovated Imaging System

When the foveation approach discussed in Section 3
is combined with a dynamic tracking and scanning
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mechanism, we can make the highest resolution, best
contrast, and best color images available, where the
user is mostly interested in, while using considerably
less hardware bandwidth and computational re-
sources. In this section, we present a design of a
foveated imaging system based on the dual-sensor
approach. The system operates by capturing two im-
ages of the scene simultaneously with two relatively
low-resolution detectors: one covers the entire scene
and the other covers a narrow area of interest. The
two imagers, sharing the same entrance pupil,
are optically coupled together through a two-axis
microelectro-mechanical systems (MEMS) scanner,
which is driven by fovea tracking algorithms. De-
pending on the light levels of the entire scene, and
local features of interest, the imagers may be adap-
tively modulated to acquire HDR images by imple-
menting the pixel-by-pixel modulation approach
described in [27]. The ability to dynamically steer the
fovea region toward a detected stimulus via instan-
taneous eye movements is referred to as adaptive
foveation; the ability to adapt the pupil opening in
response to a large magnitude of illumination level
variations is referred to as adaptive illumination
sensing.

A. Conceptual Design

Conceptually, our targeted system mainly consists of
five components: a foveated imager, a peripheral im-
ager, a fast 2D scanner, adaptive aperture modula-
tors, and fovea tracking and high-dynamic range
control algorithms. The foveated imager mimics the
fovea pit of the eye and provides the fine high-
contrast details and color sensation of a narrow fove-
ated region for target recognition. The peripheral
imager mimics the peripheral vision of the eye and
captures an extended field with relatively low reso-
lution. It provides the peripheral context for stimulus
detection. The scanning system mimics the eye move-
ments and provides the dynamic capability for target
tracking. The adaptive aperture modulator consists
of two elements. The first modulator can mimic the
effect of pupil size adaptation to the scene luminance
variation. It dynamically adjusts the active aperture
of the imaging system based on the overall light lev-
els detected from the peripheral and foveated imag-
ers. The second modulator is to enhance the dynamic
range of the imaging system by using a method by
Gao et al. [27], in which the image exposure of a scene
is controlled on a pixel-by-pixel basis to deal with
scenes with a wide dynamic range locally [27]. Fovea
tracking algorithms can be implemented to dynami-
cally detect the salient region of interest and stimu-
lus events from the peripheral image.

The dual-sensor design differs from the existing
methods of foveated imaging in several aspects
[12,14,15,23]. First of all, the dual-sensor approach
offers real-time peripheral awareness and potentially
the capability of event detection and tracking. Sec-
ond, compared to the single-sensor foveated imaging
approach by Wick et al. [14,15], or the retina-like
sensor approach [12,23], the dual-sensor method
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yields high information throughputs for low-cost de-
tectors without the need for custom-made special
sensors. It is worth noting that the single-sensor fo-
veated systems by Wick et al. capture both the fove-
ated and peripheral areas on the same detector. The
angular coverage per pixel remains approximately
constant across the entire field if a regular sensor
with a constant pixel density is utilized. The low-
resolution appearance of their systems is due to op-
tical aberrations [14,15]. It has the advantage of
using simple optics for imaging but compromises the
detector efficiency. Furthermore, a retina-like sensor
with space-variant pixel density imposes a higher
cost and lacks the ability to achieve dynamic fove-
ation unless the spatial-variant pixel arrangements
can be dynamically controlled. Finally, the proposed
design can potentially incorporate adaptive aperture
modulators for advanced HDR imaging [27].

B. Schematic Design

The schematic design of an actively foveated imaging
system is shown in Fig. 6. To achieve compactness,
the foveated and peripheral imagers share the same
objective lens, which forms the first intermediate im-
age plane. The objective lens itself contains a physical
stop near its front focal plane for the entire imaging
system. A beam splitter placed after the first inter-
mediate image plane separates the paths for the two
imagers. A scanner lens collects the light transmitted
through the beam splitter. It forms an intermediate
pupil plane at which a two-axis analog MEMS mirror
is placed to achieve a compact design. Other types of
scanning mirror with lower cost may be used if com-
pactness is less critical. By tilting the mirror instan-
taneously toward the direction of interest, rays from
the interested FOV are redirected toward the optical
axis. To achieve compactness, the same scanner lens
collects a narrow field of the light reflected by the
mirror and forms a high-resolution foveated image
for the region of interest. In the meantime, a camera
with a relay lens is placed on the reflected path of the
beam splitter to form a low-resolution peripheral im-
age of the entire visual field. An SLM may be placed
at the first intermediate image plane to facilitate the
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Fig. 6. (Color online) Schematic design of a dual-sensor foveated
imaging system.




capture of HDR images by applying the mask ap-
proach [27]. A second SLM may replace the stop for
active aperture control over the entire FOV.

The first-order parameters of the foveated imager
path are annotated in Fig. 6. The effective focal
lengths of the objective and scanner lenses are de-
noted as f; and f,, respectively. The entrance pupil is
offset by a distance of At from the front focal plane of
the objective lens. The front focal point of the scanner
lens is offset by a distance of A¢’ from the back focal
point of the objective lens. All distances and angles
utilize the well-accepted sign conventions [28].

When the mirror is scanned by an angle of ¢,, from
its reference orientation, the central angle of the vi-
sual fields instantaneously imaged by the foveated
imager is given by

(7

6, = arctan{‘flfztam],

fi2 + AtAt'

where 60, corresponds to the scene point that is imaged
onto the center of the foveated detector. The half FOV
of the foveated imager, 0,, is given by

(8)
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where Dy is the diagonal dimension of the foveated
detector. Further, m, = —fifs/(fi> + AtAt') is the mag-
nification between the diameters of the mirror and
the entrance pupil.

Providing that the MEMS mirror is capable of me-
chanically scanning within a range of ., degrees,
the maximum visual field covered by scanning the
MEMS is given by

f1f2 tan(2¢max + er)
fi2+ AtAt '
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At a given visual field angle in the object space, the
corresponding image height on the peripheral imager
is given by

_ [i’fotan(24,, — 6,)
fi2—AtAr

(10)

Yr

where a 1:1 relay from the intermediate image
plane is assumed, and 6, is the chief ray angle ex-
iting the scanner lens and is given as 6, = arctan
(—m, tan 6).

The mirror is conjugate to the entrance pupil, and
its location is characterized by the distance Lyxp from
the back focal point of the scanner lens,

f*At

= 11
fi2+ AtAt' (1D

LXP

As the projection area of the mirror surface on the
intermediate pupil plane varies with its scanning an-
gle, to ensure that the effective F-number of the fo-
veated imager is independent of the mirror scanning
angles, the entrance pupil diameter, Dyp, should sat-
isfy the condition of

T (12)

where Dygys is the effective diameter of the mirror
device.

There are several advantages associated with the
above schematic design. First of all, the design en-
sures that the foveated and peripheral imagers share
the same entrance pupil. Satisfying the condition of
single-viewpoint imaging allows an easy mosaic of
the two images independent of the scene depth. Sec-
ond, as shown in Eq. (9), with an appropriate choice
of focal lengths for the objective and scanning lenses,
the design can effectively relax the requirements for
the mirror scanning angle. Fabricating a large-size,
fast steering mirror with large tip-tilt capability is
quite challenging with current technologies. Third, it
offers flexible pupil controls and can be enhanced
with adaptive HDR image capturing methods [27].
Finally, the design is compact and low-cost. The fold-
ing design of the scanner lens helps reduce the overall
length of the foveated beam. The system is exempt
from using high-resolution detectors and complex op-
tics while achieving high resolving power across a
relatively wide visual field.

5. Experimental Prototype and Results

A. Prototype Design

Based on the schematic layout in Fig. 6, we built
a bench prototype, as shown in Fig. 7(a), using off-
the-shelf optical components to demonstrate the
potential system capability. In the prototype, we
utilized two low-cost CCD sensors, one 1/4 in. full-
color CCD (640 X 480 pixels) and one 1/4 in. B/W
CCD (640 x 480 pixels), for foveated and peripheral
imaging, respectively. Considering the factors of com-
pactness, scanning range, and cost, we implemented
the scanning element with a two-axis analog MEMS
chip by Texas Instruments as shown in Fig. 7(b). The
chip has an elliptical active area measured between
3.2 mm and 3.6 mm along its minor and major axes,
respectively. Its mechanical scanning range is *5°
around two orthogonal axes, and it has a mechanical
resonant frequency of 130 Hz. The limited scanning
range of the mirror requires |m,| > 1 between the
objective and scanner lenses to dynamically scan the
foveated image across a wide peripheral visual field.
The mirror dimensions along with the magnification
requirements set up an upper limit to the entrance
pupil diameter of the system [Eq. (12)].

An off-the-shelf 28 mm Erfle eyepiece assembly
was utilized as the objective lens. It produces a low
aberration intermediate image plane, where we can

20 January 2008 / Vol. 47, No. 3 / APPLIED OPTICS 324



Foveated
Imager

(b)
Fig. 7. (Color online) (a) Bench prototype of a dual-sensor fove-
ated imaging system and the pupil conjugation on the MEMS chip
(inset); (b) the MEMS chip.

potentially insert a SLM for pixel-level HDR image
capturing. Another 28 mm lens was used together
with the objective lens for the peripheral imaging
path. As a result, the overall peripheral FOV is 44.6°
diagonally with an angular resolution of 3.3 arc min
per pixel at the best. The actual resolution of the
peripheral imager may be further reduced by using
lower-cost simpler optics.

Based on the plot in Fig. 2(c), a foveated imager
with a total of 12° FOV will maximize the bandwidth
saving ratio while maintaining imperceptible image
degradation in the peripheral. A 60 mm doublet was
used as the scanner and imaging lens. Its combina-
tion with objective lens yields a magnification power
of about 2.1. The instantaneous FOV of the foveated
imager is 8.5° diagonally with an angular resolution
of 0.48 arc min per pixel at the best.

Combining with the optics above, the MEMS mir-
ror is capable of sweeping the 8.5° foveated FOV
across the full peripheral field by scanning the
MEMS mirror within +=4°. Compared with a single-
sensor design that maintains uniformly high resolu-
tion across the entire FOV, the bandwidth saving
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ratio of the above dual-sensor design is 96.4%, which
is higher than the optimal value in Fig. 2. However,
due to the use of off-the-shelf components, the com-
promise is the perceptible image degradation in the
peripheral when gazing at the center of the foveated
image.

B. Experimental Results

Image registration is a crucial postprocessing step to
create a seamless mosaic of the foveated and periph-
eral images as the MEMS scans the foveated FOV
across the overall visual field. It requires deliberate
calibration of the MEMS device and the distortion
coefficients of the imaging systems. We calibrated the
MEMS tilt angle responses versus the voltages ap-
plied to the x- and y-axes of the chip. In both direc-
tions, the tilt angles demonstrated excellent linearity
for voltages within =4.5 V. The distortion coefficient
of the peripheral imager, independent of MEMS
scanning angles, was calibrated by applying a well-
established camera calibration technique [29]. Mean-
while, the distortion of the foveated imager depends
on MEMS scanning and cannot be calibrated by a
readily available method. We have developed a cali-
bration technique that accurately models and cali-
brates the distortion of the foveated images as a
function of MEMS scanning angles. By unwarping
the distorted images captured at a given scanning
angle, we are able to create a seamless foveated im-
age [Fig. 8(a)] with a 44.6° diagonal FOV. The high-
resolution foveated region with 8.5° FOV is shown in
Fig. 8(b). In this example, a printed map of Tucson
City was used as the scene object placed at the near
range of the depth of field (~300 mm away from the
entrance pupil).

The MEMS mirror was driven by applying voltages
from —3.5 V to +3.5 V with 0.5 V increments in both
orthogonal directions and scans a range from —4° to
+4° with approximately 0.6° increments, which al-
lowed us to steer the 8.5° foveated FOV across the
entire 44.6° peripheral FOV for dynamic foveation. A
sequence of high-resolution image samples was cap-
tured at different MEMS tilting angles. The mosaic of
these foveated images with the peripheral back-
ground is shown in Fig. 9(a). Two enlarged views for
a region near the center and the top-left corner are
shown in Figs. 9(b) and 9(c), respectively. They dem-

(a) (b)
Fig. 8. (Color online) Registration and mosaic of (a) a peripheral
image with (b) a foveated image.
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(Color online) Mosaic of a sequence of foveated and pe-
ripheral images.

onstrated that the foveated foreground images were
well aligned with the corresponding regions on the
peripheral background with simple postprocessing
steps.

C. Image Quality Characterization

We used the slanted edge target on an 1S012233
standard resolution chart to characterize the modu-
lation transfer function (MTF) of the prototype. The
Imatest software (http://www.imatest.com) was uti-
lized for MTF analysis. At each of the MEMS scan-
ning angles, the slanted edge on the resolution chart
was positioned to the center of the foveated FOV, and
the corresponding image was analyzed. The mea-
sured MTF performance of the bench prototype is
shown in Fig. 10 as a function of the field angle 6, of
the foveated image. Here MTF50 measures the spa-
tial frequency, where MTF drops to 0.5. In both
tangential and sagittal directions, the MTF50 per-
formances remain constant around 55 cycles/mm
within +15° of the visual field. The degradation be-
yond that range is mainly due to the use of off-the-
shelf lenses.
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Fig. 10. (Color online) Image quality characterization: MTF50

versus the field angle of foveated image center.

6. Conclusion and Future Work

Acquiring high-resolution wide FOV and HDR im-
ages in real time is essential for many vision-based
applications. The efficiency of the conventional recti-
linear sampling schemes is as low as 3% for a 60°
FOV system. In this paper, we presented an approach
for the design of a foveated imaging system, aiming to
maximize the sampling efficiency and information
throughput of low-cost off-the-shelf image sensors, by
exploring the spatially variant properties of the HVS.
We demonstrated that a dual-sensor system with a
120° total FOV can achieve a 90.4% bandwidth re-
duction ratio, requiring ten times less pixels than a
uniformly sampled single resolution system. The
bandwidth reduction ratio can be further increased to
95.7% by applying spatial variances of contrast and
color sensitivities, which directly translates to 23
times less communication bandwidth. We presented
an analytical method to maximize the bandwidth
saving of a multisensor foveated system. We further
described the schematic design of a compact dual-
sensor system and demonstrated the implementation
of a bench prototype and experimental results. The
prototype captures foveated images with 96.4% of
bandwidth reduction compared to a single resolution
system. In the future, we plan to custom-design an
optimized system with an overall FOV of over 120°
and optimum information throughput ratio based on
the analysis in Section 3. We will further develop
fovea tracking algorithms that dynamically detect
the salient region of interest from the peripheral im-
age and adaptively steer the fovea region toward a
detected stimulus via the scanner unit. Such a capa-
bility can be particularly beneficial to applications
such as surveillance and robot navigation.

This work is partially funded by the National
Science Foundation grant award 04-11578 and 05-
347717.
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