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We consider a generalization of a linear fractional program where the maximum of finitels many linear ratios is to be minimized subject to linear constraints. For this Min-Max problem a dual in the form of a Max-Min problem is introduced and duality relations are established.
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## 1. Introduction

This paper deals with the following nonlinear program
(P) $\quad \operatorname{Inf}\{r(x) \mid x \in K\}$
where the objective function $r$ is defined as the maximum of $p$ ratios, i.e.

$$
\begin{equation*}
r(x)=\operatorname{Max}_{i \leq i \leq p} \frac{f_{i}(x)}{g_{i}(x)} \tag{1.2}
\end{equation*}
$$

This is a generalization of a fractional programming problem ( $p=1$ ) which has been investigated quite actively in the last two decades [21]. In [20] many of the results in fractional programming are reviewed and extended. An extensive bibliography is given in [22].
An early application of generalized fractional programming $(p>1)$ is von Neumann's model of an expanding economy [25]. Here the functions $f_{i}, g_{i}$ are linear and $K$ is the nonnegative orthant.

[^0]Generalized fractional programs are also encountered in discrete rational approximation where the Chebychev norm is used [2].

Furthermore, generalized fractional programs arise in goal programming where a decision maker wishes to bring several ratios as close as possible to certain predetermined values [13]. The individual goal functions are usually ratios of economic and/or technical terms such as revenue, cost, profit, time, amounts, etc. More details on the applications of fractional programming are given in [20, 21]. A goal program involving ratios gives rise to a generalized fractional program if the Chebychev norm is used, as discussed in [4]. Charnes and Cooper [4] stress that this norm has a natural appeal for problems of equity or equality. This is demonstrated, for example, by Vogt's development of an 'Equal Employment Opportunity Index' [24] and by the problem of allocating state funds to educational institutions as discussed by Charnes, Cox and Lane [5].

Problem (1.1), (1.2) is also encountered in multicriteria programming where several ratios are to be optimized simultaneously and the overall objective is to minimize (maximize) the largest (smallest) of these ratios. An application of multicriteria fractional programming is discussed by Ashton and Atkins in [1]. The authors consider ratios that are used in financial planning such as liquidity, return on capital, earnings cover, dividend cover and earnings per share.

Let us now return to the model (1.1), (1.2). If $K$ is a convex set, $f_{i}$ and $-g_{i}$ are convex functions, and either $f_{i}$ is nonnegative and $g_{i}$ positive, or $g_{i}$ is affine and positive, then the objective function $r(x)$ is strictly quasiconvex since it is the maximum of strictly quasiconvex functions. Therefore a local minimum of problem (1.1) is global [14].

If only one ratio appears in (1.2), then a convex-concave fractional program (1.1) can be reduced to a convex program [18]. This is achieved by a generalization of a variable transformation introduced in linear fractional programming by Charnes and Cooper [3]. By reducing (1.1) to a convex program, duality results can be obtained for convex-concave fractional programs [17, 18, 19]. Unfortunately generalized fractional programs $(p>1)$ do not seem to be convex transformable in general, and therefore access to convex duality does not exist.

The first duality results for generalized fractional programs ( $p>1$ ) were given by J. von Neumann [25] in his paper on an expanding economy. He considers the linear case of (1.1) where $f_{i}, g_{i}$ are linear and $K$ is the nonnegative orthant. A treatment of this model using recent quasiconvex duality results can be found in Crouzeix $[6,7]$ who also investigated the case where $K$ is a compact and convex set, $f_{i}$ are convex and nonnegative and $g_{i}$ are concave and positive. Among other authors who have studied generalized fractional programs we mention Rubinshtein [16] who examined a special linear fractional program using a geometric concept of duality, Gol'stein [10] who examined the case where $K$ is compact and convex, $f_{i}$ are convex and nonnegative and $g_{i}$ are affine using saddle-point results, Passy and Keslassy [15] who investigated certain fractional programs using duality results based on a generalization of Legendre's transformation, and Flachs [9] who
developed a saddle point duality based on properties of quasiconvex functions $\varphi(x, t)$ which are monotone in $t$. Very recently Jagannathan and Schaible [12] obtained duality relations for (1.1) using Farkas' Lemma.

This paper is concerned with the special case where $K$ is a polyhedral set, $f_{i}$ and $g_{i}$ are affine and $g_{i}$ are positive on $K$. The derivation of a dual program in Section 2 is similar to the one used by Crouzeix [7] for generalized fractional programs. Here the compactness assumption on $K$ is replaced by the linear structure of the program. Notice that this polyhedral structure has been also used by Flachs [9] who derives duality results for similar programs in a different way. In Section 3, we introduce an associated parametric program. Since no compactness assumption is required, the optimal value $v(\mathbf{P})$ of program $(\mathrm{P})$ is not necessarily finite, and the primal and the dual programs have not necessarily optimal solutions. When $v(\mathrm{P})$ is finite, we show in Section 4 that the dual, in contrast to the primal, has always optimal solutions. Conditions to have optimal solutions for the primal are also given. Then complementary slackness is analyzed. Infiniteness of $v(\mathrm{P})$ is studied in Section 5 . Finally a special case is considered in Section 6.

Throughout the paper, $A$ and $B$ are two $p \times n$ matrices, $C$ is a $m \times n$ matrix, $\alpha$ and $\beta$ are two $p$-dimensional vectors, and $\gamma$ is an $m$-dimensional vector. For two vectors $x, y$ of the same dimension $\langle x, y\rangle$ denotes their scalar product. We denote by $a_{i}$ (respectively $b_{i}$.) the row $i$ of $A$ (respectively $B$ ) and by $a_{\cdot j}$ (respectively $b_{\cdot j}$ ) the column $j$ of $A$ (respectively $B$ ). We are concerned with the minimization problem

$$
\begin{equation*}
v(\mathrm{P})=\operatorname{Inf}\{r(x) \mid x \in K\} \tag{P}
\end{equation*}
$$

where

$$
K=\left\{x \in \mathbb{R}^{n} \mid x \geqslant 0, C x \leqslant \gamma\right\}
$$

and

$$
r(x)=\operatorname{Max}_{i \leqslant i \leqslant p} \frac{\left\langle a_{i}, x\right\rangle+\alpha_{i}}{\left\langle b_{i}, x\right\rangle+\beta_{i}},
$$

under the assumptions
$\left(\mathrm{H}_{1}\right)$ (Feasibility assumption): there exists $\bar{x} \geqslant 0$ such that $C \bar{x} \geqslant \gamma$, and
$\left(\mathrm{H}_{2}\right)$ (Positivity assumption): $B x+\beta>0$ for all $x \geqslant 0$ such that $C x \leqslant \gamma$.
In some parts of the paper $\left(\mathrm{H}_{2}\right)$ will be replaced by the stronger assumption $\left(\mathrm{H}_{3}\right)$ (Strong positivity assumption): $b_{i j} \geqslant 0$ for all $i$ and $j$ and $\beta_{i}>0$ for all $i$.

## 2. Derivation of a dual problem

Due to the positivity assumption, an equivalent formulation of $(\mathrm{P})$ is as follows:

$$
\begin{equation*}
v(\mathrm{P})=\operatorname{Inf}_{x, \lambda}\{\lambda \mid A x+\alpha \leqslant \lambda(B x+\beta), x \in K\} . \tag{P}
\end{equation*}
$$

As in [7], we introduce the following two functions

$$
\varphi(x, u)= \begin{cases}\operatorname{Inf}\{\lambda \mid A x+\alpha+u \leqslant \lambda(B x+\beta)\} & \text { if } x \in K \\ +\infty & \text { otherwise }\end{cases}
$$

and

$$
h(u)=\operatorname{Inf}_{x} \varphi(x, u)
$$

Then a quasiconcave dual program is given as follows:
(D)

$$
v(\mathrm{D})=\operatorname{Sup}_{\lambda, u^{*} \neq 0}\left\{\lambda \mid \xi_{\lambda}\left(u^{*}\right)<0\right\}
$$

where

$$
\xi_{\lambda}\left(u^{*}\right)=\operatorname{Sup}_{x, u}\left\{\left\langle u, u^{*}\right\rangle \mid \varphi(x, u) \leqslant \lambda\right\} .
$$

There is no duality gap, i.e. $v(\mathrm{P})=v(\mathrm{D})$ if $h$ is quasiconvex and lower semicontinuous at 0 as shown by Crouzeix $[6,7]$.

It follows from the positivity assumption that the level sets $S_{\lambda}(\varphi)=$ $\{(x, u) \mid \varphi(x, u) \leqslant \lambda\}$ of function $\varphi$ are polyhedral. Indeed it can easily be seen that

$$
S_{\lambda}(\varphi)=\{(x, u) \mid A x+\alpha+u \leqslant \lambda(B x+\beta), x \geqslant 0, C x \leqslant \gamma\} .
$$

The next lemma indicates an important relationship between the level sets of $h$ and those of $\varphi$.

Lemma 2.1. Let the function $f: \mathbb{R}^{r} \times \mathbb{R}^{q} \rightarrow \overline{\mathbb{R}}$, and define the function $g: \mathbb{R}^{r} \rightarrow \overrightarrow{\mathbb{R}}$,

$$
g(x)=\operatorname{lnf}_{y}\{f(x, y)\} .
$$

Then for the level sets of $g$ we have $S_{\mu}(g)=\bigcap_{\nu>\mu} \operatorname{Proj}_{R}\left[S_{\nu}(f)\right]$.

Proof. Let $\mu_{1}<\mu_{2}$. Then

$$
\left\{x \mid \text { there exists a } y \dot{\in} \mathbb{R}^{q} \text { such that } f(x, y) \leqslant \mu_{1}\right\} \subset\left\{x \mid g(x) \leqslant \mu_{1}\right\}
$$

and

$$
\left\{x \mid g(x) \leqslant \mu_{1}\right\} \subset\left\{x \mid \text { there exists a } y \in R^{a} \text { such that } f(x, y) \leqslant \mu_{2}\right\}
$$

Hence

$$
\underset{R^{r}}{\operatorname{Proj}}\left[S_{\mu_{1}}(f)\right] \subset S_{\mu_{1}}(g) \subset \underset{R^{r}}{\operatorname{Proj}}\left[S_{\mu_{2}}(f)\right] .
$$

But $S_{\mu}(f)=\bigcap_{\nu>\mu} S_{\nu}(f)$. Thus

$$
S_{\mu}(g)=\bigcap_{v>\mu} \operatorname{Proj}\left[S_{R^{\prime}}(f)\right] .
$$

We now return to our problem. Since $S_{\nu}(\varphi)$ is a polyhedral convex set, $\operatorname{Proj}_{R^{\prime}}\left[S_{\nu}(\varphi)\right]$ is also a polyhedral convex set. Hence $\operatorname{Proj}_{R} \cdot\left[S_{\nu}(\varphi)\right]$ is closed and convex. Applying Lemma 2.1 to $\varphi$ and $h$, it follows that $S_{\mu}(h)=\bigcap_{\nu>\mu} \operatorname{Proj}_{R^{R}}\left[S_{\nu}(\varphi)\right]$ is closed and convex. Thus $h$ is quasiconvex and lower semicontinuous, and hence there is no duality gap, i.e. $v(\mathrm{P})=v(\mathrm{D})$.

Now, we are left to study the functions $\xi_{\lambda}$.

$$
\xi_{\lambda}\left(u^{*}\right)=\sup _{x, u}\left[\left\langle u, u^{*}\right\rangle \mid A x+\alpha+u \leqslant \lambda(B x+\beta), x \geqslant 0, C x \leqslant \gamma\right] .
$$

It follows from the feasibility assumption that $\xi_{\lambda}\left(u^{*}\right)>-\infty$ for all $\lambda$ and $u^{*}$. Furthermore, it is easy to see that, for all $\lambda, \xi_{\lambda}\left(u^{*}\right)=+\infty$ if $u^{*}$ has a negative component. Hence
(D)

$$
v(\mathrm{D})=\operatorname{Sup}_{u^{*} \geqslant 0, u^{*} \pm 1}\left\{\operatorname{Sup}_{\lambda}\left\{\lambda \mid \xi_{\lambda}\left(u^{*}\right)<0\right\}\right\} .
$$

Let $u^{*} \geqslant 0, u^{*} \neq 0$, and assume that $\xi_{\lambda}\left(u^{*}\right)$ is finite. The program defining $\xi_{\lambda}\left(u^{*}\right)$ is linear and has at least one optimal solution $(\bar{x}, \bar{u})$. Let $\mu>\lambda$. Then

$$
\xi_{\mu}\left(u^{*}\right) \geqslant\left\langle\bar{u}, u^{*}\right\rangle+(\mu-\lambda)\left(B \bar{x}+\beta, u^{*}\right\rangle,
$$

thus $\xi_{\mu}\left(u^{*}\right)>\xi_{\lambda}\left(u^{*}\right)$. Hence it follows that, for $u^{*} \geqslant 0$,

$$
\operatorname{Sup}_{\lambda}\left\{\lambda \mid \xi_{\lambda}\left(u^{*}\right)<0\right\}=\operatorname{Sup}_{\lambda}\left\{\lambda \mid \xi_{\lambda}\left(u^{*}\right) \leq 0\right\} .
$$

Now it is easily seen that, for $u^{*} \geqslant 0$,

$$
\left.\xi_{\lambda}\left(u^{*}\right)=\left\{\lambda \beta-\alpha, u^{*}\right\rangle+\operatorname{Sup}\left\{\left(\lambda B^{\mathrm{T}}-A^{\mathrm{T}}\right) u^{*}, x\right\rangle \mid x \geqslant 0, C x \leqslant \gamma\right\}
$$

and by linear programming duality

$$
\xi_{\lambda}\left(u^{*}\right)=\left\langle\lambda \beta-\alpha, u^{*}\right\rangle+\operatorname{Inf}_{w^{*} \geqslant 0}^{*}\left\{\left\langle\gamma, w^{*}\right\rangle \mid\left(\lambda B^{\mathrm{T}}-A^{\mathrm{T}}\right) u^{*} \leqslant C^{\mathrm{T}} w^{*}\right\} .
$$

When $\xi_{\lambda}\left(u^{*}\right)$ is finite the infimum is reached, and $\xi_{\lambda}\left(u^{*}\right) \leqslant 0$ if and only if there exists a $w^{*} \geqslant 0$ such that $\left\langle\lambda \beta-\alpha, u^{*}\right\rangle+\left\langle\gamma, w^{*}\right\rangle \leqslant 0$ and $\left(\lambda B^{\mathrm{T}}-A^{\mathrm{T}}\right) u^{*}-C^{\mathrm{T}} w^{*} \leqslant 0$. Coming back to the definition of ( D ), we obtain the dual program

$$
\begin{gather*}
v(\overline{\mathrm{D}})=\operatorname{Sup}_{\lambda, u^{*}, w^{*}}\left\{\lambda \mid\left\langle\lambda \beta-\alpha, u^{*}\right\rangle+\left\langle\gamma, w^{*}\right\rangle \leqslant 0,\left(\lambda B^{\mathrm{T}}-A^{\mathrm{T}}\right) u^{*}-C^{\mathrm{T}} w^{*} \leqslant 0,\right.  \tag{D}\\
\left.u^{*} \geqslant 0, w^{*} \geqslant 0, u^{*} \neq 0\right\}
\end{gather*}
$$

with $v(\mathrm{P})=v(\mathbf{D})=v(\overline{\mathbf{D}})$ under assumptions $H_{1}$ and $H_{2}$.
For the single ratio problem $(p=1)$ the dual ( $\overline{\mathrm{D}}$ ) was introduced in [18] in a different approach.

To investigate the relationship between ( P ) and ( $\overline{\mathrm{D}}$ ) a related parametric program is analyzed.

## 3. An associated parameteric problem

Let us consider the following problem

$$
F(\lambda)=\operatorname{Inf}_{x, f}\{\langle 0, x\rangle+t \mid(A x+\alpha)-\lambda(B x+\beta) \leqslant t e, C x \leqslant \gamma, x \geqslant 0\}
$$

where $e=[1,1, \ldots, 1]^{\mathrm{T}} \in \mathbb{R}^{p}$. Notice that $\mathrm{H}_{2}$ implies that $F$ is nonincreasing. In the next theorem, properties of the function $F$ are derived. For the special case of one ratio $(p=1) F$ was investigated in $[8,11]$ for a compact feasible region.

## Theorem 3.1. If assumptions $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ hold, then

(i) $F(\lambda)<+\infty$ for all $\lambda \in \mathbb{R}$;
(ii) if $F(\lambda)>-\infty$, then $\lambda^{\prime}>\lambda$ implies that $F\left(\lambda^{\prime}\right)<F(\lambda)$;
(iii) $v(P)=\operatorname{Sup}\{\lambda \mid F(\lambda)>0\}=\operatorname{Inf}\{\lambda \mid F(\lambda)<0\}$;
(iv) $F(\lambda)=0$ if and only if $\lambda=v(\mathbf{P})$ and ( $\mathbf{P}$ ) has an optimal solution; then the optimal solutions $\left(x_{\lambda}, \lambda=v(\mathrm{P})\right)$ of $\left(\mathrm{P}_{\lambda}\right)$ generate the optimal solutions of $(\mathrm{P})$;
(v) $F$ is upper semicontinuous on $R$, and $\lambda=v(\mathrm{P})$ implies that $F(\lambda) \geqslant 0$; further more, if the set $\{x \mid C x \leqslant \gamma, x \geqslant 0\}$ is compact, then $F$ is finite and continuous on $R$.

Proof. (i) The result follows immediately from assumption $\mathrm{H}_{1}$.
(ii) Since $F(\lambda)>-\infty$ there exists an optimal solution $\left(x_{\lambda}, t_{\lambda}\right)$ of the linear program ( $\mathrm{P}_{\lambda}$ ). Hence

$$
\begin{equation*}
\left(A x_{\lambda}+\alpha\right)-\lambda\left(B x_{\lambda}+\beta\right) \leqslant t_{\lambda} e, \quad C x_{\lambda} \leqslant \gamma, x_{\lambda} \geqslant 0 . \tag{3.1}
\end{equation*}
$$

Furthermore $t_{\lambda}=F(\lambda)$. Obviously (3.1) can be written as

$$
\left(A x_{\lambda}+\alpha\right)-\lambda^{\prime}\left(B x_{\lambda}+\beta\right)+\left(\lambda^{\prime}-\lambda\right)\left(B x_{\lambda}+\beta\right) \leqslant i_{\lambda} e
$$

Referring to assumption $\mathrm{H}_{2},\left(B x_{\lambda}+\beta\right)>0$, and then there exists $\delta>0$ such that

$$
\left(\lambda^{\prime}-\lambda\right)\left(B x_{\lambda}+\beta\right) \geqslant \delta e .
$$

Therefore

$$
\left(A x_{\lambda}+\alpha\right)-\lambda^{\prime}\left(B x_{\lambda}+\beta\right) \leqslant\left(t_{\lambda}-\delta\right) e
$$

Since $\left(x_{\lambda}, t_{\lambda}-\delta\right)$ is a feasible solution of ( $\mathrm{P}_{\lambda}$ )

$$
F\left(\lambda^{\prime}\right) \leqslant t_{\lambda}-\delta=F(\lambda)-\delta<F(\lambda)
$$

(iii) First let us show that

$$
\begin{equation*}
F(\lambda) \leqslant 0 \quad \text { implies } \quad \lambda \geqslant v(\mathrm{P}) . \tag{3.2}
\end{equation*}
$$

If $F(\lambda) \leqslant 0$, then there exists a pair $\left(x_{\lambda}, t_{\lambda}\right)$ such that

$$
\left(A x_{\lambda}+\alpha\right)-\lambda\left(B x_{\lambda}+\beta\right) \leqslant t_{\lambda} e, \quad C x_{\lambda} \leqslant \gamma, x_{\lambda} \geqslant 0, t_{\lambda} \leqslant 0
$$

Therefore $\left(A x_{\lambda}+\alpha\right) \leqslant \lambda\left(B x_{\lambda}+\beta\right)$, and thus $\left(x_{\lambda}, \lambda\right)$ is a feasible solution of $(\mathrm{P})$. Hence $v(\mathrm{P}) \leqslant \lambda$.

Now let us show that

$$
\begin{equation*}
\lambda>v(\mathrm{P}) \text { implies } F(\lambda)<0 \tag{3,3}
\end{equation*}
$$

If $\lambda>v(\mathrm{P})$, then there exists a pair $\left(x_{\lambda^{\prime}}, \lambda^{\prime}\right), \lambda>\lambda^{\prime}>v(\mathrm{P})$, such that

$$
\left(A x_{\lambda^{\prime}}+\alpha\right) \leqslant \lambda^{\prime}\left(B x_{\lambda^{\prime}}+\beta\right), \quad C x_{\lambda^{\prime}} \leqslant \gamma, x_{\lambda^{\prime}} \geqslant 0 .
$$

Since $\left(B x_{\lambda^{\prime}}+\beta\right)>0$ by $\mathrm{H}_{2}$,

$$
\left(A x_{\lambda^{\prime}}+\alpha\right) \leqslant \lambda^{\prime}\left(B x_{\lambda^{\prime}}+\beta\right) \leqslant \lambda\left(B x_{\lambda^{\prime}}+\beta\right) .
$$

Then the pair $x_{\lambda^{\prime}}$ and $t=0$ is a feasible solution of $\left(\mathrm{P}_{\lambda}\right)$, and hence $F(\lambda) \leqslant 0$. Notice that the same argument can be used to show that $F\left(\lambda^{\prime}\right) \leqslant 0$. Now assume $F(\lambda)=0$. The monotonicity of $F$ implies that $F\left(\lambda^{\prime}\right) \geqslant 0$, and thus $F\left(\lambda^{\prime}\right)=0$. However $F(\lambda)=0$ together with $F\left(\lambda^{\prime}\right)=0$ contradict (ii). Thus $F(\lambda)<0$.

Finally, (3.3) and the converse of (3.2) imply that

$$
v(\mathbf{P})=\operatorname{Sup}\{\lambda \mid F(\lambda)>0\}=\operatorname{Inf}\{\lambda \mid F(\lambda)<0\}
$$

(iv) Assume that $F(\lambda)=0$. Then from (3.2) and (3.3) it follows that $\lambda=v(\mathrm{P})$. Also, the linear program ( $\mathrm{P}_{\lambda}$ ) has an optimal solution ( $x_{\lambda}, t_{\lambda}$ ) where $t_{\lambda}=0$. Thus $x_{\lambda}$ is a feasible solution of $(\mathrm{P})$ which is optimal since $\lambda=v(\mathrm{P})$.

Conversely, assume that $\lambda=v(\mathrm{P})$ and that ( P ) has an optimal solution $\bar{x}$. Then the pair $\left(\bar{x}, t_{\lambda}\right)$ where $t_{\lambda}=0$ is a feasible solution of $\left(\mathrm{P}_{\lambda}\right)$. Hence $F(\lambda) \leqslant 0$.

If $F(\lambda)<0$, then there exists a pair $\left(x_{\lambda}, t_{\lambda}\right)$ where $t_{\lambda}<0$ such that

$$
\left(A x_{\lambda}+\alpha\right)-\lambda\left(B x_{\lambda}+\beta\right) \leqslant t_{\lambda} e, \quad C x_{\lambda} \leqslant \gamma, x_{\lambda} \geqslant 0 .
$$

Since $\left(B x_{\lambda}+\beta\right)>0$ and $t_{\lambda}<0$ there exists a scalar $\delta<0$ such that $\delta\left(B x_{\lambda}+\beta\right)>t_{\lambda} e$. Hence

$$
\left(A x_{\lambda}+\alpha\right) \leqslant(\lambda+\delta)\left(B x_{\lambda}+\beta\right)
$$

and the pair $\left(x_{\lambda}, \lambda+\delta\right)$ is a feasible solution of $(\mathrm{P})$. Thus $v(\mathrm{P}) \leqslant \lambda+\delta<\lambda$, a contradiction. Therefore $F(\lambda)=0$.
(v) Obviously an equivalent formulation for $\left(\mathrm{P}_{\lambda}\right)$ is

$$
\begin{equation*}
F(\lambda)=\operatorname{Inf}_{x}\left\{\operatorname{Max}_{1 \leqslant i \leqslant p}\left\{(A x+\alpha)_{i}-\lambda(B x+\beta)_{i}\right\} \mid C x \leqslant \gamma, x \geqslant 0\right\} . \tag{3.4}
\end{equation*}
$$

Clearly the function $\operatorname{Max}_{1 \leq i \leqslant p}\left\{(A x+\alpha)_{i}-\lambda(B x+\beta)_{i}\right\}$ is continuous in $(x, \lambda)$. Therefore $F$ is upper semicontinuous in $\lambda$ and continuous if $\{x=C x \leqslant \gamma, x \geqslant 0\}$ is compact. Furthermore, since $F$ is upper semicontinuous, (iii) implies that $F(\lambda) \geqslant 0$ for $\lambda \mid v(\mathrm{P})$.

From the duality theory of linear programming, it follows that the dual of $\left(\mathrm{P}_{\mathrm{\lambda}}\right)$ takes the form
( $\mathrm{D}_{\lambda}$ )

$$
\begin{aligned}
F(\lambda)= & \operatorname{Sup}_{u^{*}, w^{*}}\left\{-\lambda\left\langle u^{*}, \beta\right\rangle+\left\langle u^{*}, \alpha\right\rangle-\left\langle w^{*}, \gamma\right\rangle \mid\right. \\
& \left.\quad \lambda B^{\mathrm{T}} u^{*} \leqslant A^{\mathrm{T}} u^{*}+C^{\mathrm{T}} w^{*},\left\langle e, u^{*}\right\rangle=1, w^{*} \geqslant 0, u^{*} \geqslant 0\right\} .
\end{aligned}
$$

Furthermore if $F(\lambda)>-\infty$ then ( $D_{\lambda}$ ) has at least one optimal solution.

## 4. $v(\mathrm{P})$ finite

Let us now study the relationship between ( P ) and $(\overline{\mathrm{D}})$ when $v(\mathrm{P})$ is finite.

### 4.1. Existence of optimal solutions

Theorem 4.1. If assumptions $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ hold, then $v(\mathrm{P})>-\infty$ implies that $(\overline{\mathrm{D}})$ has an optimal solution.

Proof. According to part (v) in Theorem 3.1, $F(\lambda) \geqslant 0$ for $\lambda=v(\mathrm{P})$. Since $F(\lambda)$ is finite the linear program $\left(D_{\lambda}\right)$ has an optimal solution. This is also an optimal solution for $(\bar{D})$ since $F(\lambda) \geqslant 0$, and $\lambda=v(\mathrm{P})$ is the optimal value of $(\overline{\mathrm{D}})$. $\square$

Theorem 4.2. If assumptions $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ hold, then the primal problem ( P ) has an optimal solution if and only if for all optimal solutions $\left(v(\mathrm{P}), u^{*}, w^{*}\right)$ of $(\overline{\mathrm{D}})$ one has

$$
v(\mathrm{P})\left\langle u^{*}, \beta\right\rangle=\left\langle u^{*}, \alpha\right\rangle-\left\langle w^{*}, \gamma\right\rangle .
$$

Proof. Assume that (P) has an optimal solution. Then in view of part (iv) of Theorem 3.1, $F(\lambda)=0$ if $\lambda=v(\mathbf{P})$. Hence, for all optimal solutions $\left(u^{*}, w^{*}\right)$ of $\left(\mathrm{D}_{\lambda}\right)$,

$$
-v(\mathrm{P})\left\langle u^{*}, \beta\right\rangle+\left\langle u^{*}, \alpha\right\rangle-\left\langle w^{*}, \gamma\right\rangle=0
$$

But an optimal solution of ( $\mathrm{D}_{\lambda}$ ) corresponds to an optimal solution of ( $\overline{\mathrm{D}}$ ), and vice versa.

Conversely, if the property holds for all optimal solutions of $(\overline{\mathrm{D}})$, then $F(\lambda)=0$. Hence, referring to part (iv) of Theorem 3.1, (P) has an optimal solution.

This theorem determines a necessary and sufficient condition for the existence of a solution for primal (P). Note that the condition involves all the solutions for the dual ( $\overline{\mathrm{D}}$ ).

### 4.2. Complementary slackness

In this section complementarity between variables in one problem (Primal or Dual) and associated constraints in the other (Dual or Primal) is derived. This information might be useful to determine a solution of the Primal (Dual) whenever a solution for the Dual (Primal) is known.

Assume that $v(\mathrm{P})>-\infty, \bar{x}$ is a solution for the $\operatorname{Primal}(\mathrm{P})$, and $\left(\bar{u}^{*}, \bar{w}^{*}\right)$ is a solution for the Dual ( $\overline{\mathrm{D}}$ ). Then the following relations are verified

$$
\begin{align*}
& C \bar{x}-\gamma \leqslant 0,  \tag{4.1}\\
& A \bar{x}+\alpha-v(\mathrm{P}) B \bar{x}-v(\mathrm{P}) \beta \leqslant 0,  \tag{4.2}\\
& v(\mathrm{P})\left\langle\bar{u}^{*}, \beta\right\rangle-\left\langle\bar{u}^{*}, \alpha\right\rangle+\left\langle\bar{w}^{*}, \gamma\right\rangle \leqslant 0,  \tag{4.3}\\
& v(P) B^{\mathrm{T}} \ddot{u}^{*}-A^{\mathrm{T}} \bar{u}^{*}-C^{\mathrm{T}} \bar{w}^{*} \leqslant 0,  \tag{4.4}\\
& \quad \bar{x} \geqslant 0, \bar{u}^{*} \geqslant 0, \bar{u}^{*} \neq 0, \bar{w}^{*} \geqslant 0 .
\end{align*}
$$

After multiplying (4.1) by $\bar{w}^{*}$, (4.2) by $\bar{u}^{*}$, and (4.4) by $\bar{x}$, one obtains

$$
\begin{align*}
& \left\langle C^{\mathrm{T}} \bar{w}^{*}, \bar{x}\right\rangle-\left\langle\bar{w}^{*}, \gamma\right\rangle \leqslant 0,  \tag{4.5}\\
& \left\langle A^{\mathrm{T}} \bar{u}^{*}, \bar{x}\right\rangle+\left\langle\bar{u}^{*}, \alpha\right\rangle-v(\mathrm{P})\left\langle B^{\mathrm{T}} \bar{u}^{*}, \bar{x}\right\rangle-v(\mathrm{P})\left\langle\bar{u}^{*}, \beta\right\rangle \leqslant 0,  \tag{4.6}\\
& v(\mathrm{P})\left\langle B^{\mathrm{T}} \bar{u}^{*}, \bar{x}\right\rangle-\left\langle A^{\mathrm{T}} \bar{u}^{*}, \bar{x}\right\rangle-\left\langle C^{\mathrm{T}} \bar{w}^{*}, \bar{x}\right\rangle \leqslant 0 . \tag{4.7}
\end{align*}
$$

Consider the sum of (4.3), (4.6) and (4.7):

$$
\begin{equation*}
-\left\langle C^{\mathrm{T}} \bar{w}^{*}, \bar{x}\right\rangle+\left\langle\bar{w}^{*}, \gamma\right\rangle \leqslant 0 . \tag{4.8}
\end{equation*}
$$

Thus (4.8) and (4.5) imply that equality holds, i.e.

$$
\begin{equation*}
-\left\langle C^{\mathrm{T}} \bar{w}^{*}, \bar{x}\right\rangle+\left\langle\bar{w}^{*}, \gamma\right\rangle=0 . \tag{4.9}
\end{equation*}
$$

From this we see that

$$
\text { if } \quad \bar{w}_{i}^{*}>0 \text { then }(C \bar{x}-\gamma)_{i}=0 .
$$

Furthermore the construction of (4.8) shows that in view of (4.9) equality holds in (4.3), (4.6) and (4.7). In particular we have

$$
\begin{equation*}
\left\langle A^{\mathrm{T}} \bar{u}^{*}, \bar{x}\right\rangle+\left\langle\bar{u}^{*}, \alpha\right\rangle-v(P)\left\langle B^{\mathrm{T}} \bar{u}^{*}, \bar{x}\right\rangle-v(\mathrm{P})\left\langle\bar{u}^{*}, \beta\right\rangle=0 \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
v(\mathrm{P})\left\langle B^{\mathrm{T}} \bar{u}^{*}, \bar{x}\right\rangle-\left\langle A^{\mathrm{T}} \bar{u}^{*}, \bar{x}\right\rangle-\left\langle C^{\mathrm{T}} \bar{w}^{*}, \bar{x}\right\rangle=0 . \tag{4.11}
\end{equation*}
$$

## 5. $v(\mathrm{P})$ infinite

Now conditions in terms of the matrices $A, B, C$ are derived for $v(\mathrm{P})$ to be infinite.
Lemma 5.1. Assume that assumptions $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ hold. Then $v(\mathrm{P})=-\infty$ if and only if for all scalar $\tau>0$ there exists a vector $y \in \mathbb{R}^{n}, y \geqslant 0$, such that $C y \leqslant 0$, $A y+\tau B y<0$ and $B y \geqslant 0$.

Proof. Let us first derive the result when $\mathrm{H}_{1}$ and $\mathrm{H}_{3}$ hold. Referring to the definition of $(\overline{\mathrm{D}})$, it follows that $v(\mathrm{P})=-\infty$ if and only if for all $u^{*} \geqslant 0, u^{*} \neq 0, w^{*} \geqslant 0$ there
exists an index $1 \leqslant j \leqslant n$ such that $\left\langle u^{*}, b_{\cdot j}\right\rangle=0$ and $\left\langle u^{*}, a_{\cdot j}\right\rangle+\left\langle w^{*}, c_{\cdot j}\right\rangle<0$. This is equivalent to requiring that, for all $u^{*} \geqslant 0, u^{*} \neq 0, w^{*} \geqslant 0$ and for all scalars $\tau>0$, the vector

$$
A^{\mathrm{T}} u^{*}+\tau B^{\mathrm{T}} u^{*}+C^{\mathrm{T}} w^{*}
$$

is not nonnegative. Hence $v(\mathrm{P})=-\infty$ if and only if for all $u^{*} \geqslant 0, w^{*} \geqslant 0$ and for all $\tau>0$

$$
\begin{equation*}
u^{*} \neq 0 \text { implies } A^{\mathrm{T}} u^{*}+\tau B^{\mathrm{T}} u^{*}+C^{\mathrm{T}} w^{*} \text { is not nonnegative, } \tag{5.1}
\end{equation*}
$$

or, equivalently,
Let $e=[1,1, \ldots, 1]^{\mathrm{T}} \in \mathbb{R}^{\prime \prime}$. Now (5.2) is true if and only if 0 is the optimal value for the problem

$$
\begin{array}{ll}
\operatorname{Max} & \left\langle e, u^{*}\right\rangle \\
\text { s.t. } & -A^{\mathrm{T}} u^{*}-\tau B^{\mathrm{T}} u^{*}-C^{\mathrm{T}} w^{*} \leq 0,  \tag{5.3}\\
& u^{*} \geqslant 0, w^{*} \geqslant 0
\end{array}
$$

Then, from a duality result in linear programming, it follows that $v(\mathbf{P})=-\infty$ if and only if the dual of (5.3) has an optimal solution with value 0 , i.e. if and only if for all $\tau>0$ there exists a vector $y \in \mathbb{R}^{\prime \prime}, y \geqslant 0$, such that

$$
C y \leqslant 0, \quad A y+\tau B y \leqslant-e<0
$$

Also, $B y \geqslant 0$ is a consequence of $\mathrm{H}_{3}$.
Now let us extend this result to cases where assumption $\mathrm{H}_{2}$ replaces $\mathrm{H}_{3}$. If $\mathrm{H}_{2}$ holds, then there exists a scalar $k>0$ such that

$$
B x+\beta \geqslant k e \text { for all } x \geqslant 0 \text { and } C x \leqslant \gamma
$$

Let us introduce the new variable

$$
r=B x+\beta-k e
$$

Then ( P ) can be written as

$$
\operatorname{Inf}_{\lambda, x, r}\{\lambda \mid A x+\alpha \leqslant \lambda(r+k e), C x \leqslant \gamma, B x-r=k e-\beta, r \geqslant 0, x \geqslant 0\}
$$

Now define the matrices

$$
\begin{aligned}
& \hat{A}=[A, 0], \quad \text { a } p \times(n+p) \text { matrix, } \\
& \hat{B}=[0, I], \quad \text { a } p \times(n+p) \text { matrix, } \\
& \hat{C}=\left[\begin{array}{rr}
C, & 0 \\
B, & -I \\
-B, & I
\end{array}\right], \quad \text { an }(m+2 p) \times(n+p) \text { matrix },
\end{aligned}
$$

and the vectors $\hat{\xi}^{\mathrm{T}}=\left[x^{\mathrm{T}}, r^{\mathrm{T}}\right], \hat{\alpha}=\alpha, \hat{\beta}=k e$ and

$$
\hat{\gamma}=\left[\begin{array}{c}
\gamma \\
k e-\beta \\
-k e+\beta
\end{array}\right] \in \mathbb{R}^{m+2 p}
$$

Then (P) can be formulated as

$$
\operatorname{Inf}_{\lambda, x, r}\{\lambda \mid \hat{A} \xi+\alpha \leqslant \lambda(\hat{B} \xi+\hat{\beta}), \hat{C} \xi \leqslant \hat{\gamma}, \xi \geqslant 0\}
$$

Now $\hat{B}$ and $\hat{\beta}$ satisfy assumption $\mathrm{H}_{3}$. Hence using the first part of the proof, it follows that $v(\mathrm{P})=-\infty$ if and only if for all scalar $\tau>0$ there exists a vector $\Pi \in \mathbb{R}^{n+n}$, $\Pi \geqslant 0$, such that $\hat{C} \Pi \leqslant 0$ and $\hat{A} \Pi+\tau \hat{B} \Pi<0$. Now, let $\Pi^{\mathrm{T}}=\left[y^{\mathrm{T}}, s^{\mathrm{T}}\right]$ where $y \in \mathbb{R}^{n}$ and $s \in \mathbb{R}^{p}$. Then the condition reduces to the following one: for all scalar $\tau>0$ there exists vectors $y \in \mathbb{R}^{n}, s \in \mathbb{R}^{p}, y \geqslant 0, s \geqslant 0$ such that

$$
C y \leqslant 0, \quad B y=s, \quad A y+\tau s<0
$$

Hence the condition reduces to $C y \leqslant 0, A y+\tau B y<0$ and $B y \geqslant 0$.
Now, this result is used to determine necessary or sufficient conditions to have $v(\mathbf{P})=-\infty$.

Theorem 5.2. Assume that assumptions $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ hold.
(i) If $v(\mathbf{P})=-\infty$, then there exists a vector $y \in \mathbb{R}^{n}, y \geqslant 0, y \neq 0$, such that $C y \leqslant 0$, $B y=0$, and $A y \leqslant 0$.
(ii) If there exists a vector $y \in \mathbb{R}^{n}, y \geqslant 0, y \neq 0$ such that $C y \leqslant 0, B y=0$ and $A y<0$, then $v(\mathrm{P})=-\infty$.

Proof. (i) Assume that $v(\mathrm{P})=-\infty$. From Lemma 5.1 it follows that for all $\tau>0$ there exists a vector $y \in \mathbb{R}^{n}$, depending on $\tau$, such that $y \geqslant 0, y \neq 0, C y \leqslant 0$ and $A y+\tau B y<0$. Since these systems are homogeneous, $y$ can be assumed to belong to the set

$$
\Gamma=\left\{z \in E^{n} \mid z \geqslant 0 \text { and } \sum_{i=1}^{n} z_{i}=1\right\}
$$

Now, let us consider a sequence $\left\{\tau_{k}\right\}$ converging to $+\infty$, and denote by $\left\{y^{k}\right\}$ the corresponding sequence in $\Gamma$ such that $C y^{k} \leqslant 0, A y^{k}+\tau_{k} B y^{k}<0$ and $B y^{k} \geqslant 0$. Since $\Gamma$ is compact, there exists a vector $\bar{y} \in \Gamma$ and a subsequence $\left\{\tau_{k_{i}}\right\}$ converging to $+\infty$ such that $\left\{y^{k_{i}}\right\}$ converges to $\bar{y}$. Clearly $\left\{C y^{k_{i}}\right\}$ converges to $C \bar{y},\left\{A y^{k_{i}}\right\}$ to $A \bar{y},\left\{B y^{k_{i}}\right\}$ to $B \bar{y}$, and $B \bar{y} \geqslant 0$. It follows that $C \bar{y} \leqslant 0, A \bar{y} \leqslant 0$ and $B \bar{y}=0$.
(ii) Trivially, if such a vector exists, then it satisfies the condition in Lemma 5.1.

The conditions in part (i) of Theorem 5.2 are necessary but not sufficient to have $v(\mathrm{P})=-\infty$. Indeed, consider the following example where $m=0, n=p=1, \alpha_{1}=0$,
$\beta_{1}=1, A$ and $B$ are a $1 \times 1$ nul matrix. Then $v(\mathrm{P})=0$ whereas the conditions are satisfied.

Also, the conditions in part (ii) of Theorem 5.2 are sufficient but not necessary to have $v(\mathrm{P})=-\infty$. Indeed, consider the following example where $m=0, n=3$, $p=2$,

$$
A=\left[\begin{array}{rrr}
0 & -1 & 0 \\
-1 & 0 & 0
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right]
$$

Clearly the conditions in part (ii) of Theorem 5.2 are not satisfied. But on the other hand

$$
A y+\tau B y=\left[\begin{array}{l}
-y_{2}+\tau y_{3} \\
-y_{1}+\tau y_{2}
\end{array}\right] .
$$

and taking $y_{1}=1, y_{3}=0$, and $y_{2}=1 / 2 \tau$ for $\tau>0$, the conditions of Lemma 5.1 are satisfied, and so $v(\mathrm{P})=-\infty$.

It is worth noticing the similarity of this result to the alternative theorems analyzing the existence of solutions to systems of linear inequalities (see Mangasarian [14]).

For the single ratio problem ( $p=1$ ) the duality relations in section 4 and 5 were derived by Schaible in $[17,18,20]$.

## 6. A special case

Now, assume that $\mathrm{H}_{1}$ holds and that $\mathrm{H}_{2}$ is replaced by $\mathrm{H}_{3}$. Obviously, $\mathrm{H}_{3}$ implies $\mathrm{H}_{2}$.

Then an equivalent formulation for problem ( $\overline{\mathbf{D}}$ ) is as follows:

$$
\begin{equation*}
\sup _{\substack{u^{*} \geqslant 0 . w^{* *} \geqslant 0 \\ u^{*} \neq 0}}\left\{\operatorname{Min}\left\{\frac{\left\langle u^{*}, \alpha\right\rangle-\left\langle w^{*}, \gamma\right\rangle}{\left\langle u^{*}, \beta\right\rangle}, \operatorname{Min}_{1 \leqslant j \leqslant n}\left\{\frac{\left\langle u^{*}, a_{\cdot j}\right\rangle+\left\langle w^{*}, c_{\cdot j}\right\rangle}{\left\langle u^{*}, b_{\cdot j}\right\rangle}\right\}\right\}\right\} \tag{D}
\end{equation*}
$$

with the convention that

$$
\frac{\rho}{0}= \begin{cases}+\infty & \text { if } \rho \geqslant 0 \\ -\infty & \text { if } \rho<0\end{cases}
$$

Hence under condition $\mathrm{H}_{3}$ the dual of $(\mathrm{P})$ is again a generalized linear fractional programming problem. This version of the dual in case $p=1$ was introduced by Tammer in [23] (see also [20]).

In Section 4.2 complementary slackness results were derived. Under the assumption $\mathrm{H}_{3}$ eqs. (4.10) and (4.11) then imply: if $\bar{u}_{k}^{*}>0$ then

$$
v(\mathrm{P})=\frac{\left\langle a_{k}^{\mathrm{T}}, \bar{x}\right\rangle+\alpha_{k}}{\left\langle b_{k}^{\mathrm{T}}, \bar{x}\right\rangle+\beta_{k}}=\operatorname{Max}_{1 \leqslant i \leqslant p}\left\{\frac{\left\langle a_{i}^{\mathrm{T}}, \bar{x}\right\rangle+\alpha_{i}}{\left\langle b_{i}^{\mathrm{T}}, \bar{x}\right\rangle+\beta_{i}}\right\}
$$

and if $\tilde{x}_{1}>0$, then

$$
v(\mathrm{P})=\frac{\left\langle\bar{u}^{*}, a_{\cdot 1}\right\rangle+\left\langle\bar{w}^{*}, c_{\cdot 1}\right\rangle}{\left\langle\bar{u}^{*}, b_{\cdot}\right\rangle}=\operatorname{Min}_{1 \leqslant i \leqslant n}\left\{\frac{\left\langle\bar{u}^{*}, a_{\cdot j}\right\rangle+\left\langle\bar{w}^{*}, c_{\cdot j}\right\rangle}{\left\langle\bar{u}^{*}, b_{\cdot j}\right\rangle}\right\} .
$$
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