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ABSTRACT
Duty cycling is a widely used mechanism in wireless sensor net-
works (WSNs) to reduce energy consumption due to idle listening,
but this mechanism also introduces additional latency in packet de-
livery. Several schemes have been proposed to mitigate this latency,
but they are mainly optimized for light traffic loads. A WSN, how-
ever, could often experience bursty and high traffic loads, such as
due to broadcast or convergecast traffic. In this paper, we present
a new MAC protocol, called Demand Wakeup MAC (DW-MAC),
that introduces a new low-overhead scheduling algorithm that al-
lows nodes to wake up on demand during the Sleep period of an
operational cycle and ensures that data transmissions do not col-
lide at their intended receivers. This demand wakeup adaptively
increases effective channel capacity during an operational cycle as
traffic load increases, allowing DW-MAC to achieve low delivery
latency under a wide range of traffic loads including both unicast
and broadcast traffic. We compare DW-MAC with S-MAC (with
and without adaptive listening) and with RMAC using ns-2 and
show that DW-MAC outperforms these protocols, with increasing
benefits as traffic load increases. For example, under high unicast
traffic load, DW-MAC reduces delivery latency by 70% compared
to S-MAC and RMAC, and uses only 50% of the energy consumed
with S-MAC with adaptive listening. Under broadcast traffic, DW-
MAC reduces latency by more than 50% on average while main-
taining higher energy efficiency.

Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network
Protocols; C.2.5 [Computer-Communication Networks]: Local
and Wide-Area Networks—Access Schemes

General Terms
Algorithms, Design, Performance
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Sensor networks, medium access control, duty cycling, unicast
traffic, broadcast traffic, latency, energy
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1. INTRODUCTION
Wireless sensor networks (WSNs) have a significant potential in
applications interacting with the physical world, such as surveil-
lance and environmental monitoring. In many of these applica-
tions, the use of battery-powered sensor nodes greatly eases the de-
ployment of the network, but the limited capacity of these batteries
substantially limits the network lifetime.

One of the largest sources of energy consumption in wireless
nodes is the use of idle listening, and many solutions to reducing
this problem in WSNs have been proposed based on the use of duty
cycling [20, 27]. In duty cycling, sensor nodes periodically alter-
nate between being active and sleeping. When active, a node is
able to transmit or receive data, whereas when sleeping, the node
completely turns off its radio to save energy; duty cycles of 1–10%
(percentage of time in the active state) are typical in order to max-
imize energy savings. In order to transmit a packet from one node
to another, the radios of both nodes must be on, motivating the
use of synchronization between the operational cycles of different
nodes. Examples of protocols using synchronized approaches in-
clude S-MAC [26, 27], T-MAC [4], and RMAC [5].

For example, in S-MAC [27] time at each sensor is divided into
repeated operational cycles, each further divided into three peri-
ods: Sync, Data, and Sleep. Nodes in S-MAC wake up at the start
of the Sync period to synchronize clocks with each other. During
the Data period, all nodes remain active. If a node has a packet
to send to a neighbor node, they exchange Request-to-Send (RTS)
and Clear-to-Send (CTS) frames during the Data period, followed
by the transmission of the data packet and the return of an Ac-
knowledgement (ACK) frame. Nodes not involved in communica-
tion initiated during the Data period return to the sleep state at the
start of the Sleep period; other nodes return to the sleep state only
after completion of the ACK frame.

Although such approaches save energy, they can add significant
latency in packet delivery, since transmission of a packet from one
node to a neighbor node must wait until the next time the nodes are
active, if the nodes are currently sleeping. Furthermore, forwarding
a packet over multiple wireless hops, as is common in WSNs, often
requires multiple operational cycles to complete.

Several approaches have be proposed to mitigate the additional
latency introduced by duty cycling [4, 5, 26], but they are mainly
optimized for light traffic loads. A WSN, however, could often ex-
perience bursty and high traffic loads. For example, either broad-
cast [18] or convergecast [29] traffic could suddenly increase chan-
nel contention in a local neighborhood. In WSNs, broadcast is
widely used for various network-wide queries and updates [24],
and convergecast is often observed when multiple sensors that have
detected the same event send their reports to the sink node or to a
node that does data aggregation [7].
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As existing approaches are mainly optimized for light traffic
loads, we found that they become less efficient in latency, power
efficiency, and packet delivery ratio (fraction of data packets suc-
cessfully delivered) as traffic load increases. As traffic in a WSN
can be quite dynamic, depending on the events being sensed and the
sensing application and protocols being used, an ideal WSN MAC
protocol should perform well under a wide range of traffic loads,
including high loads and bursty traffic.

In this paper, we present a new MAC protocol, called Demand
Wakeup MAC (DW-MAC), that introduces a new low-overhead
scheduling algorithm that allows nodes to wake up on demand dur-
ing the Sleep period of an operational cycle in order to transmit or
receive a packet. This demand wakeup adaptively increases effec-
tive channel capacity during an operational cycle as traffic load in-
creases, allowing DW-MAC to achieve low delivery latency under
a wide range of traffic loads including both unicast and broadcast
traffic.

DW-MAC differs from prior work in reducing the additional la-
tency introduced by duty cycling. In DW-MAC, medium access
control and scheduling are integrated, in that during a Data period
of an operational cycle, the interval of time during which the trans-
mission of an access control frame occupies the medium automat-
ically reserves the proportional interval of time in the following
Sleep period for transmitting and receiving a data packet. This in-
tegration minimizes scheduling overhead and collisions. Further,
by avoiding transmission of data packets in a Data period, DW-
MAC maximizes the number of access control frames that can be
exchanged in a Data period, thus increasing the number of data
packets that can be exchanged in a complete operational cycle. The
contributions of this work are as follows:

• We introduced a new low overhead scheduling algorithm that
ensures that data transmissions do not collide at their in-
tended receivers.

• We present the design of DW-MAC that wakes up nodes on
demand in order to efficiently handle a wide range of traffic
load including both unicast and broadcast traffic.

• DW-MAC wakes up a node in a Sleep period only when the
node needs to transmit or receive a packet, in order to mini-
mize energy consumption.

• DW-MAC achieves lower latency, higher power efficiency,
and higher packet delivery ratio compared to existing schemes.

The rest of this paper is organized as follows. In Section 2, we
discuss related work in approaches to reducing latency in synchro-
nized duty cycle MAC protocols for WSNs. Section 3 presents
the detailed design of DW-MAC, including support for both uni-
cast and broadcast traffic and for optimized multihop forwarding.
Section 4 presents results from our simulation-based evaluation of
DW-MAC, including a comparison with S-MAC (with and without
adaptive listening) and with RMAC, and finally, in Section 5, we
present conclusions.

2. RELATED WORK
A number of previous approaches to reduce latency in synchronized
duty cycle MAC protocols for WSNs have been proposed, although
none provides the generality or performance of our DW-MAC ap-
proach. We discuss these previous approaches here.

S-MAC [27] was one of the original synchronized duty cycle
MAC protocols for WSNs, and the developers of S-MAC later in-
troduced a modification known as adaptive listening [26] to im-
prove its end-to-end delivery latency over multiple hops. With
adaptive listening, if a node overhears another node’s communi-
cation (e.g., the RTS or CTS) during the Data period, it wakes up
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Figure 1: S-MAC with adaptive listening.

for a short time when the overheard communication finishes; if this
node is the next-hop node along a multi-hop path, its neighbor can
forward the packet immediately to this node rather than waiting for
the Data period in the next operational cycle to initiate the forward-
ing. Figure 1 shows an example of the operation of S-MAC with
adaptive listening. Node A here sends a data packet to node B, with
a next-hop node of C. When node C overhears the CTS from B, it
goes to sleep but wakes up again when the ACK from B should
have been completed, based on the information in the overheard
CTS. Node B can immediately forward the data packet to C at this
time.

S-MAC with adaptive listening can deliver a packet up to 2 hops
per operational cycle but generally cannot go beyond that within the
cycle since the next hop after C (such as some node D) is unlikely
to have been awake to overhear the communication from B to C;
node C will transmit an RTS to D but will go back to sleep itself
when it fails to receive a CTS in reply from D. The use of adap-
tive listening can also cause a significant increase in energy con-
sumption, since many neighboring nodes may overhear the RTS
or CTS and wake up, whereas only one of them is the next-hop
node. Moreover, since a node does not wake up until an overheard
communication ends, this node then may not have complete knowl-
edge of the busy state of the wireless medium. For example, the
node might have missed hearing an RTS or CTS of another data
transmission in the neighborhood; if the node in this case starts
transmitting any packet, the packet may cause collisions at other
nodes.

Similarly, T-MAC [4] can reduce latency by adaptively changing
the ending time of a Data period. Although T-MAC is primarily
designed to shorten the Data period when no traffic is around the
node, so that nodes can preserve more energy, T-MAC can also
extend the Data period to allow multihop forwarding during a sin-
gle Data period. However, as with S-MAC with adaptive listening,
T-MAC can generally deliver a packet over only at most 2 hops
within an operational cycle, since nodes further downstream will
be unlikely to overhear the upstream communication 2-hops away
and thus will not remain awake to receive a forwarded packet; T-
MAC may also increase energy consumption, as many nodes other
than an intended next-hop node will remain awake.

Several other approaches to reducing latency have been pro-
posed, that make specific assumptions on the communication pat-
tern among nodes or on the other protocols used in the WSN. For
example, DMAC [15] reduces latency only for data gathering com-
munication in which multiple nodes try to send data to a sink node
through a unidirectional tree of paths. Likewise, the streamlined
wakeup optimization proposed by Cao et al. [2] address only the
case in which each sensor node sends data to a sink node (although
there may be more than one sink node for the network). For a net-
work of tree topology or ring topology, Lu et al. [16] discuss how to
minimize end-to-end latency. The work of Keshavarzian et al. [11]
analyzes latency for specific communication and wakeup patterns
for communication with the sink node and proposed the multi-
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parent technique to improve performance under the assumption that
nodes at higher levels in the communication tree have more than a
single neighbor and thus can have more than a single parent. In
contrast to each of these protocols, DW-MAC supports arbitrary
communication between any nodes, whether to a sink node or to
the other peer nodes such as to facilitate in-network processing of
sensor data. The fast path algorithm proposed by Li et al. [14] also
supports arbitrary communication patterns but assumes that such
“fast paths” are long-lived and are set up through the routing proto-
col; DW-MAC makes no such assumptions and supports arbitrary
communication between nodes at any time without relying on other
protocols for assistance.

RMAC [5] represents a different approach to reducing latency
in multihop forwarding; an example of the operation of RMAC is
illustrated in Figure 2. In RMAC, a control frame, called a Pioneer
frame (PION), is forwarded over multiple hops (e.g., A → B →C)
during a Data period in order to inform nodes B and C when to
wake up during the Sleep period to receive or transmit the corre-
sponding data packet. The number of hops over which RMAC can
forward a data packet during an operational cycle is limited by the
duration of the Data period but may be set to any value depend-
ing on the parameters used. However, as a source node always
starts transmitting a data packet at the beginning of a Sleep period
(e.g., node A in Figure 2), two hidden sources that have succeeded
in scheduling through PIONs in a Data period always cause colli-
sions at the beginning of the next Sleep period. In addition, a node
waken up due to a previous PION will wake up unnecessarily if
the expected data packet cannot arrive due to collisions at previous
hops.

The scheduling mechanism in DW-MAC ensures that data trans-
missions do not collide at their intended receivers, and many other
techniques for collision-free transmission in WSNs have been stud-
ied by others (e.g., [12, 22]). However, in contrast to these tech-
niques, DW-MAC is a contention-based protocol that integrates
medium access control and scheduling seamlessly. Furthermore,
DW-MAC supports not only unicast communication but also broad-
cast communication. Many other techniques for efficient broadcast
communication in wireless sensor networks and in wireless ad hoc
networks have been studied (e.g., [7,19,19,21,24,25]). However, in
contrast to these techniques, a node in DW-MAC wakes up on de-
mand during a Sleep period; scheduling frames during the Data pe-
riod explicitly coordinate nodes when to wake up during the Sleep
period to transmit or receive a packet.

3. DW-MAC DESIGN
3.1. Overview
DW-MAC is a synchronized duty cycle MAC protocol, where each
cycle is divided into three periods: Sync, Data, and Sleep (Fig-
ure 3). We denote the duration of each period by TSync, TData, and
TSleep, respectively. Similar to prior work, DW-MAC assumes that
a separate protocol (e.g., [6,9]) is used to synchronize the clocks in
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Figure 3: Overview of scheduling in DW-MAC.

sensor nodes during the Sync period with required precision. The
basic concept of DW-MAC is to wake up nodes on demand during
the Sleep period of a cycle in order to transmit or receive a packet.
This demand wakeup adaptively increases effective channel capac-
ity during a cycle as traffic load increases, allowing DW-MAC to
achieve low delivery latency under a wide range of traffic loads
including both unicast and broadcast traffic.

DW-MAC is unique in the way it schedules nodes to wake up
during the Sleep period of a cycle. In DW-MAC, medium ac-
cess control and scheduling are fully integrated. In a Data pe-
riod, a node with pending data contends for channel access using
a CSMA/CA protocol as in IEEE 802.11. DW-MAC, however, re-
places RTS/CTS with a special frame called a scheduling frame
(SCH). The interval of time during which the transmission of a
SCH occupies the wireless medium automatically and uniquely re-
serves the proportional interval of time in the following Sleep pe-
riod for transmitting and receiving the pending data packet. Es-
sentially, DW-MAC sets up a one-to-one mapping between a Data
period and the following Sleep period. An SCH carries no tim-
ing information, and the transmission of an SCH simply replaces
that of RTS/CTS for medium access control. In this way, DW-
MAC minimizes scheduling overhead. As in an RTS, an SCH
contains the destination address, so this SCH wakes up only the
intended receiver, minimizing energy consumption due to unnec-
essary wake-ups. Furthermore, this integration ensures that data
transmissions do not collide at their intended receivers as discussed
below.

Figure 3 shows an overview of scheduling in DW-MAC based
on this one-to-one mapping between a Data period and the follow-
ing Sleep period. In this example, node A wants to transmit a data
packet to node B. Node A first contends for channel access and
transmits an SCH during the Data period. Suppose transmission
of the SCH starts T1 time units after the beginning of the Data pe-
riod. Based on T1 and the duration of the SCH transmission, T3,
nodes A and B will both schedule their wakeup time to T2 from
the beginning of the following Sleep period, and will agree on a
maximum wakeup duration of T4, based on the ratio between TData
and TSleep, as shown in the figure. If the packet to be transmit-
ted is a unicast packet, node B will return a confirmation SCH
frame (not in the figure) SIFS delay after receiving the request
SCH from A; if the packet is a broadcast packet, node B takes no
further action. When nodes A and B both wake up at the agreed
time, node A transmits the actual data packet, which can be either
broadcast or unicast. In case of unicast packet, node B acknowl-
edges the successful receipt of the packet with an ACK. Although
we show the scheduling for only one pair of nodes in this exam-
ple, DW-MAC allows multiple contending nodes to exchange SCH
frames with their intended receivers during a Data period, so that
multiple data transmissions can happen in the following Sleep pe-
riod.



3.2. Mapping Function for Scheduling
As previously explained, DW-MAC exploits a contention based
Data period in order to schedule actual data transmissions during
the subsequent Sleep period. To avoid collisions during the Sleep
period, a sender must coordinate with its intended receiver to find
a period of time in the Sleep period during which the neighboring
nodes of both are idle. The challenges in designing such a protocol
are twofold:

• minimize message exchanges between a sender, the intended
receiver, and their respective neighbors for schedule negoti-
ation; and

• minimize the size of a scheduling frame, e.g., avoid carrying
timing information in a scheduling frame.

DW-MAC meets these challenges by employing a one-to-one
proportional mapping function between time during a Data period
and time during the subsequent Sleep period. With this mapping
function, DW-MAC schedules data transmissions without exchang-
ing any timing information. In order to further understand the Data
to Sleep period mapping, we denote by T D

i the time difference be-
tween a specific time instance ti in a Data period and the beginning
of that Data period. We further denote by T S

i the time difference be-
tween the start of the subsequent Sleep period and the correspond-
ing mapped time instance during the Sleep period. Accordingly
DW-MAC defines the following mapping function:

T S
i = T D

i · TSleep

TData
(1)

By mapping each time instant in a Data period into the subse-
quent Sleep period, the mapping function scales the time based
on the ratio between TSleep and TData, and hence a time interval

of T1 time units in the Data period will be mapped into T1 · TSleep
TData

time units during the Sleep period. With this mapping function,
a sender and its intended receiver(s) can uniquely determine the
starting point for data packet transmission in a Sleep period from
the starting time of the corresponding SCH transmission during the
previous Data period, without including even a single bit of tim-
ing information in the SCH. Furthermore, the difference between
the mapped beginning and end of the SCH transmission determines
the maximum data transmission time. We can state the following
proposition for DW-MAC:

PROPOSITION: Any receiver that wakes up in a Sleep period is
never in range of two simultaneous data packet transmissions, i.e.,
data transmissions by nodes that wake up during the Sleep period
do not collide at their intended receivers.

PROOF. We show this by contradiction. Assume that two data
transmissions could collide. In order for data transmissions to col-
lide at a node, they must overlap with each other. Therefore, the
respective SCHs should also overlap at that node during the previ-
ous Data period. In this case, that node could not have decoded any
SCH and thus would not wake up during the Sleep period, which
contradicts the assumption.

Note that the proposition only relates to collisions between data
packets. We emphasize that a collision between a data packet and
an ACK is still possible. This collision can be easily avoided by de-
laying the ACK to the mapped start time of the confirmation SCH
sent from the node that transmits this ACK. However, such data-
ACK collision is a rare event which requires very specific topology
and timing setup between the nodes involved in the collision. In
our implementation, we require a receiver to immediately acknowl-
edge a data packet, so that both the sender and the receiver could
go to sleep immediately and avoid wasting energy waiting for the
delayed ACK.
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Figure 4: Broadcast in DW-MAC.

3.3. Scheduling Frame (SCH)
In addition to the fields included in an RTS/CTS, such as sender
and receiver addresses, and duration of the transmission, an SCH
also includes some cross-layer information. For a broadcast packet,
an SCH includes the network layer address of its source and its se-
quence number. This information helps a node to decides whether
the incoming broadcast packet has been received before or not, in
order to avoid waking up to receive copies of the same packet mul-
tiple times. For a unicast packet, an SCH includes the network
layer address of its final destination. This cross-layer information
enables a node to set up a schedule to the next hop neighbor before
even receiving the actual data packet, as discussed in Section 3.5.

An SCH serves either as a scheduling request or a scheduling
confirmation. For a multihop forwarding, an intermediate node
sends a single SCH serving both purposes: first, this SCH confirms
the received SCH from the upstream node, and second, it schedules
the forwarding of the eventual data packet to the next downstream
node. In order to allow a single SCH to serve either or both of these
two uses, an SCH includes two bits in the header to indicate which
role(s) it is playing. As an access control frame in S-MAC is 10
bytes [26] and the address of a node usually takes two bytes [13],
14 bytes is the size for an SCH to hold the additional cross-layer
information in our simulation.

3.4. Broadcast and Unicast in DW-MAC
DW-MAC supports two modes of operation: unicast traffic and
broadcast traffic.

Broadcast of a data packet in DW-MAC is illustrated in Figure 4.
After successfully transmitting an SCH, a sender (node A) starts
broadcasting the packet at the time calculated based on the mapping
function (Equation 1), T S

1 in this example. Based on the source ad-
dress and the sequence number of the packet, which are included in
the SCH, each receiver decides whether it has received the packet
before. In case the packet has already been received by this node,
the SCH is ignored. Otherwise, the receiver sets up a wakeup time
for itself for receiving the corresponding data packet. In this exam-
ple, node B estimates T D

1 based on when the SCH is received and
its transmission delay. Using the mapping function, node B sets up
a timer to wake up at T S

1 after the beginning of the Sleep period.
Note that node B can contend for another SCH transmission and
schedule the rebroadcast of the eventual incoming data packet even
though it has not yet received the packet.

In the case of unicast traffic, a sender transmits an SCH prior
to data transmission as it does for a broadcast packet. However,
DW-MAC requires the intended receiver of the data packet to send
back another SCH, SIFS after the receipt of the SCH, to confirm
the receipt of that SCH. If the confirmation is received in time, the
sender sets up a wakeup time for itself for data transmission. Other-
wise, the sender attempts to transmit another SCH later, equivalent
to a retransmission of an RTS. After receipt of a data packet, the
receiver returns an ACK to the sender, SIFS after the completion
of the data. As with the confirmation SCH, if the sender does not
receive the ACK, it attempts to retransmit the data again (begin-
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Node B sends an SCH to wake up node C at the time indicated
by T s

2 and confirms the SCH received from node A.

ning with a new SCH) during a later operational cycle. Figure 5
illustrates how node A transmits a unicast packet to node B.

If a sender has more data packets (either broadcast or unicast)
than it is able to send during one operational cycle, those packets
are simply queued and are attempted during the next cycle.

3.5. Optimized Multihop Forwarding
DW-MAC optimizes the timing of transmitting SCH frames in or-
der to maximize the number of hops either a unicast or a broadcast
packet can traverse during a cycle. Figure 6 illustrates the opti-
mized multihop forwarding of a unicast packet. In this example,
node A first sends an SCH to node B in order to set up a schedule
for a pending data packet with final destination of node C. The SCH
contains the network layer address of the final destination C. Upon
receiving this SCH, node B calculates the wake up time T S

1 and
checks the network layer destination in the SCH. Based on infor-
mation from the routing layer (e.g., as is done in RMAC), node B
will find that C is the next hop for the incoming packet. In this
case, node B sends another SCH, SIFS after receiving the SCH
from A. This SCH not only confirms the SCH just received from A
but also wakes up C at the time indicated by T S

2 (both bits described
in Section 3.3 in the header of the SCH are set, indicating that this
SCH is serving both roles). In this way, a unicast packet can tra-
verse x hops by only using x+1 SCH frames in a cycle, and the gap
between two consecutive SCHs is just SIFS, which suggests more
SCH exchanges in a Data period and more data transmissions in a
cycle. Multihop forwarding in a similar manner is also supported
by RMAC. However, DW-MAC dramatically reduce the collisions
experienced by RMAC due to schedule conflicts, as DW-MAC en-
sures that two data frame transmissions will not collide with each
other.

DW-MAC can also speed the propagation of a broadcast packet
when some neighbor information is available. The main idea is to
favor the rebroadcast of a broadcast packet along some path in or-
der to shorten delays between rebroadcasts and to improve spatial
reuse. In the SCH a node transmits, the node specifies an immedi-
ate forwarder that rebroadcasts the SCH SIFS after receiving the
SCH. In the example illustrated in Figure 7, node A is specified
as the immediate forwarder by node B. Any node other than the
immediate forwarder (e.g., node C) backoffs before rebroadcast-
ing the SCH. Nodes A and C will specify an immediate forwarder
other than B in the SCH they rebroadcast, respectively. This opti-
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Figure 7: Optimized multihop forwarding of a broadcast
packet. Node B specifies node A as the immediate forwarder,
which rebroadcasts an SCH SIFS after receiving that SCH
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mized forwarding makes it possible for an SCH and thus the corre-
sponding data packet to reach further nodes in a single cycle than
having all rebroadcasting nodes compete for the medium equally.
Although this reduced randomness could increase collision prob-
ability, the improved spatial reuse usually offsets this increase or
even lowers total collision probability, as we reveal in our evalua-
tion in Section 4. Many criteria can be used for choosing an imme-
diate forwarder, such as location, degree, or the number of children
nodes of a neighbor. In our DW-MAC simulation, this optimized
forwarding is used when a broadcast tree of a WSN is available
and a node knows its children nodes’ height (the number of edges
on the longest downward path to a leaf). For an SCH to be rebroad-
cast, if the SCH is received from the parent node, a node chooses
the child with greatest height as the immediate forwarder. If this
SCH is received from one child node, the parent node of the SCH
receiver is chosen as the immediate forwarder.

3.6. Implementation Issues
We choose to put a packet size limit in our DW-MAC implemen-
tation, although DW-MAC can support larger packet sizes by in-
creasing the size of SCH frames, or by using variable SCH frame
sizes for variable packet sizes. This design choice is based on the
fact that popular sensor radios usually have a packet size limit. For
example, CC1000 in Mica2 [13] and CC2420 in MicaZ [17] have
a packet size limit of 256 and 128 bytes, respectively. With a low
duty cycle configuration such as is common (and as is used in our
simulations), a small SCH can be mapped to a period long enough
for these packet limits.

Wake up times calculated at the sender and receiver(s) are not
necessarily perfectly aligned due to propagation delay and process-
ing time. However DW-MAC does not require an accurate estima-
tion of the start of a transmission. DW-MAC needs only to ensure
that a receiver wakes up early enough during a Sleep period so that
an incoming packet is not missed, which can be ensured by waken-
ing a receiver ε time before an estimated arrival time.

In our design of DW-MAC, we currently assume all nodes across
the network are able to synchronize their clocks during the Sync
period. This assumption, however, could be relaxed by only re-
quiring all nodes within different network regions (e.g., clusters)
to synchronize with each other, where the clocks between nodes in
different regions need not be synchronized. Nodes on (or near) the
boundary between one region and another would then need to be
aware of the schedules within each region that they border. Since
DW-MAC is compatible with S-MAC, boundary nodes could also
fall back to using S-MAC.

At extremely low duty cycles, the proportional time for a data
packet based on the size of an SCH frame, as indicated by our



Table 1: Networking Parameters

Bandwidth 20 Kbps Channel Encoding Ratio 2
Tx Power 31.2 mW Tx Range 250 m
Rx Power 22.2 mW Carrier Sensing Range 550 m
Idle Power 22.2 mW Contention Window (CW ) 64 ms
Sleep Power 3 μW Size of RTS/CTS/ACK 10 B
SIFS 5 ms Size of SCH/PION 14 B
DIFS 10 ms Size of Data 100 B
Retry Limit 5 State Transition Power 31.2 mW
Duty Cycle 5 % State Transition Time 2.47 ms

mapping function (Equation 1), can become unnecessarily long due
to the very large ratio of TData to TSleep. The sender and receiver
nodes, however, are not required to remain awake for entire time
indicated for a data packet. In particular, once the receiver com-
pletes receipt of the data packet and has returned the ACK, it may
turn off its radio and go to sleep if desired, saving energy; like-
wise with the sender, once it receives the ACK. It is also possible
to divide the Sleep period into two smaller periods, such that our
mapping function maps time within the Data period proportionally
only to time within the first portion of the Sleep period; during the
second portion of the Sleep period, all nodes would only sleep. By
choosing the size of these two portions of the Sleep period, the du-
ration of the proportional time for a data packet based on the size of
an SCH can be bounded, regardless of the overall duty cycle. For
example, with duty cycles of a fraction of a percent, nodes could
remain asleep during the entire (long) second portion of the Sleep
period.

4. SIMULATION EVALUATION
We evaluated DW-MAC using version 2.29 of the ns-2 simulator,
under both unicast and broadcast traffic. Under unicast traffic, we
compared DW-MAC against S-MAC, S-MAC with adaptive listen-
ing, and RMAC. Under broadcast traffic, because broadcast is not
supported in S-MAC with adaptive listening or in RMAC, we com-
pared DW-MAC only against S-MAC, in which a broadcast packet
is transmitted during a Data period without using RTS/CTS [27].

Table 1 summarizes the key networking parameters used in our
simulations. In our simulations, each sensor node has a single
omni-directional antenna, and we use the common ns-2 combined
free space and two-ray ground reflection radio propagation model.
Except for the parameters on radio power consumption above,
which are typical values for Mica2 radios (CC1000) [28], we used
the default settings in the standard S-MAC simulation module dis-
tributed with the ns-2.29 package, also used for evaluations of S-
MAC and RMAC in previous work [5]. The transition time of
the CC1000 radio between sleep and active states is around 2.47
ms [3], but the state transition power is not available in the data
sheet. Although the state transition power is normally much lower
than Tx or Rx power, in order not to favor DW-MAC, which re-
quires more state transitions than S-MAC in this aspect, we set the
state transition power to the same value of Tx power. We observed
similar trends in our results even if the state transition power is 0. In
evaluating power efficiency, we focus on energy consumed by ra-
dios but ignore energy consumed by other components such as CPU
and memory [23]. The transmission range and the carrier sensing
range are modeled after the 914MHz Lucent WaveLAN DSSS ra-
dio interface, which is not typical for a sensor node, but we use
these parameters to make our results comparable to those reported
in previous work, and since measurements have shown that similar

Table 2: Duty Cycle Configuration

TSync (ms) TData (ms) TSleep (ms) Tcycle (ms)

S-MAC 55.2 104.0 3025.8 3185.0
RMAC 55.2 168.0 4241.8 4465.0
DW-MAC 55.2 168.0 4241.8 4465.0

proportions of the carrier sensing range to the transmission range
are also observed in some state-of-art sensor nodes [1].

In our simulations, we keep the same duty cycle of 5% for S-
MAC, RMAC, and DW-MAC. The durations for the Sync, Data,
and Sleep periods we used are shown in Table 2. For DW-MAC,
we use the same duty cycle-related parameters that were used in the
evaluation of RMAC in [5] for generating comparable results.

The data packet size used in our simulations was 100 bytes,
although a maximum packet size of 256 bytes is supported by the
CC1000 radios [13] and by the parameters used in our simulations.

To simplify our evaluations, we do not include routing traffic
in the simulations and assume that there is a routing protocol de-
ployed to provide the shortest path between any two nodes. We
also ensure that every network we used in our simulations is a con-
nected network. In addition, we do not include any synchronization
traffic and assume all the nodes in the network have already been
synchronized to use a single wake-up and sleep schedule.

For simulations under unicast traffic, each run contains unicast
packets toward a sink node that are triggered by a series of 500
events, and each average value is calculated from the results of 10
random runs. For simulations under broadcast traffic, each run con-
tains 500 broadcast packets generated by a sink node, and each av-
erage value is calculated from the results of 30 random runs. Con-
fidence intervals of the average values are not shown because even
99% confidence intervals are so close to average values that they
overlap with the data point markers.

4.1. Evaluation under Unicast Traffic
We compare DW-MAC with S-MAC, S-MAC with adaptive lis-
tening (shown as S-MAC-AL in all figures), and RMAC both in a
49-node (7×7) grid network and in random networks.

In the grid network, each node is 200 meters from its neigh-
bors, and the sink node is at the center. Based on a correlated-event
workload [10], we introduce a Random Correlated-Event (RCE)
traffic model to simulate the impulse traffic triggered by spatially-
correlated events commonly observed in detection and tracking ap-
plications. RCE picks a random (x,y) location for each event. If
every node has a sensing range R, only nodes that are within the
circle centered at (x,y) with radius R generate packets to report this
event. We adjust the sensing rage R to simulate different degrees
of workload in a network. In our experiments, a new event is gen-
erated once every 200 seconds, and each node having sensed the
event sends one packet to the sink node. We vary R from 100 me-
ters to 500 meters; the average number of packets generated per
event is listed in Table 3. Note that an event triggers at most one
packet when R is 100 meters. The lengths of paths traversed by
these packets range from 1 to 6 hops, and the average is 3.05. In
this way, we explore how efficiently S-MAC, S-MAC with adaptive
listening, RMAC, and DW-MAC handle different degrees of traffic
load. The performance of these protocols for unicast traffic in the
49-node grid network scenarios is shown in Figure 8.

Figure 8(a) shows the average and maximum end-to-end latency
of packets in the RCE model as the sensing range (and thus traffic
load) increases. DW-MAC has a much smaller rate of increase than
do S-MAC and RMAC. When there are around 15 packets gener-
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Figure 8: Performance for unicast traffic in 49-node (7×7) grid network scenarios.

Table 3: Average number of packets generated for each event
under different sensing ranges in the 49-node grid network

Range (m) 100 150 200 250 300 350 400 450 500
Packets 0.8 1.7 3.1 4.6 6.4 8.4 10.6 12.9 15.2

ated for each event with the 500-meter sensing range, DW-MAC
reduces average end-to-end delay by around 70% compared to S-
MAC and RMAC. DW-MAC outperforms S-MAC because DW-
MAC allows more transmissions in a cycle by using the Sleep pe-
riod for actual data transmissions. RMAC experiences more delay
than DW-MAC as workload increases, because of increased packet
collisions caused by scheduling conflicts. It is the retransmission
effort to recover these collided packets that results in larger end-to-
end delay. When the sensing range is 500 meters, the maximum
end-to-end delay with RMAC is 374.95 seconds, which is off the
top of the graph. This extreme delay occurs when a packet gen-
erated for one event failed to reach the sink before the next event
happened. Under the light traffic with the 100-meter sensing range,
DW-MAC shows slightly larger delay than RMAC, due to the time
that a received data packet is forwarded to the next hop in multihop
forwarding. In RMAC, a data packet is forwarded immediately,
whereas in DW-MAC, forwarding starts at a later time determined
by the corresponding SCH frame. This extra delay experienced by
DW-MAC, however, is less than the duration of a Sleep period. S-
MAC with adaptive listening shows slightly larger delay compared
to DW-MAC. This low delay achieved by adaptive listening, how-
ever, comes at the cost of lower packet delivery ratio and increased
energy consumption as shown next.

The packet delivery ratios corresponding to Figure 8(a) are
shown in Figure 8(b). DW-MAC maintains close to 100% packet
delivery ratio and outperforms the other protocols across all sens-
ing ranges. The delivery ratio with S-MAC with adaptive listening
drops quickly, since with larger the sensing ranges, more collisions
are caused by transmissions from hidden nodes, as we discussed in
Section 2; in addition, a node may transmit a packet when its in-
tended receiver is in sleep state, further decreasing packet delivery
ratio. DW-MAC and RMAC outperform S-MAC mainly for two
reasons. First, they only transmit short scheduling frames during
a Data period, avoiding collisions between a control frame and a
long data frame. Second, a node does more retransmission attempts
for a data packet in DW-MAC and RMAC. Specifically, a sched-
uling frame sent by an intermediate node in multihop forwarding
serves both as RTS and as CTS; even if this frame fails to reach
the next-hop neighbor, the intermediate node does not increase its

retry count, as the node has not received the corresponding data
packet yet, although the node has attempted to reserve the medium
to forward the incoming data packet once. Even with such extra
retransmission attempts, the delivery ratio of RMAC drops more
quickly than that of DW-MAC beyond a 400-meter sensing range,
as retransmissions are not enough to recover the increased colli-
sions due to RMAC’s scheduling conflicts.

Figure 8(c) shows the average energy consumption of nodes
versus sensing ranges in the 49-node grid network scenarios. Under
light workload, when the sensing range is 100 meters, all four MAC
protocols show almost the same power consumption, but when traf-
fic load increases as the sensing range gets larger, average energy
consumption in all protocols except DW-MAC increases quickly
(energy consumption for DW-MAC does increase, but increases
very slowly). When the sensing range is 500 meters, DW-MAC
consumes less than 50% of the energy consumed by S-MAC with
adaptive listening to achieve even lower packet delivery latency.

We also compare S-MAC, S-MAC with adaptive listening,
RMAC, and DW-MAC in 100 random networks, each with 50
nodes randomly located in a 1000 m×1000 m area. For each net-
work, one random node is chosen as the sink, and the RCE model
with 250-meter sensing range is used to generate 500 events, once
every 200 seconds. We conduct one simulation run for each net-
work, and 3845 packets are generated in each run on average. The
results are plotted in Figure 9. For the same reasons discusses
above, DW-MAC outperforms the other three protocols in delivery
latency, delivery ratio, and energy consumption. Figure 9(a) show
the CDF of end-to-end latency for all packets in all 100 runs. Aver-
age end-to-end latency with S-MAC, S-MAC with adaptive listen-
ing, RMAC, and DW-MAC are 61.8%, 21.6%, 36.7%, and 15.7%,
respectively. Although adaptive listening greatly reduces end-to-
end latency for S-MAC, this gain is at the cost of lower delivery
ratio and more energy consumption. Figure 9(b) shows the CDF
of delivery ratios in these 100 runs. The average delivery ratios of
S-MAC, S-MAC with adaptive listening, RMAC, and DW-MAC
are 99.63%, 95.03%, 99.99%, and 99.99%, respectively. The aver-
age energy consumptions of the sensors are plotted in Figure 9(c),
where the average values with S-MAC, S-MAC with adaptive lis-
tening, RMAC, and DW-MAC are 1.386, 2.666, 1.724, and 1.163
mW, respectively. The trends observed in these random networks
are consistent with those observed in the 49-node grid network.

4.2. Evaluation under Broadcast Traffic
We compared DW-MAC with S-MAC, both in regular grid net-
works and in random networks, under broadcast traffic.
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Figure 9: Performance for random correlated-event traffic in 50-node networks with sensing range of 250 m.
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(a) End-to-end delay versus network size.
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(b) Delivery ratio versus network size.
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(c) Average energy consumption of sensors
versus network size.

Figure 10: Performance for broadcast traffic in grid networks.

In the grid network, the sink node is at the center, and each
node is 200 meters from its neighbors. We vary the grid size from
3× 3 (9 nodes) to 11× 11 (121 nodes). The sink node generates
a broadcast packet once every 100 seconds so that transmissions
for one packet complete before the next packet is generated. Due
to space limits, we evaluate DW-MAC under only two categories
of broadcast protocols: simple flooding (all nodes that have re-
ceived a broadcast packet rebroadcast it exactly once, indicated by
“ALL”) and Connected Dominating Set (CDS) based flooding (only
nodes in a CDS that have received a broadcast packet rebroadcast
it exactly once, indicated by “CDS”). The CDS is formed by the
algorithm by Gandhi et al. [8], with a slight modification to al-
ways include the sink node in the CDS; the results for our opti-
mized multihop forwarding for broadcast traffic are indicated by
“DW-MAC CDS-MH.” Note that this CDS algorithm is designed
to minimize broadcast latency, and the resulting CDS is not neces-
sarily an minimum CDS.

Simulation results in grid networks are shown in Figure 10. Fig-
ure 10(a) shows end-to-end latency (the time it takes for the last
node to receive a given broadcast packet) with S-MAC and DW-
MAC. DW-MAC reduces the end-to-end latency by around 50%
over those with S-MAC, as DW-MAC allows more contending
nodes to finish their transmissions in each cycle. When optimized
multihop forwarding is enabled, DW-MAC further reduces end-to-
end latency, as it increases spatial reuse and reduces delays before a
rebroadcast. An interesting trend is that CDS-based flooding shows
lower latencies than simple flooding with S-MAC but shows the re-
verse with DW-MAC. The reason lies in the combination of CDS
formation, grid topologies, and duty cycle configuration in our sim-
ulation. First, a CDS formed is not necessarily an MCDS. Second,
a CDS node may experience more latency before rebroadcasting

a packet than does a non-CDS node with DW-MAC, due to de-
fers caused by undecodable frames. When a node fails to decode
a received a packet, it defers for some time (such as EIFS in IEEE
802.11) to avoid interrupting ongoing transmission. Since this de-
fer is much shorter than a Sleep period in our simulations, all neigh-
boring nodes still compete for the medium fairly at the beginning
of the next cycle with S-MAC. With DW-MAC, however, it is pos-
sible that a node is ready to rebroadcast a packet before its defer
timer expires, as multiple SCHs can be transmitted during a Data
period. A CDS node that defers could be slower in rebroadcasting
a packet compared to a non-CDS node that does not defer, resulting
in lower latency for DW-MAC All than for DW-MAC CDS. How-
ever, DW-MAC still reduces end-to-end latency by around 40% for
CDS-based flooding compared to those with S-MAC.

Figure 10(b) shows the delivery ratios (the percent of broadcast
packets that are successfully received by all nodes in a network)
of flooding in the grid networks. Because of the increased redun-
dancy in simple flooding, S-MAC and DW-MAC achieve higher
delivery ratio than CDS-based flooding. In simple flooding, DW-
MAC outperforms S-MAC, since the use of (short) SCH frames
instead of long data packets during contention helps to avoid col-
lisions. However, when CDS-based flooding is used, DW-MAC
sometimes shows lower delivery ratios than does S-MAC, mainly
due to the special grid topology and selection of CDS as discussed
before. Looking at the results in random networks (Figure 11(b)),
on average, DW-MAC shows better delivery ratios than S-MAC
when CDS-based flooding is used. With improved spatial reuse
when optimized multihop forwarding is used, DW-MAC achieves
higher delivery ratios than does S-MAC in CDS-based flooding.

Average energy consumption in the grid networks, calculated as
we did in evaluations under unicast traffic, is shown in Figure 10(c).
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Figure 11: Performance for broadcast traffic in 50-node networks.

The interval between traffic bursts is changed from 200 seconds to
100 seconds to show the differences among protocols more clearly.
DW-MAC reduces average energy consumption over S-MAC by
about 26% under simple flooding and by about 18% under CDS-
based flooding. DW-MAC achieves these savings by not overhear-
ing data transmissions. In DW-MAC, a node only attempts to re-
ceive an incoming packet after receiving an SCH that indicates the
packet has not been received. Simple flooding consumes more en-
ergy because of more rebroadcasts. Whether or not the optimized
multihop forwarding is used, a flooding results in the same num-
ber of transmissions, so this optimization does not affect energy
consumption much.

Finally, we compare these broadcast protocols in 100 random
networks, the same networks used for evaluations under unicast
traffic. The sink in each network generates 500 broadcast packets
in each run, one packet every 100 seconds. Figure 11(a) shows the
CDF of end-to-end latency for all packets in the 100 runs. All DW-
MAC based broadcast protocols show much smaller end-to-end la-
tency than those based on S-MAC. The average end-to-end latency
for S-MAC ALL, S-MAC CDS, DW-MAC ALL, DW-MAC CDS
and DW-MAC CDS-MH are 49.1, 34.8, 24.2, 20.8, and 16.0 sec-
onds, respectively. On average, end-to-end latency is reduced by
more than 50% both in simple flooding and in CDS-based flood-
ing. Unlike the results in grid networks, DW-MAC shows lower
average end-to-end latency in CDS-based flooding than those in
simple flooding, because the speedup gained by fast propagation
along CDS nodes is often greater than the slowdown caused by
defers in these networks. For these 100 runs, the CDF of deliv-
ery ratios is shown in Figure 11(b), and the CDF of average en-
ergy consumption is shown in Figure 11(c). S-MAC ALL, S-MAC
CDS, DW-MAC ALL, DW-MAC CDS, and DW-MAC CDS-MH,
respectively, show average delivery ratios of 98.6%, 92.1%, 99.0%,
95.0% and 96.4% and average energy consumption of 1.785, 1.355,
1.288, 1,185, and 1.183 mW. The difference in energy consumption
between DW-MAC CDS and DW-MAC CDS-MH is almost invisi-
ble because the optimized multihop forwarding does not affect the
number of data transmissions much. Overall, DW-MAC achieves
lower end-to-end delays, higher delivery ratios, and more energy
savings for broadcast traffic in these random networks.

5. CONCLUSION
In this paper, we presented DW-MAC, a new energy efficient duty
cycle MAC protocol designed to reduce packet delivery latency for
a wide range of traffic loads, including both unicast and broadcast
traffic. DW-MAC adaptively increases effective channel capacity
during an operational cycle as traffic load increases, allowing DW-

MAC to achieve low delivery latency under dynamic traffic loads.
The scheduling algorithm in DW-MAC integrates scheduling and
access control to maintain a proportional one-to-one mapping func-
tion between a Data period and the subsequent Sleep period, which
minimizes scheduling overhead while ensuring that data transmis-
sions do not collide at their intended receivers.

We compared DW-MAC with S-MAC (with and without adap-
tive listening) and with RMAC through extensive simulations. We
found that DW-MAC outperforms these protocols, with lower la-
tency, higher power efficiency, and higher packet delivery ratios,
and with increasing benefits as traffic load increases. For example,
under high unicast traffic load, DW-MAC reduces delivery latency
by 70% compared to S-MAC and RMAC, and uses only 50% of
the energy consumed with S-MAC with adaptive listening. Under
broadcast traffic, DW-MAC reduces latency by more than 50% on
average, always reducing energy consumption by more than 15%.
In addition, DW-MAC improves packet delivery ratios under all
scenarios in our simulations.
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