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Abstract—Ethernet-based passive optical network (EPON)
technology is being considered as a promising solution for
next-generation broadband access network due to the convergence
of low-cost Ethernet equipment and low-cost fiber infrastructure.
A major feature for this new architecture is the use of a shared
transmission media between all users; hence, medium access
control arbitration mechanisms are essential for the successful
implementation of EPON: i.e., ensure a contention-free transmis-
sion and provide end users with an equal access to the shared
media. In this paper, we propose to use the multipoint control
protocol defined within the IEEE 802.3ah Task Force to arbitrate
the transmission of different users, and we present different
dynamic bandwidth allocation (DBA) algorithms to effectively
and fairly allocate bandwidths between end users. These DBA
algorithms are also augmented to support differentiated services:
a crucial requirement for a converged broadband access network
with heterogeneous traffic. We show that queueing delays under
strict bandwidth allocation algorithms results in an unexpected
behavior for certain traffic classes, and we suggest the use of DBA
with appropriate local queue management to alleviate this inap-
propriate behavior. We conduct detailed simulation experiments
to study the performance and validate the effectiveness of the
proposed protocols.

Index Terms—Dynamic bandwidth allocation (DBA), Ethernet-
based passive optical network (EPON), quality-of-service (QoS),
scheduling, simulation and modeling.

I. INTRODUCTION

RAPID deployment of broadband services in the residential
and small business area has played an important role in

the evolution of access networks. Currently, Ethernet-based
passive optical networks (EPONs) [1] are being considered as
a promising solution for the next generation broadband access
network (known also as the last mile access network) due to
the convergence of low-cost Ethernet equipment and low-cost
of fiber infrastructure. A passive optical network (PON) is
a point-to-multipoint optical access network with no active
elements in the signal path from source to destination. Here, all
transmissions are performed between an optical line terminal
(OLT) and optical network units (ONUs). The OLT resides in
the central office (CO) and connects the optical access network
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to the metropolitan area network (MAN) or wide-area network
(WAN). On the other hand, each ONU is usually located at
either the curb [i.e., fiber-to-the-curb (FTTC) solution] or
the end-user location [i.e., fiber-to-the-building (FTTB) and
fiber-to-the-home (FTTH)], and provides broadband video,
data, and voice services.

An EPON is a PON that carries all data encapsulated in
Ethernet frames and is backward compatible with existing
IEEE 802.3 Ethernet standards, as well as other relevant
IEEE 802 standards. Moreover, Ethernet is an inexpensive
technology that is ubiquitous and interoperable with a variety
of legacy equipment; a step forward in making it most suitable
for delivering Internet protocol (IP)-based applications and
multimedia traffic over PON.

In the downstream direction, the OLT has the entire band-
width of the channel to transmit data packets and control mes-
sages to the ONUs; in this broadcast and select architecture, all
active ONUs listen to the channel and only the designated ONU
will deliver the received traffic to its end users. On the other
hand, in the upstream direction, a PON is a multipoint to point
[1], [2] network, where multiple ONUs share the same trans-
mission channel. Here, unless some kind of regulation is imple-
mented, data streams transmitted simultaneously from different
ONUs may still collide. Hence, access to the shared medium
must be arbitrated by medium access control (MAC) protocols
to prevent collisions between Ethernet frames of different ONUs
transmitting simultaneously. In general, this is achieved by allo-
cating a transmission window (or timeslot) to each ONU; each
ONU should buffer data packets received from different sub-
scribers until they are transmitted in the assigned time window.
When the assigned time window arrives, the ONU will burst out
frames at full channel speed.

One distinguishing feature that broadband EPON is ex-
pected to support is the ability to deliver services to emerging
IP-based multimedia traffic with diverse quality-of-service
(QoS) requirements [7]. A promising approach to support
differentiated QoS is to employ a central controller that can
dynamically allocate bandwidth to end users according to the
traffic load. Thus, bandwidth management for fair bandwidth
allocation among different ONUs will be a key requirement
for the MAC protocols in the emerging EPON based networks.
In this paper, we discuss an EPON architecture that supports
differentiated services; we classify services into three priorities
as defined in [5], namely the best effort (BE), the assured
forwarding (AF), and expedited forwarding (EF). While EF
services (such as voice and other delay sensitive applications)
require bounded end-to-end delay and jitter specifications, AF
is intended for services that are not delay sensitive but which
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require bandwidth guarantees. Finally, BE applications (such as
e-mail services) are neither delay sensitive nor do they require
any jitter specifications.

We propose a dynamic bandwidth allocation (DBA) algo-
rithm with QoS support over EPON-based access network. We
investigate how gated transmission mechanisms [e.g., multi-
point control protocol (MPCP)] [5] and DBA schemes can be
combined with priority scheduling and queue management to
implement a cost-effective EPON network with differentiated
services support.

The rest of the paper is organized as follows. Section II
presents a background to motivate our work. In Section III,
we review the basic principles of MPCP. Different queue
management and priority queueing mechanisms are presented
in Section IV. Dynamic bandwidth allocation algorithms with
QoS support are presented in Section V. Section VI presents
the simulation results and Section VII concludes the work.

II. BACKGROUND AND MOTIVATION

In EPON-based network, all ONUs share the same transmis-
sion channel while sending traffic in the upstream direction;
thus, MAC arbitration mechanisms are required to avoid data
collision and to fairly share the channel capacity. To achieve
this, one needs to allocate a non overlapping transmission
window (timeslot) to each ONU. The timeslot may be fixed
(static) or variable (dynamic) based on the arbitration mecha-
nism implemented at the OLT. In [2], the authors studied the
performance of EPON using a fixed bandwidth assignment
algorithm when all traffic belonged to a single class, i.e., no
service differentiation. While this scheme is simple, it had a
drawback that no statistical multiplexing between the ONUs
was possible; in other words, since each ONU is allocated a
fixed timeslot, light-loaded ONUs will probably under utilize
their allocated slots, leading to increased delay to other ONUs
and eventually deteriorate the throughput of the system. To
cope with this problem, [3] proposed an OLT-based polling
scheme, called interleaved polling with adaptive cycle time
(IPACT). In principle, IPACT uses an interleaved polling ap-
proach, where the next ONU is polled before the transmission
from the previous one has arrived. Different bandwidth allo-
cation algorithms were studied, namely: fixed, limited, gated,
constant credit, linear credit, and elastic. Amongst these al-
gorithms, the limited (where the OLT grants an ONU the
requested number of bytes but no more than a predefined
value, ) exhibits the best performance. Although this
scheme provides statistical multiplexing and results in efficient
channel utilization, the algorithm is not suitable for delay and
jitter sensitive services because of a variable polling cycle
time. More recently, the authors of [4] studied how priority
scheduling can be combined with dynamic bandwidth alloca-
tion. Unlike IPACT, here the arbitration mechanism is based
on the MPCP [6] developed by the IEEE 802.3ah Task Force.
The authors use a combination of limited service scheme [1],
[4] (inter-ONU scheduling) and priority queuing (intra-ONU
scheduling). They found that queuing delay for some traffic
classes increases when the network load decreases, a phe-
nomenon they termed light-load penalty. The authors pointed
out the origin of this penalty and they proposed two different
methods to eliminate it,—namely the two-stage buffers and the

CBR credit (refer to [4] for detailed analysis on the light-load
penalty). The drawback of the two-stage buffers is that the
elimination of light-load penalty results in increased delay for
higher priority classes. On the other hand, CBR credit only
eliminates the penalty partially and requires external knowl-
edge of the arrival process. On the other hand, the authors
of [10] proposed a dynamic bandwidth allocation algorithm
for multimedia services over EPON. They proposed to use
strict priority queueing and presented control message formats
that handle classified bandwidths using MPCP. However, no
simulation results were reported to show the performance of
their proposed DBA combined with the use of strict priority.
In [11], the authors proposed a new bandwidth guaranteed
polling (BGP) scheme that allows the upstream bandwidth to
be shared based on the service level agreement between each
subscriber and the operator. The algorithm is able to provide
guaranteed bandwidth for premium subscribers according the
SLAs while providing best effort services to other subscribers.
The model considers dividing the ONUs in the network into
two sets; one set contains the ONUs with bandwidth guaranteed
services while the second set contains the ONUs with best
effort services. Typically, this will not be the case in future
emerging PON access networks, where one single ONU must
be capable of provisioning different services for different users
requirement. Moreover, the proposed BGP is not consistent,
neither to be standardized, with the MPCP arbitration mech-
anism proposed for EPON by the IEEE 802.3ah Task Force.

In this paper, we propose a light-load penalty-free bandwidth
allocation algorithm that supports differentiated services in
EPON-based access networks by employing a suitable priority
queuing (intra-ONU scheduling). Our work differentiates itself
from previous work by proposing to use a particular traffic
priority queueing combined with a specific bandwidth alloca-
tion algorithm that is not confined to limited slot allocation.
We propose that excessive bandwidth resulting from lightly
loaded ONUs to be allocated to other highly loaded ONUs
to achieve higher channel utilization. We also enhance the
inter-ONU scheduling to provide efficient QoS-based DBA.
Here, inter-ONU scheduling messages for allocating band-
width to different ONUs are transmitted via MPCP messaging
protocol defined within the IEEE Task Force.

III. OVERVIEW OF THE MPCP

MPCP arbitration mechanism is being developed by the
IEEE 802.3ah Task Force [6] to support time slot allocation
by the OLT. Although MPCP is not concerned with any
particular bandwidth allocation, it is meant to facilitate the
implementation of various allocation algorithms in EPON.
MPCP is a two-way messaging protocol defined to arbitrate
the simultaneous transmission of different ONUs and resides
at the MAC control layer. The protocol relies on two Ethernet
control messages (GATE and REPORT) in its regular operation
and three other message frames (REGISTER_REQUEST,
REGISTER, REGISTER_ACK) in the auto-discovery mode.
Auto-discovery mode is used to detect a newly connected ONU
and to learn the round-trip delay and MAC address of that
ONU. In this particular work, we are only concerned about the
regular (nondiscovery) operation of MPCP.
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Fig. 1. Intra-ONU scheduling.

In its normal operation, MPCP gets a request from the higher
MAC control client layer to transmit a GATE message to a
particular ONU with the following information: time when the
ONU should start transmission and the length of the transmis-
sion. Upon passing a message to the MAC layer, MPCP (in OLT
and each ONU) timestamps the message with its local time.
Upon receiving a GATE message matching its MAC address,
each ONU will program its local registers with “transmission
start” and “transmission length.” Also, the ONU will update its
local clock to that of the timestamp in the received control mes-
sage, hence avoiding any potential clock drift and maintaining
in SYNC with the OLT. When the transmission “start timer” ex-
pires, the ONU will start its contention-free transmission. The
transmission may include multiple Ethernet frames, depending
on the size of the allocated transmission window and the number
of backlogged packets at the ONU. Note that, no packet frag-
mentation is allowed, i.e., if the next frame does not fit in the
allocated time slot, it will be deferred to the next timeslot.

REPORT messages are sent by ONUs in the assigned trans-
mission window together with data frames. A REPORT message
can be either transmitted at the beginning of the timeslot, or at
the end depending on the bandwidth request approach imple-
mented by the ONU. It typically contains the desired size of the
next timeslot based on the ONUs buffer occupancy. The ONU
should also account for additional overhead when requesting
the next time slot; this includes 64-bit frame preamble and
96-bit interframe gap (IFG) associated with each frame. Upon
receiving a REPORT, the OLT passes the message to the DBA
module responsible for bandwidth allocation decision and it
will recalculate the round-trip time (RTT) to the source ONU.
Note that when supporting differentiated services, each ONU
has to report the status of its individual priority queues [10]
and the OLT can choose to send one or multiple priority grants
within the same GATE message depending on the bandwidth
allocation algorithm implemented.

IV. ONU QUEUE MANAGEMENT AND PRIORITY QUEUING

Bandwidth management and fair scheduling of different
traffic classes [12] will play an important role in supporting

Fig. 2. Illustrative example.

QoS in the emerging EPON-based differentiated services (Diff-
serv)-capable access network. Priority queuing is considered
a useful and relatively simple method for supporting differen-
tiated service classes. Diffserv [5] is an IETF framework for
classifying network traffic into classes, with different service
level for each class. Fig. 1 shows the Queue management
tasks carried out by each ONU. Each ONU maintains three
separate priority queues that share the same buffering space.
Packets are first segregated and classified (packet classification
is done by checking the type-of-service (TOS) field of each
IP packet encapsulated in the Ethernet frame) and then placed
into their appropriate priority queues. The queuing discipline
is as follows: if an arriving packet with higher priority finds
the buffer full, then it can displace a lower priority packet.
Alternatively, if a low-priority packet arrives and the buffer is
full, then the packet is dropped. However, unless some kind
of traffic policing is implemented at the ONU to regulate the
flow of higher priority traffic and ensure that it conforms to
its service level agreement (SLA), lower priority traffic may
experience excessive delays and increased packet loss, resulting
in a complete resource starvation. Thus, traffic policing [12]
is required at the ONU to control the amount of traffic each
user is allowed to send. After classifying the packets, they are
checked for their conformance with the service level agreement
and unnecessary traffic is dropped. The lower priority traffic is
more likely to be dropped in favor of the higher priority traffic;
however, control mechanisms are also necessary to control the
flow of high-priority traffic if they exceed their agreed service
contract.

Moreover, a priority-based scheduler is required for sched-
uling packet transmission. Strict priority scheduling mechanism
(defined in P802.1D, clause 7.7.4) schedules packets from the
head of a given queue only if all higher priority queues are
empty. This situation will penalize traffic with lower priority
at the expense of uncontrolled scheduling of higher priority
traffic, resulting in increasing the level of unfairness (indefinite
increase in packet delay, higher packet loss, uncontrolled
access to the shared media, etc.). We illustrate the operation of
such scheduler via a simple example shown in Fig. 2, where
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Fig. 3. Pseudocode for priority scheduler.

only one ONU is requesting transmission. At time, the ONU
sends a REPORT to the OLT requesting bandwidth based on its
current buffer occupancy. Upon receiving the message, the OLT
allocates a timeslot to the ONU by sending a GATE message.
Assume that this GATE message arrives to the ONU at time

and the transmission is scheduled to start at a later time.
Now, the waiting time is , during which more packets
may be arriving into the buffer and contending for transmission.

As mentioned previously, in strict priority scheduling the
high-priority traffic arriving during this period (waiting period)
will be scheduled ahead of the reported lower priority traffic.
This will result in potentially deferring the transmission of
lower-priority traffic for the next (or more) cycle(s), increasing
indefinitely their queueing delay and prohibiting them from
being transmitted in their allocated time window as specified
by the bandwidth allocation algorithm. Hence, to alleviate this
unfairness problem, we propose a priority-based scheduling
algorithm. In priority scheduling, only those packets that
arrive before are given high priority for transmission (given
also that the bandwidth or size of the timeslot allows for the
transmission). The order of the transmission is based on their
priorities, i.e., round robin service discipline. If packets arriving
before are all scheduled, and the current timeslot can still
accommodate more traffic, it will be allocated for packets
arriving during the waiting period (i.e., ) based on
their priorities. This scheme will ensure fairness in scheduling
packets by allowing all traffic classes access to the channel
as reported to the OLT, while adhering to their priority while
being scheduled.

The pseudocode of the priority scheduler is shown in
Fig. 3. It consists of two parts: initialization and schedule. The
following are the parameters used: , represent the
start time and end time of the transmission window allocated
to the ONU; represents a time indicator to show the
progress in filling the time window (with data frames or

empty packets), is the time at which a REPORT message
from the previous cycle was transmitted.
represents the time it takes to transmit a packet P over the
PON, , where R is the
channel speed in bps and size(P) is the packet size in bytes.

represents the arrival time of packet P.
is a queue of priority , where represents the queue for
high-priority traffic. Finally, is the time at which any
event occurs in the network.

Upon receiving a GATE message, the ONU will initialize (see
Fig. 3) its transmission parameters by reading their associated
values from the received message. Note that, we assume here
that the ONU transmits its REPORT message for the next cycle
at the end of the current allocated window. This is the reason for
computing the way it is shown in Fig. 3.

The function will be called to schedule
packets backlogged in the queue whose arrival time is less than

. If higher priority traffic arrive while reported lower priority
traffic are being scheduled, they have to wait until the reported
lower priority traffic are transmitted. If all reported traffic are
being scheduled and the time window allocated to this ONU
still can accommodate more traffic, is invoked to
schedule the transmission of frames arriving during the waiting
time based solely on their priorities.

V. DYNAMIC BANDWIDTH ALLOCATION WITH QoS SUPPORT

A critical issue in implementing efficient QoS-based EPON
is the bandwidth allocation algorithm. The overall goal of band-
width allocation is to effectively and efficiently perform fair
scheduling of timeslots between ONUs in EPON networks. We
mentioned the use of MPCP to arbitrate the ONUs’ transmis-
sion; however, MPCP does not specify or require any partic-
ular allocation algorithm. Rather, MPCP provides a means of
communication between the OLT and the different ONUs. Each
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Fig. 4. Management block at the OLT.

ONU periodically reports its buffer occupancy status to the OLT
and requests slot allocation. Upon receiving the message, the
OLT passes this information to the DBA module (see Fig. 4).
The DBA module in turn performs the bandwidth allocation
computation and generates grant messages (note that grant mes-
sages are carried by MPCP GATE messages; each GATE might
carry more than one grant message). Once the grant table is gen-
erated, the OLT transmits to the ONUs this information through
MPCP GATE messages. The grant allocation table is updated
by the output of the DBA algorithm (Fig. 4). Grant instructions
are then compiled into MPCP GATE messages, and transmitted
to the ONUs after performing RTT compensation.

We consider a PON access network withONUs. The trans-
mission speed of the PON is Mb/s (same for both upstream
link and downstream link). We denote the granting cycle by

, which is the time during which all active ONUs can
transmit and/or report to the OLT. Making too large, under
fixed slot allocation, will result in increased delay for all Eth-
ernet frames, including those carrying high-priority traffic. The
reason is that larger cycle time results in larger transmission
window size; and, hence, at low loads the allocated slots will
be underutilized: while one ONU is ineffectively holding the
transmission channel, backlogged traffic at the next ONU will
experience increased packet delays. Meanwhile, at high loads
the situation is different; the transmission media exhibits higher
utilization, which could result in lower average packet delays
however maximum packet delays will be increased. On the other
hand, making too small will result in more bandwidth
being wasted by guard intervals (note that timeslots allocated
to ONUs are separated by guard times,), will result in in-
creased CPU processing load, and might potentially prevent
large packets from being transmitted because no packet frag-
mentation is allowed. The guard intervals are necessary to pro-
vide protection for fluctuations in RTT of different ONUs. We
also denote as the minimum guaranteed bandwidth (in
bytes) for ONU , i.e., the minimum bandwidth OLT allocates
under heavy load operation (i.e., peak times)

(1.1)

where is the weight assigned to each ONU based on its SLA,
.

Note that if all ONUs were not to be classified based on their
SLA (i.e., , and ), then the
minimum guaranteed bandwidth for each ONU will be

(1.2)

Generally speaking, there are two categories of bandwidth allo-
cation algorithms, fixed slot allocation (FSA) and DBA. In FSA,
each ONU is allocated a minimal guaranteed bandwidth. If one
ONU has less data to transmit, then other ONUs will have to
wait until the granted transmission time for that particular ONU
expires, thus resulting in inefficient channel utilization. Under
dynamic allocation, however, the allocated timeslot will adapt
to the requested bandwidth. Let be the requested bandwidth
for ONU , and be the granted bandwidth.

One way to allocate bandwidth to ONUis as follows:

if

if
(2)

This approach is known as limited bandwidth allocation and has
been studied in [1] and [4].

Due to the bursty nature of Ethernet traffic [8], [9], some
ONUs might have less traffic to transmit while other ONUs re-
quire more than . This results in a total excessive band-
width ( , where ,
and M is the set of light-loaded ONUs), which is not exploited
under the previous approach (Limited Allocation). To improve
the limited bandwidth allocation algorithm, one can exploit this
excessive bandwidth by fairly distributing it amongst the highly
loaded ONUs; for this reason, we develop the following method
to allocate the excess bandwidth:

(3)

(4)

where is the excessive bandwidth allocated to ONUand
K is the set of heavily loaded ONUs. Thereafter, we refer to this
algorithm as DBA1.

When providing services to different traffic classes with dif-
ferent QoS requirements, the requested bandwidthconsists
of high-priority , medium-priority , and low-priority

bandwidth, and the ONU can request the OLT to assign,
within the allocated timeslot, bandwidth for each class. This in-
formation is conveyed to the OLT, for bandwidth allocation, in
the following message , where

(5)

This information is made available through the use of MPCP
REPORT message; note that MPCP specifies that each ONU
can report up to eight queues (i.e., eight queue reports per ONU),
where a report bitmap field [13], [14] specifies the queues (and
their order) for which their REPORTs are transmitted.
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Fig. 5. MPCP GATE message format.

Note that under this scheme if there is no intra-ONU
scheduling (e.g., the ONU prefers to shift the complexity of
the queue management to the OLT or OLT might be capable
of performing better per class bandwidth allocation), the OLT
then can choose to generate multiple grants, each for a specific
traffic class, to be transmitted to the ONU using a single GATE
message: , where , , are the
bandwidths granted to the three traffic classes, respectively.
The 64-byte MPCP GATE message format is depicted in Fig. 5.
Clearly, the OLT can specify to the ONU the number of grants
carried by the GATE message. These grant instructions are
carried by the GATE message in the designated DATA/RE-
SERVED field (39 octets); each grant consists of a grant “start
time” and a grant “length” (total of six octets), hence, a total of
six grants (36 octets) can be carried by a GATE to a particular
ONU. When the GATE message is received by the ONU,
the latter should be able to classify grants to their particular
queues; hence, the OLT will include an additional one byte of
data “grant level” to identify the order of the queues to which
grants are generated; e.g., in a system with eight queues per
ONU, 10 110 000 indicates that three priority queues (Q0, Q2,
and Q3) have been assigned grants and their grant information
(i.e., start time and length) follows in the same order. Note that
MPCP (as of now) does not specify any particular way to this
per class allocation and its implementation is vendor specific.

As mentioned earlier and shown in Fig. 3, packets that arrive
during the waiting time will have their transmission deferred to
the cycle after the next one, posing additional delays; although
some traffic might tolerate this, those that are delay-sensitive
will not. To prevent the high-priority traffic from being penal-
ized, we suggest that the ONU estimates (based on some sta-
tistical history from previous cycles) the bandwidth required by
this type of traffic arriving during the waiting time and we
propose the following model:

(6)

where is the amount of high-priority traffic expected
to arrive during the waiting time during cycleand it can be
estimated as follows:

(7)

where is the actual amount of high-priority traffic
arriving during the waiting period in cycle . Note that
because the traffic with high priority is not considered bursty,
we can model its behavior by using a Poisson distribution, a
simplified model to estimate the expected arrival rate during the
waiting period.

The last issue the DBA is concerned with is the generation
of the grant table. Upon receiving all REPORT messages from
the active ONUs, the DBA module is invoked (see Fig. 4), to
generate the table of grants. The DBA needs DBA_TIME to
finish its computation and generate the grants table. As shown in
Fig. 6, this mechanism results in some idle time where the PON
channel is not utilized. This idle time is estimated as follows:

, where RTT is the round-trip time.
A straightforward method to account for this drawback is to

use a gate-ahead mechanism; here the OLT will issue GATE
messages for cycle “n” while receiving REPORT messages from
cycle “ .” This scheme might work well if the compu-
tation time “DBA_TIME” is considerably large, i.e., the OLT
spends a large amount of time computing and updating the grant
table; moreover, the transmission windows allocated to ONUs
are based on the freshness of the received REPORT messages
at the OLT, thus, this property could be lost if granting ONUs
whose REPORTs were received at cycle “ ” will happen
at cycle “ ” and potentially results in inaccurate window
allocation and increased packet delay. However, if static slot al-
location is to be used, then the gate-ahead will have its merits.

To address this deficiency, we propose a modified grant table
generation algorithm (termed DBA2); here, the OLT needs to
employ some early allocation mechanism in which an ONU
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Fig. 6. Dynamic bandwidth allocation.

Fig. 7. Enhanced dynamic bandwidth allocation.

requesting bandwidth can be scheduled instan-
taneously without waiting. Whereas, those who are requesting

will have to wait until all REPORT messages have
been received and the DBA algorithm has computed their band-
width allocation. Here, as shown in Fig. 7, this scheme will com-
pensate for the idle time, and by allocating the lightly loaded
ONUs early, we expect this modified algorithm to effectively in-
crease the channel throughput and eliminate the waiting delay,
which could penalize the delay sensitive traffic.

VI. PERFORMANCEEVALUATION

In this section, we compare the performance of the different
bandwidth allocation algorithms presented in the previous

sections and we study the impact of priority queueing on
the overall performance of the network. For this reason, an
event-driven packet-based simulation model is developed using
C++. We consider a PON architecture with 16 ONUs connected
in a tree topology. The distance between the OLT and the
splitter is 20 km and between each ONU and the splitter is
5 km. The channel speed is considered to be 1 Gb/s and the
maximum cycle time is set to 2 ms [1]. Each ONU supports
three priority queues, sharing the same buffering space of size
10 Mb. The guard time separating two consecutive transmission
windows is set to 1 s and the IFG between Ethernet frames
within the same slot is 96 bits.

For the traffic model considered here, an extensive study
shows that most network traffic (i.e., http, ftp, variable bit
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(a)

(b)

Fig. 8. (a) MD. (b) AD bandwidth allocation algorithm is DBA1 with strict
priority queueing.

rate (VBR) video applications, etc.) can be characterized by
self-similarity and long-range dependence (LRD) [8]. This
model is used to generate highly bursty BE and AF traffic
classes, and packet sizes are uniformly distributed between
64 and 1518 bytes. On the other hand, high-priority traffic (e.g.,
voice applications), is modeled using a Poisson distribution
and packet size is fixed to 70 bytes [5]. The traffic profile is as
follows: 20% of the total generated traffic is considered of high
priority, and the remaining 80% equally distributed between
low- and medium-priority traffic. Our simulator takes into
account the queuing delay, transmission delay and the packet
processing delay. The metrics of comparison are: average
packet delay (AD), maximum packet delay (MD), and the
throughput or channel utilization.

We first start by studying the impact of integrating DBA1 with
strict priority scheduling at the ONU. In Fig. 8, we show the re-
sults of the AD and MD. Clearly, the limitation of this approach
is the increased delays experienced by BE and AF traffic classes.
Here, a higher priority packet always has the preference of being
transmitted over other types of traffic and, hence, preventing
other traffic classes from using their allocated bandwidth. This

(a)

(b)

Fig. 9. (a) MD. (b) AD bandwidth allocation algorithm is DBA1 with priority
queueing of Fig. 3.

situation will result in increasing indefinitely the packet delay
(average and maximum) of lower priority traffic. In addition,
due to the fact that the transmission of each ONU is regulated
by the OLT and the slot allocation is based on previously (from
previous cycle) reported buffer occupancy, a waiting time (see
Fig. 2) is experienced by each ONU until its transmission turn
comes; thus, more traffic is likely to arrive during this time. The
strict priority scheduler again will give preference for transmis-
sion to higher priority traffic arriving during the waiting time
(unreported traffic). This situation will penalize other traffic
classes by further increasing their average and maximum delays,
and results in an interesting phenomenon: as the load decreases,
the average (and maximum) packet delay increases [Fig. 8(a)
and (b)]. There are two main reasons behind this behavior: un-
fair scheduling as mentioned before, and the fact that at very
light loads, the OLT is more likely to assign smaller timeslots
that are easily manipulated by the high-priority traffic.

To cope with these limitations, we investigate the benefits of
combining DBA1 with the intra-ONU scheduler (priority sched-
uling) presented in Fig. 3. Here, only those reported packets by
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(a)

(b)

Fig. 10. Comparison between FSA and DBA1, with priority queueing of
Fig. 3. (a) AD. (b) MD.

the ONU are scheduled for transmission in the current cycle.
Packet scheduling is done in a round robin fashion, from high-
priority to low priority. Fig. 9 shows that the light-load penalty,
as experienced previously, is now eliminated because all packets
from different classes are allowed to access their designated
time slot as scheduled by the OLT. However, delays for high-pri-
ority traffic are now increased since more lower priority traffic is
given the chance for transmission forcing higher priority packets
arriving during the waiting period to wait for the next cycle
transmission.

Another approach that can also be implemented to achieve
global fairness (fair share of the transmission window amongst
classes on a single ONU, as well as with traffic classes of other
ONUs) between different traffic classes is as follows: ONU
reporting its buffer occupancy to the OLT will demand from
the OLT individual grants within the same GATE message (as
described in Section V). Thus, the DBA will have to allocate
per-class bandwidth to each class of service, refer to Section V
for more on this analysis. Here, the ONU will leverage the
functionality of the scheduler by pushing the responsibility
and complexity further to the DBA. We have also simulated

(a)

(b)

Fig. 11. Comparison between DBA1 and DBA2, with priority queueing and
unequal share of excess bandwidth. (a) AD. (b) MD.

the behavior of this scheduling and similar results as in the
previous algorithm were found.

Fig. 10(a) and (b) shows that under fixed slot allocation,
packet delays for BE and AF traffic classes are substantially
higher than delays incurred by the same traffic classes under
DBA1. The figure shows the at load of 0.4, average and
maximum delays for BE packets under FSA increase to almost
100 ms, whereas the delay increase under DBA1 picks up at a
total network load of 0.8, while being still lower than the delay
under FSA. The reason is that the DBA1 algorithm allows
statistical multiplexing between the different ONUs competing
for bandwidth allocation, a property that could not be exploited
under FSA.

In Fig. 10, we compare the performance of EPON under
both FSA and DBA1, both with priority scheduling discussed
in Section IV.

Now, although the DBA1 presented here achieves better ef-
ficiency than the fixed slot allocation, it still has its limitations,
because the OLT has to wait until all ONUs have transmitted
their REPORT messages before it can do bandwidth allocation,
as specified in Section V. Thus, there is an idle time where



1476 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 21, NO. 9, NOVEMBER 2003

Fig. 12. EPON throughput.

the transmission channel is not utilized (see Fig. 6). This idle
time is equal to a round trip propagation delay, plus the DBA
computation time. DBA2 was proposed in Section V to im-
prove upon this by allowing the OLT to schedule “on-the-fly”
ONUs that are requesting bandwidth less than the minimum
bandwidth guaranteed by EPON. This way the ONUs that are
requesting more than are deferred until all the REPORTs
have been received. The OLT will also keep track of the exces-
sive bandwidth from the set of lightly loaded ONUs and will
distribute this excess bandwidth to other heavily loaded ONUs
based on their requested bandwidth, i.e., two ONUs requesting
bandwidths B1 and B2 more than will be assigned ex-
cess bandwidths proportional to B1 and B2. Note also that one
could also distribute this excess bandwidth fairly amongst those
heavily loaded ONUs, i.e., all of those ONUs get the same share
of excess bandwidth. We consider the former case in this study.
Fig. 11 shows the simulation results for these two algorithms.

Fig. 11 shows that DBA2 outperforms DBA1 in terms of av-
erage packet delay and maximum packet delay. This is due to the
early allocation property of DBA2, whereby a round trip delay
is eliminated and the lightly loaded ONUs are scheduled in the
same cycle in which they report to the OLT. Note also that the
performance of all traffic classes under DBA2 is improved.

Finally, we compare the improvement in throughput when
DBA2 is used. Fig. 12 shows the throughput of FSA, DBA1,
and DBA2. As expected, FSA has the lowest throughput (less
than 50%) due to the lack of statistical multiplexing between
ONUs, whereas, DBA1 and DBA2 exploit this property to
improve the upstream channel utilization. Finally, DBA2
achieves a throughput of 95% (compared with DBA1 achieving
88%), which is attributed to the early allocation property of the
algorithm.

VII. CONCLUSION

In this paper, we addressed the problem of dynamic band-
width allocation in Ethernet-based PONs. We augmented
the bandwidth allocation algorithms to support QoS in a
differentiated services framework. It was shown that strict

priority-based bandwidth allocation, under our assumptions
for traffic behavior, will result in an unexpected behavior for
certain traffic classes (light-load penalty, as reported in [4])
and we suggested the use of appropriate queue management
with priority scheduling to alleviate this problem. Moreover,
we showed that DBA algorithms that perform early bandwidth
allocation for lightly loaded ONUs result in better performance
in terms of average and maximum packet delay, as well as
network throughput compared with some other dynamic allo-
cation algorithms. We used simulation experiments to validate
the effectiveness of the proposed algorithms.
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