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#### Abstract

In this work, we consider a heterogeneous network consisting in several macro nodes and pico nodes. Our goal is to associate users, belonging to this network, to one of the nodes, while maximizing the sum rate of all users. We also want to analyze the load balancing achieved by this association. Therefore, we develop a new theoretical framework to study cell association for the downlink of multi-cell networks and derive an upper bound on the achievable sum rate. We propose a dynamic cell association heuristic, which achieves performance close to optimal. Finally, we verify our results through numerical evaluations and implement the proposed heuristic in an LTE simulator to demonstrate its viability.


## I. Introduction

Heterogeneous Network (HetNet) is seen as a key component of cellular networks to meet the increasing demand for mobile broadband traffic. The considered HetNet consists of nodes operating on the same frequency band and using different Transmit (Tx) powers. The macro nodes ensure the basic coverage while the pico nodes provide higher capacity in areas with high user equipment (UE) density. The considered pico nodes use the same frequency band as the macro nodes, but have a much smaller transmit (Tx) power.

A fundamental problem in a cellular network is to associate UEs with a serving node. In current systems as in 3GPP Long Term Evolution (LTE), this problem is solved using a simple algorithm. A UE is associated with the node from which it receives the highest power. We call this algorithm the best SNR heuristic. It has the advantage to be robust against interference. However, since the macro nodes transmit with a higher power than the pico nodes, only a small fraction of UEs is associated to pico nodes [1]. This results in a strong load imbalance between macro and pico nodes, limiting the user throughput.

To cope with this drawback, a new method has been proposed within 3GPP [1], [2]. It consists in artificially increasing the power received by UEs from pico nodes by adding a fixed bias to it. We call this algorithm the fixed range heuristic. This algorithm enables more UEs to connect to pico nodes, yielding a better balanced load among the macro and pico nodes, and a larger average rate. However, due to the bias, certain UEs are connected to the pico node while they receive a stronger signal from the macro node and the improved load balancing may not always compensate the degradation in Signal to Interference and Noise Ratio (SINR) that these UEs encounter.

[^0]Our goal is 1) to determine a dynamic scheme for cell association that maximizes the sum rate of all UEs and 2) to understand the trade-off between the load balancing, in terms of user share between the nodes, and the interference level.

There has been some work in the field of cell association for load balancing in 3G networks. In [3], a centralized algorithm is proposed for a scenario in which the base stations (BSs) serve a single UE at each time slot. In [4] and [5], the optimal cell association for a proportional fair scheduler is derived by solving a sequence of Boolean linear programs.

In contrast to the present work, [3]-[5] do not consider a HetNet scenario, where there is a large power imbalance between nodes and a specific structure of the interference. Further we analyze the trade-off between the received interference and the load balancing instead of optimizing directly the load balancing. Finally, the dynamic cell association that we propose has a complexity linear in the number of UEs.
The present work contains numerous contributions. We propose a new theoretical framework enabling to analyze dynamic cell association in a multi-cell HetNet and derive an upper bound on the achievable downlink sum rate using convex optimization. We propose a heuristic with a low complexity coming close to the upper bound. We validate our theoretical results for a simple setup through numerical evaluations and implement our heuristic in an LTE simulator to analyze its behavior in a more realistic system.
Section II and III describe our optimization problem. Section IV derives an upper bound on the solution of this problem and a heuristic approaching this bound. Section V and VI present numerical results and Section VII concludes this work.

## II. DYnamic cell association within a tightly COORDINATED CELL CLUSTER

In the considered HetNet, the macro nodes provide the basic coverage, whereas pico nodes are placed in the coverage area of each macro node to enhance capacity at these locations. The dynamic cell association is carried out within a cluster of coordinated nodes $\mathcal{S}$. The cluster $\mathcal{S}$ contains $m$ macro cell geographical areas $\mathcal{A}_{j}$. Each $\mathcal{A}_{j}$ includes one macro node and one or more pico nodes. The dynamic cell association relies on the best SNR heuristic to determine the group of active users $\mathcal{U}_{j}$ that falls under the responsibility of the nodes from any $\mathcal{A}_{j}$. The dynamic cell association is then applied to know which node from $\mathcal{A}_{j}$ will serve which users from $\mathcal{U}_{j}$. Fig. 1 illustrates this scenario.


Fig. 1. Scenario with tightly coordinated macro and pico nodes.
The cell association and the resource scheduling are performed on two different frequency basis. The OFDM resources must be allocated for each time transmission interval (TTI). The cell association however only depends on long-term signal measurements and the number of active UEs in the system. A new association only takes place when UEs terminate or start a transmission or when the long-term measurements have significantly changed.
To upper bound the achievable sum rate of the network, it will be advantageous to decouple the association problem and the scheduling problem. In the present work we assume that a node shares its bandwidth equally among all its associated UEs. It corresponds to a Round Robin scheduler. This approach extends easily to another scheduler, e.g., proportional fairness, by simply scaling the UE rates with a weight proportional to their past rate.

An important requirement for dynamic cell association is that nodes are tightly coordinated to exchange efficiently information and react quickly when the network status has changed. It may also be preferable that the different nodes appear to the user as the same cell, as described in [6]. This makes the handover invisible to UEs, enables to shorten the handover delay and avoid the usual handover signaling overhead. In that case the cell association is actually a point selection since, for the UEs, there is only one cell. We assume in this work that all nodes are tightly coordinated.

## III. System model and optimization problem

We consider a cooperation cluster $\mathcal{S}$ with $m$ macro cell geographical areas $\mathcal{A}_{j}$ containing each one macro node and one pico node. The macro node of $\mathcal{A}_{j}$ has a transmit power $\sigma_{M_{j}}$ while the pico node of $\mathcal{A}_{j}$ uses a lower transmit power $\sigma_{P_{j}} \leq \sigma_{M_{j}}, j=1, \ldots, m$. All nodes operate with a bandwidth $B$ at the same frequency band. We assume that $\mathcal{U}_{j}$ contains $n$ UEs for which a cell association should be defined (there are $m n$ UEs in $\mathcal{S}$ ). A UE in $\mathcal{U}_{j}$ must be associated to either the macro node or the pico node of $\mathcal{A}_{j}$.

Consider $\mathbf{x}_{M_{j}}, \mathbf{x}_{P_{j}} \in\{0,1\}^{n}$, representing the association of the UEs in the macro cell area $\mathcal{A}_{j}$, defined as follows,

- $x_{M_{j}, k}=1$ and $x_{P_{j}, k}=0$, if UE $k \in \mathcal{U}_{j}$ is associated with the macro node.
- $x_{M_{j}, k}=0$ and $x_{P_{j}, k}=1$, if UE $k \in \mathcal{U}_{j}$ is associated with the pico node.
Since each UE of $\mathcal{U}_{j}$ is associated with a single node, $\mathbf{x}_{M_{j}}+$ $\mathbf{x}_{P_{j}}=\mathbf{1}$, where $\mathbf{1}$ is a vector of size $n$ containing only ' 1 's.

The goal of the present work is to maximize the function $f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{j}, \ldots, \mathbf{x}_{m}\right)$, where $\mathbf{x}_{j} \triangleq\left[\mathbf{x}_{M_{j}}^{\mathrm{T}} \mathbf{x}_{P_{j}}^{\mathrm{T}}\right]^{\mathrm{T}}$ and $f$ represents the sum rate of all $m n$ users. To get an estimate of the achievable user rate with a certain cell association, the equation $\mathbf{C}(\gamma)=\log _{2}(1+\gamma)$ is used. $\gamma$ denotes the user SINR calculated based on the average channel gain, since the cell association mechanism should be valid over a long term.

We denote $g_{M_{i}, j k}$ and $g_{P_{i}, j k}$ as the average channel gains between a UE $k$ in $\mathcal{U}_{j}$ and the macro and pico node $i$ respectively. Correspondingly, the average received power from the macro and pico node $i$ at UE $k$ in $\mathcal{U}_{j}$ is given by $\hat{\sigma}_{M_{i}, j k}=\sigma_{M_{i}} g_{M_{i}, j k}$ and $\hat{\sigma}_{P_{i}, j k}=\sigma_{P_{i}} g_{M_{i}, j k}$ respectively. Further we define $\sigma_{n}$ as the noise and interference power at the receiver measured over $B$. The interference component of $\sigma_{n}$ is an estimate of the interference power received from all nodes outside the coordination cluster $\mathcal{S}$.

We assume that a node always allocates all available frequency resources to its associated UEs at a given time. In other words, as soon as there is one active UE associated with a node, this node creates interference over the whole bandwidth.

We now define two vectors $\mathbf{y}_{M}, \mathbf{y}_{P} \in\{0,1\}^{m}$ defined as follows, $y_{M, j}=1$ if there is at least one UE associated to the macro node $j$ and $y_{M, j}=0$ otherwise. Similarly $y_{P, j}=1$ if the pico node $j$ is the serving node of at least one UE and $y_{P, j}=0$ otherwise. Note that $\mathbf{y}_{M}$ and $\mathbf{y}_{P}$ are completely defined by the vectors $\mathbf{x}_{M_{j}}$ and $\mathbf{x}_{P_{j}}$. The introduction of $\mathbf{y}_{M}$ and $\mathbf{y}_{P}$ is the key enabling us later to break up a hard problem into smaller ones for which we can find an upper bound.
The achievable rate $r_{M_{j}, k}$ achieved by a user $k \in \mathcal{U}_{j}$ in the downlink, if it is the only UE associated with the macro node $j$, is given by
$r_{M_{j}, k}=B \cdot \mathbf{C}\left(\hat{\sigma}_{M_{j}, j k} /\left(\sum_{i=1, i \neq j}^{m} y_{M, i} \hat{\sigma}_{M_{i}, j k}+\sum_{i=1}^{m} y_{P, i} \hat{\sigma}_{P_{i}, j k}+\sigma_{n}\right)\right)$.
Similarly, if UE $k$ is the only UE associated with the pico node $j$, its downlink achievable rate $r_{P_{j}, k}$ is given by
$r_{P_{j}, k}=B \cdot \mathrm{C}\left(\hat{\sigma}_{P_{j}, j k} /\left(\sum_{i=1}^{m} y_{M, i} \hat{\sigma}_{M_{i}, j k}+\sum_{i=1, i \neq j}^{m} y_{P, i} \hat{\sigma}_{P_{i}, j k}+\sigma_{n}\right)\right)$.
Finally we define $\mathbf{r}_{M_{j}} \triangleq\left[\begin{array}{lll}r_{M_{j}, 1}, \ldots, r_{M_{j}, m} & 0^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}$, $\mathbf{r}_{P_{j}} \triangleq\left[\mathbf{0}^{\mathrm{T}} r_{P_{j}, 1}, \ldots, r_{P_{j}, m}\right]^{\mathrm{T}}, \mathbf{1}_{1} \triangleq\left[\mathbf{1}^{\mathrm{T}} \mathbf{0}^{\mathrm{T}}\right]^{\mathrm{T}}$ and $\mathbf{1}_{2} \triangleq$ $\left[\begin{array}{ll}\mathbf{0}^{\mathrm{T}} & \mathbf{1}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}$, where $\mathbf{0}$ is a vector of size $n$ containing only ' 0 's.

We now formulate the problem of finding the cell association, which maximizes the sum rate of all UEs as follows.

$$
\begin{align*}
\operatorname{maximize}_{\mathbf{x}_{1}, \ldots, \mathbf{x}_{m}} & \sum_{j=1}^{m} \frac{\mathbf{r}_{M_{j}}^{\mathrm{T}} \mathbf{x}_{j}}{\mathbf{1}_{1}^{\mathrm{T}} \mathbf{x}_{j}}+\frac{\mathbf{r}_{P_{P}}^{\mathrm{T}} \mathbf{x}_{j}}{\mathbf{1}_{2}^{\mathrm{T}} \mathbf{x}_{j}}  \tag{3}\\
\text { subject to } & {[\mathbf{I} \mathbf{I}] \mathbf{x}_{j}=\mathbf{1} } \\
& x_{j k} \in\{0,1\}, k=1, \ldots, 2 n,
\end{align*}
$$

where $\mathbf{I}$ is the identity matrix of size $n$.
This is important to model the fact that the achievable rate for a UE decreases when more UEs are associated with the same node. A discussed in Section II, to model a Round Robin
scheduler, we assume that all nodes distribute an equal share of the time-frequency resources among the served users. This is reflected in problem (3), by the division by $\mathbf{1}_{1}^{\mathrm{T}} \mathbf{x}_{j}$ and $\mathbf{1}_{2}^{\mathrm{T}} \mathbf{x}_{j}$.

Note that in this problem, both $\mathbf{r}_{M_{j}}$ and $\mathbf{r}_{P_{j}}$ depend on $\mathbf{y}_{M}$ and $\mathbf{y}_{P}$, which themselves depend on $\mathbf{x}_{j}$ in a non-linear and non-convex manner. At first glance this problem might look very hard to approach.

## IV. Upper bound for sum rate maximization

In this section an upper bound for the optimal value of Problem (3) is derived. Furthermore, a simple heuristic producing a solution close to the optimum is described.

## A. Problem decomposition

The main idea to find an upper bound on the solution of Problem (3) is to break up this complicated problem in a sequence of smaller ones. The key step is to go over all possible combinations of $\mathbf{y}_{M}$ and $\mathbf{y}_{P}$. In our problem, for each macro cell area $\mathcal{A}_{j}$, only the following cases may occur.

1) $y_{M, j}=1$ and $y_{P, j}=0$, i.e., all users in $\mathcal{U}_{j}$ are associated with the macro node of $\mathcal{A}_{j}$. In this case the user association is directly given, namely $\mathbf{x}_{j}=\left[\mathbf{1}^{\mathrm{T}} \mathbf{0}^{\mathrm{T}}\right]^{\mathrm{T}}$. The interference created towards a user $k$ from a different macro cell area $i \neq j$, is given by $\hat{\sigma}_{M_{j}, i k}$.
2) $y_{M, j}=0$ and $y_{P, j}=1$, i.e., all users in $\mathcal{U}_{j}$ are associated with the pico node of $\mathcal{A}_{j}$. The user association is $\mathbf{x}_{j}=\left[\mathbf{0}^{\mathrm{T}} \mathbf{1}^{\mathrm{T}}\right]^{\mathrm{T}}$. The interference created towards a user $k$ from a different macro cell area $i \neq j$ is given by $\hat{\sigma}_{P_{j}, i k}$.
3) $y_{M, j}=1$ and $y_{P, j}=1$, i.e., the users in $\mathcal{U}_{j}$ are distributed between the macro and the pico nodes of $\mathcal{A}_{j}$. In that case we need to find the optimal association for users in $\mathcal{U}_{j}$. The interference created towards a user $k$ from a different macro cell area $i \neq j$ is given by $\hat{\sigma}_{M_{j}, i k}+\hat{\sigma}_{P_{j}, i k}$.
The first important point to understand is that if $\mathbf{y}_{M}$ and $\mathbf{y}_{P}$ are fixed and known, then each node knows the interference coming from the other nodes of the other macro cell areas. Consequently, if we know which macro and pico nodes are active, each term of the sum in Problem (3) is independent of the others (since now all $\mathbf{r}_{M_{j}}$ and $\mathbf{r}_{P_{j}}$ are constant). Therefore we can maximize each term of the sum, $\frac{\mathbf{r}_{M_{j}}^{\mathrm{T}} \mathbf{x}_{j}}{\mathbf{1}_{1}^{\mathrm{T}} \mathbf{x}_{j}}+\frac{\mathbf{r}_{P_{j}}^{\mathrm{T}} \mathbf{x}_{j}}{\mathbf{1}_{2}^{\mathrm{T}} \mathbf{x}_{j}}$, independently of each other, for all possible combinations of $y_{M, j}$ and $y_{P, j}$. Since the association is known for the cases when either $y_{M, j}=0$ or $y_{P, j}=0$, the corresponding sum rate within $\mathcal{A}_{j}$ can be calculated directly. If $y_{M, j}=1$ and $y_{P, j}=1$, we need to find an upper bound on the optimal value of Problem (3), for a fixed value of $\mathbf{y}_{M}$ and $\mathbf{y}_{P}$.

## B. Complexity of the bounding algorithm

The second important point is the evaluation of the complexity of this method. For each macro cell area $\mathcal{A}_{j}$, we have three cases to evaluate, which makes a total of $3^{m}$ combinations. Of course this approach is not feasible for a large coordination set $\mathcal{S}$ with many macro cell areas. But for the most realistic cases with smaller coordination set (say with $m \leq 10$ ) we
transform the problem of finding the best association among $2^{m n}$ possibilities (for $m=3$ and $n=10$, it means $2^{30}$ possibilities) into $3^{m}$ small problems (for $m=3$ and $n=10$, 27 problems).

## C. Problem relaxation

It remains to find the best association for case 3 , i.e., when $y_{M, j}=1$ and $y_{P, j}=1$. For a given macro cell area $\mathcal{A}_{j}$ and given a specific combination of $\mathbf{y}_{M}$ and $\mathbf{y}_{P}$, we need to solve the following problem

$$
\begin{array}{ll}
\underset{\mathbf{x}_{j}}{\operatorname{maximize}} & \frac{\mathbf{r}_{M_{j}}^{\mathrm{T}} \mathbf{x}_{j}}{\mathbf{1}_{1}^{\mathrm{T}} \mathbf{x}_{j}}+\frac{\mathbf{r}_{P_{j}}^{\mathrm{T}} \mathbf{x}_{j}}{\mathbf{1}_{2}^{\mathrm{T}} \mathbf{x}_{j}}  \tag{4}\\
\text { subject to } & {[\mathbf{I} \mathbf{I}] \mathbf{x}_{j}=\mathbf{1}, \mathbf{1}_{1}^{\mathrm{T}} \mathbf{x}_{j} \geq 1, \mathbf{1}_{2}^{\mathrm{T}} \mathbf{x}_{j} \geq 1} \\
& x_{j k} \in\{0,1\}, k=1, \ldots, 2 n
\end{array}
$$

where the second and third constraints enforce the fact that at least one UE is associated to the macro and pico node. We can find an upper bound on the solution of Problem (4) by proceeding to the following steps.

- We make the variable change $\mathbf{X} \triangleq \mathbf{x}_{j} \mathbf{x}_{j}^{\mathrm{T}}$, which, among others, transforms the constraint $x_{j k} \in\{0,1\}$ into $X_{j k} \in\{0,1\}$.
- Since the constraint $\mathbf{X}=\mathbf{x}_{j} \mathbf{x}_{j}^{\mathrm{T}}$ is equivalent to the two constraints $\mathbf{X} \succcurlyeq \mathbf{0}$ and $\operatorname{rank}(\mathbf{X})=1$, we exchange these constraints.
- We relax the nonconvex constraints by changing $X_{j k} \in\{0,1\}$ to $0 \leq X_{j k} \leq 1$ and dropping the rank constraint $\operatorname{rank}(\mathbf{X})=1$.
- We explicitly rewrite constraints on the structure of the problem which disappeared by dropping the rank constraint. Namely we know that $\sum_{j=1}^{2 n} \sum_{k=1}^{2 n} X_{j k}=n^{2}$ since $\mathbf{x}_{j}$ had exactly $n$ entries equal to 1 and the other equal to 0 . Furthermore we know that we have at least $n-1$ entries equal to 1 in the upper right corner of $\mathbf{X}$ (equal to $\mathbf{x}_{M_{j}} \mathbf{x}_{P_{j}}^{\mathrm{T}}$ ) since at least one UE is associated to the macro and pico node.
These steps enable us to find an upper bound on the solution of Problem (4) by solving the following problem

$$
\begin{array}{ll}
\underset{\mathbf{X}}{\operatorname{maximize}} & \frac{\mathbf{r}_{M_{j}}^{\mathrm{T}} \mathbf{X} \mathbf{1}_{2}+\mathbf{r}_{P_{j}}^{\mathrm{T}} \mathbf{X} \mathbf{1}_{1}}{\mathbf{1}_{1}^{\mathrm{T}} \mathbf{X} \mathbf{1}_{2}}  \tag{5}\\
\text { subject to } & {[\mathbf{I} \mathbf{I}] \operatorname{diag}(\mathbf{X})=\mathbf{1}} \\
& \mathbf{1}_{1}^{\mathrm{T}} \operatorname{diag}(\mathbf{X}) \geq 1, \mathbf{1}_{2}^{\mathrm{T}} \operatorname{diag}(\mathbf{X}) \geq 1 \\
& 0 \leq X_{j k} \leq 1 j, k=1, \ldots, 2 n, \mathbf{X} \succcurlyeq \mathbf{0} \\
& \sum_{j=1}^{2 n} \sum_{k=1}^{2 n} X_{j k}=n^{2}, \sum_{j=1}^{n} \sum_{k=n+1}^{2 n} X_{j k} \geq n-1
\end{array}
$$

Problem (5) is quasiconcave [7] since all its constraints are convex and its objective function is quasiconcave. To see this, observe that all superlevel sets of the objective function,

$$
\mathcal{S}_{t}=\left\{\mathbf{X} \mid \mathbf{1}_{1}^{\mathrm{T}} \mathbf{X} \mathbf{1}_{2}>0, \mathbf{r}_{M_{j}}^{\mathrm{T}} \mathbf{X} \mathbf{1}_{2}+\mathbf{r}_{P_{j}}^{\mathrm{T}} \mathbf{X} \mathbf{1}_{1} \geq t \mathbf{1}_{1}^{\mathrm{T}} \mathbf{X} \mathbf{1}_{2}\right\}
$$

are convex. We can now solve Problem (5) efficiently using the well-known bisection method.

```
Algorithm 1 Upper bound on the solution of problem (3)
    Upper bound \(=0\);
    for all \(3^{m}\) combinations of possible \(\mathbf{y}_{M}\) and \(\mathbf{y}_{P}\) do
        \(v_{j}=0, j=1, \ldots, m\).
        for all macro cell areas \(\mathcal{A}_{j}\) do
            if \(y_{M, j}=1\) and \(y_{P, j}=0\) then
                \(\mathbf{x}_{j}=\left[\begin{array}{ll}\mathbf{1}^{\mathrm{T}} & \mathbf{0}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}} ; v_{j}=\sum_{k=1}^{n} \mathbf{r}_{M_{j}, k} / n ;\)
            else if \(y_{M, j}=0\) and \(y_{P, j}=1\) then
                \(\mathbf{x}_{j}=\left[\begin{array}{ll}\mathbf{0}^{\mathrm{T}} & \mathbf{1}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}} ; v_{j}=\sum_{k=1}^{n} \mathbf{r}_{P_{j}, k} / n ;\)
            else
                \(v_{j}=\) Solution of problem (5);
            end if
        end for
        if \(\sum_{j=1}^{m} v_{j}>\) Upper bound then
            Upper bound \(=\sum_{j=1}^{m} v_{j}\);
        end if
    end for
    return Upper bound;
```

We summarize our method to find an upper bound on the solution of Problem (3) in Algorithm (1).

## D. Dynamic range heuristic

The users are first sorted according to the difference in the power they received from the nodes in their macro cell area: $\Delta \hat{\sigma}_{j k}=\hat{\sigma}_{P_{j}, j k}-\hat{\sigma}_{M_{j}, j k}$. We then compute the sum rate achieved by $m n+1$ different cell associations, starting with the initial state where all users are associated with their macro node. We associate the UE with the largest $\Delta \hat{\sigma}_{j k}$ with its pico node, compute the resulting sum rate and repeat this process until all UEs are with their respective pico node. We select the cell association providing the largest sum rate. This heuristic has a complexity linear in the number of UEs. Numerical evaluations in Section V suggest that it is close to optimal.

## V. NUMERICAL ANALYSIS

To evaluate how close the dynamic range heuristic can approach the upper bound, the achievable sum rate is calculated for several user drops in a simplified radio network composed of 3 macro nodes with a Tx power of 40 W . One pico node using a Tx power of 1 W is dropped in each macro cell area which has a radius of 167 m . Each node operates with a 5 MHz bandwidth. Fig. 1 illustrates the considered scenario.

As proposed in [8], the average channel gain between the macro node of the area $\mathcal{A}_{i}$ and a user $k$ in $\mathcal{U}_{j}$ is given by $g_{M_{i}, j k}=-\left(128.1+37.6 \log \left(d_{M_{i}, j k}\right)\right)$, while the average channel gain between the pico node of $\mathcal{A}_{i}$ and a user $k$ in $\mathcal{U}_{j}$ is $g_{P_{i}, j k}=-\left(140.7+36.7 \log \left(d_{P_{i}, j k}\right)\right) . d_{M_{i}, j k}$, resp. $d_{P_{i}, j k}$, denotes the distance between the user $k$ of $\mathcal{A}_{j}$ and the macro node, resp. the pico node, of $\mathcal{A}_{i}$ in km . The users are dropped in a hotspot of 40 m radius around the pico node with a probability of $2 / 3$.

To produce Fig. 2 and Fig. 3, the level of the noise + outside cluster interference $\sigma_{n}$ has been varied from -160 dBW to -40 dBW . For each simulated interference level, 200 drops of overall 10 users in the system have been performed. For


Fig. 2. UE sum rate for different cell associations.


Fig. 3. Ratio of UEs with pico nodes for different cell associations.
each drop, the corresponding achievable rate for each user with different cell association heuristics has been measured.

We compare the best SNR heuristic, the fixed range heuristic and the dynamic range heuristic with each other, as well as with the upper bound. For the fixed range heuristic we choose a bias of $10 \log \left(\sigma_{M_{j}} / \sigma_{P_{j}}\right)=16 \mathrm{~dB}$.

In Fig. 2, the achievable sum rate calculated with different heuristics is shown for different $\sigma_{n}$. It can be seen that the dynamic range heuristic outperforms all the other heuristics and is very close to the upper bound. Consequently, the dynamic range heuristic is nearly optimal.

Looking at the pico user ratio for different interference levels in Fig. 3, it can be observed that dynamic range heuristic assigns almost no user to the macro node at low to medium interference level coming from outside $\mathcal{S}$. Consequently, the load is very imbalanced between the macro and pico nodes, but this ensures that no additional interference is created by the macro node. Such kind of cell association is possible in the simulated scenario, since user performance is not noiselimited but interference-limited. When the interference level from outside $\mathcal{S}$ increases, adding interference from the macro nodes does not affect the SINR so much anymore and it is worth balancing the load between the macro and pico nodes. In this case, users are indeed equally shared among the macro and pico nodes. The fixed range achieves a balanced load but does not improve the sum rate.

## VI. Simulation results for an LTE HetNet

The three heuristics for the cell association have been implemented in a dynamic radio network simulator modeling


Fig. 4. Cell-edge and mean user SINR for different cell associations.
OFDM transmission with one antenna at the transmitters and receivers. The simulated 5 MHz FDD LTE network is larger than in Section V. It consists of three sites with three macro cells per site and an inter-site distance of 500 m . A HetNet with hotspots as defined in the configuration $4 b$ of [8] is considered. One pico node and 30 users are placed in each macro cell area. The Tx power of the macro and pico nodes are the same as previously. $\sigma_{n}$ was set to -128 dBW . All cells operate at a carrier frequency of 2 GHz . The pathloss model 1 specified in [8] and cited previously is used.

The link adaptation is ideal and enables the selection between QPSK, 16QAM and 64QAM modulation schemes and several channel coding rates. Perfect channel estimation is assumed. A Round Robin scheduler allocates evenly resources to the active users. A FTP based traffic model is simulated as described in [8]. Users are created according to a Poisson process, they transfer a file of 500 kByte and disappear from the system. Several user arrival rates were simulated to obtain different values for the system throughput.

Fig. 4 and Fig. 5 show the user SINR and the user throughput that were measured during simulations considering the available modulation and coding schemes, potential packet decoding errors and retransmissions. The 5th percentile user SINR, also called cell-edge user SINR, for different heuristics is represented in the lower part of Fig. 4, while the three curves in the upper part refer to the average user SINR. Fig. 4 shows that the best SNR cell association ensures a good user SINR at the cell-edge and a balanced user SINR distribution. By contrast, lower values for the cell-edge user SINR are observed for the fixed range heuristic, since users can be assigned to the node which does not have the largest average received signal strength. However, a larger average user SINR can be observed, which is due to the more balanced load share. The pico user ratio reaches $50 \%$ instead of $20 \%$ with the best SNR heuristic. Consequently users finish their transmission faster and the nodes are less active during the simulation time, yielding a reduced overall interference level and thus a larger average user SINR. As expected, the dynamic range heuristic achieves an improvement in both the cell-edge and average user SINR. This comes from the optimization problem in which both the interference and the user share among the nodes play a role. The pico user ratio varies from $44 \%$ to $66 \%$ for the three considered system loads.


Fig. 5. Cell-edge and mean user bitrate for different cell associations.
From Fig. 5, it can be seen that the fixed range heuristic is beneficial for the user bitrate at medium to high system load compared to the best SNR association, even if the cell-edge user SINR is lower. The effect of lower SINR for these users is compensated by the larger amount of resources available for their transmission. The packet transmission of good users is faster in case of the fixed range and dynamic range heuristics, which leaves more resources available for the remaining users. Fig. 5 also shows that the dynamic range heuristic outperforms both the best SNR and fixed range associations in all considered system load values. This heuristic handles well the trade-off between the interference and user share among the nodes. The dynamic range provides a gain of $70 \%$ and $17 \%$ in the cell-edge user rate and mean user rate respectively, for medium system load, compared to the best SNR heuristic.

## VII. Conclusion

In this work we have presented a theoretical framework to study the impact of cell association on the downlink performance of heterogeneous networks. We have derived an upper bound on the achievable sum rate and proposed a dynamic range extension algorithm, which outperforms the conventional cell association scheme and comes close to the theoretical limit. We have implemented the dynamic range extension in an LTE simulator and demonstrated its performance in a realistic scenario.
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