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We consider a decentralized assembly system in which a buyer purchases components from several first-tier
suppliers. We examine the dynamics of suppliers’ investments in cost-reduction initiatives over the life

cycle of a product under different procurement approaches. We model the suppliers’ investment decisions under
cost-contingent contracts, with wholesale prices determined on the basis of the prevailing component costs, as a
dynamic game in closed-loop strategies. We show that there always exists an equilibrium in which the suppliers’
investments are synchronized, that is, in each period either all suppliers invest in process improvement or no
supplier does. We also consider target-price contracts, under which the assembler announces the rate of compo-
nent cost reduction to be achieved over the product’s life cycle at the beginning of the contractual relationship.
We show that target-price contracts lead to higher investment levels and profits if the rates are properly spec-
ified. In general, the equilibrium investments of the suppliers are lower than those under centralized control.
The buyer can eliminate this inefficiency by subsidizing a certain fraction of the costs of investments. We extend
the model to a setting with two competing assemblers and knowledge spillover at the suppliers. We find that
the level of inefficiency under decentralized control decreases with increased competition and spillover rate.
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1. Introduction
Process innovation plays a major role in reducing
production costs over the life cycle of a product
(Hatch and Mowery 1998). Original equipment man-
ufacturers (OEMs) and their suppliers invest time
and money in process-improvement activities such
as lean production initiatives, inventory optimization,
and quality-improvement projects. As a result, pro-
duction costs typically decrease over the life cycle of
a product. Some of this cost reduction is reflected in
the suppliers’ selling prices to the OEMs. This paper
explores the dynamics of suppliers’ investments in
cost reduction over the life cycle of a product and how
the extent of cost-reduction activities and the result-
ing firms’ profits depend on the procurement strategy
of the OEM.
We consider a decentralized assembly system in

which a manufacturer purchases components from
several first-tier suppliers over a finite horizon repre-
senting the life cycle of a product. We model the effect
of cost-reduction initiatives by a learning model that is
parameterized by a learning rate: the cost of a compo-
nent in a given period is a decreasing convex function
of the cumulative investment in process improve-
ment achieved by its supplier. Specifically, we consider
gradual investments in process improvement (as in
Fine and Porteus 1989), a practice that is central to

Lean Production and Six Sigma Programs, rather than
a one-time large investment in technology resulting
in radical change. Baily and Farrell (2006) investi-
gate productivity growth in the U.S. auto industry
from 1987 to 2002 and find that 45% of the growth
was attributable to process improvement at assembly
plants, notably the adoption of lean manufacturing
practices. Andersson (2006) gives an example of cost
reduction from a supplier of General Motors (GM).
The supplier of a door hinge simplified the hinge
design, allowing for a stamped hinge that did not
need to be welded. This resulted in 35% savings in
the cost of the hinges for GM. As in these examples,
process improvement usually requires investment in
the form of engineering hours and other managerial
resources.
OEMs use different approaches for specifying how

purchase prices should change over the years. Baron
and Besanko (1984) identify two of these approaches—
one in which the buyer adjusts the price it pays to
its suppliers each year in response to the achieved
cost improvements and another in which the buyer
announces in advance the time path of target cost
reductions based on a prediction of a “reasonable” rate
of innovation and then keeps to this path. We refer
to the first approach as cost-contingent contracts and
to the second approach as target-price contracts. They
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differ in how they stimulate supplier investments and
how they enable the assembler to extract the bene-
fits achieved by the suppliers’ cost-reduction activi-
ties. McMillan (1990) argues that, in the auto industry,
North American manufacturers typically follow the
first approach, extracting incremental price reduc-
tions through renegotiation despite preexisting long-
term contracts. On the other hand, the author states
that Japanese manufacturers tend to follow the sec-
ond approach, setting a time path of target average
cost/price reductions for each year over several years.
We investigate the effect of these procurement con-

tracts on the dynamic investment-level decisions of
the suppliers in a decentralized assembly network.
Under cost-contingent contracts, the purchase prices
in each period are determined in a Stackelberg game
given the prevailing costs of the suppliers. We model
the investment-level decisions by the suppliers as a
dynamic game in closed-loop strategies. That is, each
supplier chooses its investment level in each period to
maximize its total profit over the remaining life cycle
given the cumulative investments of all suppliers up
to that period. We show that there exists an equilib-
rium to this game that is synchronized—that is, all
suppliers make investments in process improvement
in the same periods. This result is important not only
because it facilitates computation of the equilibrium,
but also because it conveys the insight that synergies
in cost-reduction investment efforts are important in
this setting. We also explore the factors that impact
the dynamics of cost-reduction initiatives. We show
that the timing of investments is determined not only
by the pattern of market demand but also by the
evolution of the product’s price elasticity. We also
describe how the rates of cost reduction are affected
by the relative costs of the suppliers’ components and
by the total number of suppliers in the system.
Under a target-price contract, the buyer stipulates

a time path of target cost reductions through the end
of the horizon. The suppliers keep any amount of
cost reduction beyond those stipulated in the con-
tract. We show that target-price contracts may not
necessarily induce higher levels of investments in
process improvement than cost-contingent contracts.
If the required rate of cost reduction is too high,
the suppliers may struggle to meet the targets, hurt-
ing their profit performance. If the rate is too low,
then production quantity and assembler profitability
decline. We find that a target-price contract calibrated
with the levels of cost reduction achieved under cost-
contingent contracts results in higher investment lev-
els and in higher profits for all firms. This suggests
that an appropriately designed target-price contract
should not set rates that are constant over the prod-
uct’s life cycle or equal for all suppliers, as is com-
mon in practice (for example, Milligan 2000 reports of

an automaker requesting an across-the-board 5% cost
reduction from all of its suppliers). Rather, the rates
should reflect the evolution of demand and price elas-
ticity, the size of the system, and the relative magni-
tude of each supplier’s component (the same factors
that affect the levels of cost reduction under cost-
contingent contracts).
Squeezing the suppliers, extracting much of their

achieved cost-reduction margin (as under cost-con-
tingent contracts), is engrained in the culture of
many auto manufacturers. This may be perceived
as an effective practice to increase profitability—the
manufacturer periodically renegotiates the contract
terms based on the suppliers’ achieved costs. How-
ever, implementing an appropriately designed target-
price contract may result in higher profits for the
manufacturer, increased investments in cost reduc-
tion, and a smoother relationship with the suppliers.
In general, we find that the equilibrium investments

of the suppliers under both contract types are lower
than the levels that arise when investment decisions
are centralized. The buyer can eliminate this ineffi-
ciency by subsidizing a certain fraction of the costs of
investments, a common practice in many industries.
For example, Japanese car manufacturers assist their
suppliers in planning for and realizing cost reduc-
tions (Chappell 2002), often providing them with free
consulting services. Ford Co. has also begun to build
a core network of strategic, long-term suppliers and
to establish more collaborative relationships (Brown
2006). In contrast to findings in the economics litera-
ture, which suggest that fixed-price contracts achieve
maximum cost reduction (Laffont and Tirole 1993),
target-price contracts fail to achieve the centralized
solution in our setting.
We also consider an extension to a system with

two competing assemblers. We investigate the effect
of competition and rate of knowledge spillover (trans-
fer of knowledge on process improvement to the com-
petitor’s production lines) on our results. We show
that although the structural results continue to hold,
the level of inefficiency between the decentralized and
centralized systems decreases as the rate of spillover,
the degree of competition, or the size of the competi-
tor’s market increase.
It should be noted that we consider a stylized

model of a decentralized assembly system, focusing
on aspects of dynamic investment decisions and sup-
plier management. In our setting the supply system is
specified, so issues relevant to the selection of the sup-
plier base, volume allocation among suppliers of the
same component, and quality differentiation across
suppliers do not arise in our model. In addition, when
investments at one firm are specific to a particular
relationship with a buyer, the buying firm may be
able to hold up the other—i.e., capture some of the
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value of the other firm’s investment. This leads to inef-
ficiency in the form of underinvestment and spend-
ing on protection against being held up (Grossman
and Hart 1986). In our setting, however, there is com-
plete clarity regarding how payoffs will be determined
at the time investment decisions are made. There-
fore, the issues of ex post bargaining and holdup do
not arise. Our model assumes complete information.
Therefore, our findings apply to settings in which sup-
pliers know about the cost of complementary assem-
bly parts and the assembler has information about the
suppliers’ costs. This is the case, for example, in the
automobile industry, in which suppliers need to share
technical information while their parts are designed.
Further research is needed to generalize the model
to industries for which the assumption of complete
information is not applicable (e.g., in the computer
industry extreme modularity makes extensive interac-
tion among the suppliers unnecessary).
The rest of this paper is organized as follows.

Section 2 reviews the relevant literature. Section 3
describes the model, and §4 presents the analysis for
the case of a single firm. Sections 5 and 6 present
results for the assembly systems under decentralized
and centralized investment decisions, respectively.
Section 7 considers knowledge spillover in a setting
with two competing assemblers. Section 8 concludes
the paper. The e-companion1 provides the appendices:
Appendix A contains an algorithm to compute the
investment decisions. Appendix B reports numerical
examples that illustrate the types of investment equi-
libria that can arise under closed-loop strategies. All
proofs and some intermediate results are provided in
Appendix C. Appendix D contains a supplement to
the numerical study.

2. Literature Review
Learning or increase in knowledge can stem from
both production (learning by doing, autonomous
learning) and process-improvement effort (induced
learning). Hatch and Mowery (1998), in their empiri-
cal analysis of the semiconductor industry, show that
learning in the early stages of manufacturing is a
function of the allocation of engineering resources
rather than an exogenous result of increasing produc-
tion volume. Yelle (1979) reviews learning curve mod-
els and their applications.
Following this distinction, we review analytical

models on dynamic cost reduction in two groups. The
first group considers dynamic investment in process
improvement by a single firm. Fine and Porteus (1989)
partially characterize the optimal policy in a setting
where a random amount of cost reduction is achieved

1 An electronic companion to this paper is available as part of the
online version that can be found at http://mansci.journal.informs.
org/.

as a result of the investment in each period. Kim
(2000) studies the deterministic version of this prob-
lem in a continuous time setting. The second group
considers dynamic production decisions with learn-
ing by doing in a single firm. Mazzola and McCardle
(1997) show that, in the presence of learning by
doing, the optimal production level generally exceeds
the myopic production level. Fine (1986) considers
a dynamic quality-based learning model—in which
firms may learn faster at high quality levels than at
low quality levels—to explain why high quality and
low costs may be consistent. Fine (1988) studies the
optimal machine inspection problem to improve qual-
ity. Li and Rajagopalan (1998) and Serel et al. (2003)
consider deterministic models in which the firm ben-
efits from learning by doing and process- and-quality
improvement efforts. We do not consider quality as a
different dimension in our model.
Long-term relationships with suppliers and assis-

tance in the form of subsidies and engineering sup-
port help suppliers improve their processes. Dyer
and Hatch (2006) discuss how process improvements
achieved at a supplier are relation specific and cannot
be easily transferable to other production lines. Sev-
eral papers study supplier quality-development pro-
grams analytically through static models. Zhu et al.
(2007) investigate whether the buyer or the supplier
should invest in the supplier’s quality improvement
and how that affects the lot-sizing decisions. Iyer et al.
(2005) analyze a model in which the buyer may allo-
cate some resources to help the supplier reduce pro-
duction costs but cannot observe the supplier’s effort
in cost reduction. Liu and Cetinkaya (2005) consider
a similar model in which the buyer has incomplete
information about the supplier’s quality investment
sensitivity.
Several economics papers (e.g., Lewis and Yildirim

2002) focus on how to regulate a monopolist with
unknown costs in the presence of learning by doing.
The buyer-supplier relationship has been studied by
several researchers in the context of single-period
models with cost reduction. Gupta and Loulou (1998)
study the impact of upstream cost reduction on the
equilibrium channel structures. Gupta (2008) extends
this work to the case where there is knowledge
spillover between the competitors. Gilbert et al. (2006)
show that outsourcing to an external supplier miti-
gates the price competition between two manufactur-
ers because it signals a credible commitment to not
aggressively reduce costs. Gilbert and Cvsa (2003) con-
sider whether a supplier should commit to a whole-
sale price before demand uncertainty is resolved in a
setting with a downstream manufacturer that invests
in cost reduction. Heese and Swaminathan (2006)
examine the impact of cost-reduction efforts on a prod-
uct line design problemwith component commonality.



Bernstein and Kök: Dynamic Cost Reduction Through Process Improvement in Assembly Networks
Management Science 55(4), pp. 552–567, © 2009 INFORMS 555

There is a significant body of literature on sourc-
ing policies and supplier selection mechanisms. See
Elmaghraby (2000) for a review. Elmaghraby and Oh
(2004) consider a two-period model with asymmet-
ric cost information, in which the first-period sup-
plier’s cost decreases because of learning by doing.
The authors find that the buyer is better off holding
auctions each period, rather than auctioning a long-
term contract with predetermined price reductions as
in a target-price contract.
Dynamic games have received limited attention

in the operations management literature. For some
recent work in this area, see Bernstein and Federgruen
(2004) and the references therein. We refer the reader
to Fudenberg and Tirole (2000) for an introduction to
the extensive economics literature on dynamic games.
Spence (1981) analyzes a dynamic game between
competing firms and demonstrates that the learning
curve creates entry barriers by conferring cost advan-
tages on early entrants. Curtat (1996) proves the exis-
tence of Markov equilibria (players’ actions at every
period are a function of the current state variable
only) for stochastic games that satisfy assumptions of
complementarity and monotonicity.
Also related to our work are the papers exploring

equilibrium production quantity, retail, and whole-
sale prices in supply networks with deterministic
demand. Corbett and Karmarkar (2001) study serial
systems with competing firms at each tier and char-
acterize the equilibrium of a market entry game. Carr
and Karmarkar (2005) study an assembly network in
which a component can be supplied by several firms.
The price and quantity determination in our model is
similar to theirs, with the notable difference that the
assembler is the Stackelberg leader in our model.

3. Model
We consider dynamic investment decisions over a
finite horizon in a decentralized assembly network
consisting of one assembler and M suppliers of com-
plementary components. The time horizon represents
the life cycle of the product. Periods are numbered
t = 1� � � � � T . (In the context of the auto industry, time
periods may correspond to years.) A finished product
requires one unit of a component (or a kit of compo-
nents) from each supplier.2 We assume that the sup-
pliers contract to supply the component for T periods,
and we do not take supplier cash-flow considerations
or participation constraints into account.

2 In our model, a single supplier sources each component through-
out the life cycle of the product. This is indeed the case in many
settings, for example, suppliers of critical components for Toyota
(see Chozick 2007). In general, as long as the allocation among sup-
pliers of the same component remains exogenous, our model can
accommodate this situation by having the suppliers each provide a
fraction of the demand of a component for each finished product.

The demand pattern evolves over time according to
the different stages of the life cycle of a product: intro-
duction, growth, maturity, and decline. We assume
that demand is deterministic and linear in the price
of the finished product. To capture the evolution of
demand over the product’s life cycle, we represent
demand in period t as dt�p� = qt = �at − p�/bt , where
the values of at and bt may vary across periods. The
price elasticity of this demand model is pt/�at − pt�.
Whereas bt affects only the size of the market, at affects
both the size of the market and its price elasticity. For
most products, the market size increases in the intro-
duction and growth stages, stabilizes during maturity,
and decreases in the last stage. In addition, a prod-
uct’s price elasticity usually increases starting with the
growth stage and increases further in the maturity
and decline stages as the product loses its novelty and
attracts mostly price-sensitive customers (Bijmolt et al.
2005). We restrict at to be nonincreasing in order to
reflect a nondecreasing price elasticity. We present the
analysis with the linear demand function for exposi-
tional simplicity. We also discuss which results con-
tinue to hold under the following commonly used
nonlinear demand functions (see, e.g., Talluri and van
Ryzin 2004): linear power dt�p� = ��at − p�/bt�

�, which
is convex if � < 1 and concave if � > 1, isoelastic
dt�p� = b−1

t p−1/at with at < 1, and exponential dt�p� =
b−1

t e−p/at . In all cases, demand elasticity is determined
only by (and is decreasing in) at , whereas both bt and
at determine the market size in period t.
We denote by xit the cumulative investment in pro-

cess improvement for periods 1 through t made by
supplier i, that is, xit −xi� t−1 is the incremental invest-
ment in period t, for t = 1� � � � � T and i = 1� � � � �M ,
with xi0 = 1. The production cost in period t is a
function of the cumulative investment level: vi�xit� =
vi0�xit�

−�i , where vi0 is supplier i’s component pro-
duction cost before the beginning of the contrac-
tual relationship and �i > 0 is supplier i’s learning
rate. The function vi�·� is decreasing and convex.
Specifically, v′

i�xit� = −�ivi0�xit�
−�i−1 < 0 and v′′

i �xit� =
�i��i + 1�vi0�xit�

−�i−2 > 0. (Similar models of cost
reduction through learning have been proposed in
Yelle 1979, Fine and Porteus 1989, and Mazzola and
McCardle 1997.) In addition, each supplier i incurs a
cost ki per unit of incremental investment in process
improvement made in any given period. (Investment
costs, representing dollar engineering or consulting
hours, do not vary significantly across periods. Nev-
ertheless, it is possible to extend our results to time-
dependent investment costs as long as kit/kjt does not
change with t.) A linear investment cost coupled with
a per-unit production cost that is convex decreasing
results in decreasing returns to scale in the amount
of investment, so the net effect is of the desired form.
Finally, let � < 1 be the discount factor. Table 1 pro-
vides a summary of notation.



Bernstein and Kök: Dynamic Cost Reduction Through Process Improvement in Assembly Networks
556 Management Science 55(4), pp. 552–567, © 2009 INFORMS

Table 1 Summary of Notation

xit : Cumulative investment level of supplier i in period t�

xi = �xi1� � � � � xiT �; xt = �x1t � � � � � xMt �; x = �xit �i=1�����M� t=1�����T �

Single firm:
�t �xt �: Firm profit in period t with cumulative investment xt � not

including investment costs.
�∗

t �xt−1�: Optimal profit-to-go function in period t starting with
cumulative investment xt−1�

xu
t : Unconstrained maximum of the investment problem

in period t�

x∗
t : Optimal cumulative investment level in period t�

xn
t : Optimal cumulative investment level if the firm invests only

in period t and for n periods.

Assembly system:
vi �xit �: Supplier i ’s component cost with cumulative investment xit �

ṽit : Supplier i ’s target component cost under a target-price
contract.

mit : Supplier i ’s margin in period t in the equilibrium of the
Stackelberg game.

mA t : Assembler’s margin in period t�

wit : Wholesale price paid to supplier i in period t .
qt : Production quantity in period t�

�it �xt �: Supplier i ’s profit in period t� not including investment costs.
�A t �xt �: Assembler’s profit in period t�

x̂n
t : Vector of equilibrium investment levels under a

cost-contingent contract if all suppliers invest only
in period t and for n periods.

xc
t : Vector of equilibrium investment levels in period t under

a cost-contingent contract.
xtp

t : Vector of equilibrium investment levels in period t under
a target-price contract.

4. Single Firm
We first consider a setting in which a single firm pro-
duces and sells a single component directly to the
market. The results in this section will facilitate the
analysis of the general assembly network. The firm
first makes the investment decision and subsequently
determines the retail price or selling quantity. Thus,
there are no contracting issues in this setting. We omit
subscript i. The dynamic investment decision problem
can be formulated as follows. For t = 1� � � � � T ,

	∗
t �xt−1� = max

xt≥xt−1

	t�xt� − k�xt − xt−1� + �	∗

t+1�xt��� (1)

where 	t�xt� = maxq�pt�q� − v�xt��q, x0 = 1, and
	∗

T +1�x� = 0� for all x.3 The optimal price and quantity
in each period depend only on the cost and demand
parameters in that period. That is, in period t, pt�qt� =
�at + v�xt��/2, qt = �at − v�xt��/2bt , and the profit is
given by

	t�xt� = �at − v�xt��
2/4bt�

3 The terminal value can be specified to be a nonzero constant or an
increasing concave function of x. This could change the magnitude
and timing of investments, but it would not affect the structural
results.

Differentiate 	t�xt� to obtain 	 ′
t �xt� = −�at − v�xt�� ·

v′�xt�/2bt > 0 and 	 ′′
t �xt� = �v0�xt�

−�−2��v�xt�−��+1� ·
�at − v�xt��/2bt . The last expression is nega-
tive, guaranteeing strict concavity, if and only if
�1+�/�� + 1��v�xt� < at . A sufficient condition for this
inequality is that 2v0 ≤ at . (Note that at is the largest
possible price in period t—corresponding to zero
sales—and v0 is the initial cost of the component.)
We assume, hereafter, that the latter inequality holds
for all t = 1� � � � � T . Note also that the one-period func-
tion 	t�xt� is increasing in xt .

The following result characterizes the structure of
the optimal profit-to-go function and optimal invest-
ment policy in each period t. We first define xu

t as
the unconstrained maximum of 	t�xt� − k�xt − xt−1� +
�	∗

t+1�xt�. We denote by 
x∗
t � t = 1� � � � � T � the optimal

investment path.

Proposition 1. For any t, 	∗
t �xt−1� is increasing and

concave in xt−1. In period t, it is optimal to invest up to
x∗

t =max�xu
t � xt−1�. Moreover, ��	∗

t /�x��x� = k for x ≤ xu
t

and ��	∗
t /�x��x� < k for x > xu

t .

We next characterize the solution to the firm’s
investment problem. For t0 = 1� � � � � T − 1, define xn

t0
to be the unique solution of

t0+n−1∑
t=t0

�t−t0	 ′
t �x

n
t0
�

=
⎧⎨
⎩

�1− �n�k if 1≤ n < T + 1− t0�

k if n = T + 1− t0�
(2)

The quantity xn
t0

is the (optimal) cumulative invest-
ment level reached in period t0 if no additional
investments are made in the subsequent n − 1 peri-
ods (the left-hand side in (2) is the marginal profit
from sales over n periods, and the right-hand side is
the marginal investment cost). Clearly, we have that
x∗

t−1 ≤ xu
t if and only if x∗

t = xu
t . The next result shows

that, for each t, xu
t is given by one of the cumulative

investment levels defined in (2): x1
t � x2

t � � � � � xT +1−t
t .

Lemma 1. Consider the optimal investment path

x∗

t � t = 1� � � � � T �. If positive investments are made in
periods t0 and t0 + n ≤ T , but no investments are made
in between those periods, then x∗

t0
= xu

t0
= xn

t0
. If t0 is the

last period of positive investment, then x∗
t0

= xu
t0

= x
T +1−t0
t0

.
In addition, the following property holds:

x∗
t0

= xn
t0

≤ xn−l
t0

for 1≤ l ≤ n − 1� (3)

The last statement in Lemma 1 is of interest. It states
that if it is optimal to invest in periods t0 and t0 + n,
but not in between, then investing in t0 and in any
of the intermediate periods would have resulted in
overinvestment. This may initially seem counterintu-
itive, because one would expect xn

t , the investment
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made at time t for the next n periods, to be higher
than xn−l

t , the investment made for the next n − l
periods. Although the marginal benefit of making an
investment at time t increases with n, the cost of mak-
ing a unit of investment at time t as opposed to mak-
ing the investment n periods later, given by �1− �n�k,
also increases with n. The result in (3) states that, for
the maximization problem in (1) at period t, the cost
outweighs the benefit for xn−l

t �1 ≤ l ≤ n − 1, if xn
t is

the optimal solution of the dynamic program in that
period.
Lemma 1 provides a partial characterization of the

optimal investment path—it states what the optimal
investment levels are given the optimal investment
periods. The following result allows us to determine,
inductively, the periods of investment in the optimal
solution.

Proposition 2. Suppose that x∗
t+n is the optimal

investment level in period t + n if the problem starts in
that period, for each n = 1� � � � � T − t. Then, at most one
of the inequalities xn

t < x∗
t+n, n = 1� � � � � T − t, is satisfied.

For a problem starting in period t, it is optimal to invest in
periods t and t +n0 if the inequality is satisfied for n = n0.
If no inequality is satisfied, then it is optimal to invest in
period t and in no subsequent period.

Proposition 2 states that, given solutions to the
dynamic investment problems starting in periods
t + 1� � � � � T , the problem starting in period t has
a unique feasible solution in the set 
x1

t � � � � � xT −t+1
t �

that is also optimal. (This follows from (3) and the
strict concavity of the one-period profit functions.)
Appendix A discusses a simple algorithm, based on
the result in Proposition 2, to compute recursively the
optimal investment solution.

5. Assembly System
In the assembly system, there are M suppliers, each
producing one component (or kit of components) used
in the finished product. In §5.1, we explore settings
with cost-contingent contracts, in which investments
in cost reduction are made before the wholesale prices
are established. Wholesale and retail prices and the
sales quantity are determined in a Stackelberg game
with the assembler as the leader. In §5.2, we con-
sider target-price contracts. Under a target-price con-
tract, the assembler stipulates a rate of cost reduction
for each period and announces the path of whole-
sale prices over the length of the contract. Prices and
production quantity are again determined according
to a Stackelberg game with the assembler as the
leader, based on the announced trajectory of compo-
nent costs.
Let xit denote the vector of cumulative invest-

ment level of supplier i in period t. Also, let xi =
�xi1� � � � � xiT �, xt = �x1t� � � � � xMt�, x = �xit�i=1�����M� t=1�����T ,
and x−i = �xj�j �=i.

5.1. Cost-Contingent Contracts
Under cost-contingent contracts, purchase prices are
determined contingent on the prevailing cost-reduc-
tion achievements. Specifically, suppliers determine,
at the beginning of each period, the investment level
for that period. This is followed by a Stackelberg
pricing game with the assembler as the leader. The
assembler moves first and sets its margin before the
suppliers, ensuring that it gets a larger portion of
the profit (this is consistent with the current balance
of power in the automobile industry). The sequence
of events in a period is as follows:
1. Suppliers select a level of investment in cost

reduction.
2. The assembler establishes its margin over the

variable production and procurement costs.
3. Suppliers determine their wholesale prices (by

selecting their margins).
Stages 2 and 3 determine the retail price and sales

quantity in each period. Given that a finished prod-
uct requires one unit of each component, all suppli-
ers produce and sell the same amount within each
period. In stage 1, the suppliers select the period’s
level of investment in process improvement (or, alter-
natively, the cumulative level of investment up to
and including that period) in anticipation of the sub-
sequent price/quantity Stackelberg game. (Solution
details are provided in Proposition 10 in Appendix C.)
The resulting sales quantity and wholesale prices are

qt = 1
2�M + 1�bt

(
at −

∑
j

vj �xjt�
)
�

wit = vi�xit� + 1
2�M + 1�

(
at −

∑
j

vj �xjt�
)
�

(4)

The equilibrium wholesale prices reflect the assem-
bler’s response to cost reductions under a cost-
contingent contract. A reduction in cost achieved
through investment in process improvement is fol-
lowed by a decrease in the wholesale price (note
that wit decreases if vi does). The equilibrium profit
expressions for the assembler and the suppliers are:4

	it�xt� = 1
4�M + 1�2bt

(
at −

∑
j

vj �xjt�
)2

�

	A t�xt� = 1
4�M + 1�bt

(
at −

∑
j

vj �xjt�
)2

�

(5)

4 In equilibrium, all suppliers earn the same profit before invest-
ment costs (although the marginal benefit of an increase in the
level of investment depends on each supplier’s learning rate and
initial component cost). This property is intrinsic to the assem-
bly structure, and it arises in settings with stochastic demand and
under different assumptions regarding the sequence of negotiations
between the assembler and the suppliers (see, e.g., Nagarajan and
Bassok 2002).
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While the choice of prices and selling quantity
under cost-contingent contracts is independent of any
past prices or production quantities, the suppliers’
investment decisions in stage 1 depend on the history
of investments of all suppliers. In addition, a sup-
plier’s investment in cost reduction in a given period
impacts the other suppliers’ profits in that period
(through the equilibrium selling quantity) and the
future investments and profits of all suppliers. Thus,
the investment/pricing game under cost-contingent
contracts reduces to a supplier dynamic investment
game in closed-loop strategies in which supplier i’s
profit in period t is given by 	it�x� − ki�xi − xi� t−1�.

In a dynamic game under closed-loop strategies,
players condition their play at time t on the history of
play until that date. That is, the state space at time t
includes the history from periods 1� � � � � t − 1. Under
cost-contingent contracts, in every period t, supplier i
makes an investment decision xit with information
about T , the demand trajectory, the initial component
cost, learning rate and unit cost of investment of each
supplier, and the history of investments of all suppli-
ers, given by 
xj1� � � � � xj� t−1�, j = 1� � � � �M . Supplier i’s
action space in period t is 
xit ≥ xi� t−1�.

In the game with closed-loop strategies under cost-
contingent contracts, each firm chooses its investment
level in period t given the other suppliers’ investment
levels x−i� t in that period and given the history of
investments up to period t. An equilibrium in period t
is determined by

max
xit≥xi� t−1


	it�xt� − ki�xit − xi� t−1� + �	c
i� t+1�xt��

for all i� (6)

where 	c
i� t+1�xt� is the equilibrium profit-to-go for

supplier i in period t + 1, with starting investment
vector xt . The boundary conditions are xi0 = 1 and
	c

i�T +1�x� = 0, for all i� x. Note that a closed-loop equi-
librium is subgame perfect. That is, a supplier sets
its investment level in period t with the expectation
that all firms will respond with their state-dependent
equilibrium strategies in period t + 1. We denote this
game by (C) to indicate that the assembler and the
suppliers operate under cost-contingent contracts.
To guarantee strict concavity of 	it�xt� with respect

to xit , we assume that at ≥ 2
∑

j vj0 for all t (a similar
assumption was made for the case of a single firm
in §3, requiring that the consumers’ willingness to pay
for the first unit in the market be twice as large as the
initial total cost of the components).
We first analyze the investment game in a single

period. We drop the subscript t in this setting. The
single-period profit function for supplier i is 	i�x� −
ki�xi −1�. Each supplier chooses an investment level to
maximize its profit given the other suppliers’ invest-
ment levels.

Proposition 3. The single-period investment game is
supermodular. Any equilibrium of the game satisfies the
set of equations −�1/�2�M + 1�2b���a −∑

j vj �xj ��v
′
i�xi� −

ki = 0 for all i. If, in addition, the investment level for each
supplier i is restricted to the interval

1≤ xi ≤
�1+ �i�a∑

j �1+ �i + �j�vj0
� (7)

then there exists a unique equilibrium, which we denote
by xc. Otherwise, there is one equilibrium that is (compo-
nent-wise) largest among all equilibria, which is preferred
by all firms (the suppliers and the assembler). In that case,
we denote that largest equilibrium by xc. Finally, the equi-
librium xc is increasing in a and decreasing in b and ki.

Note that the condition in (7) is sufficient to guar-
antee uniqueness of the equilibrium. Without this
restriction, there may be multiple equilibria. In that
case, the largest equilibrium Pareto-dominates all
other equilibria because it results in higher profits for
all firms. Therefore, if there are multiple equilibria,
we restrict attention to the largest equilibrium.
The last statement in Proposition 3 is intuitive—

the equilibrium investment levels decrease with the
per-unit investment cost, whereas they increase in
response to an increase in the level of demand
(through either a larger a or a smaller b). In terms
of comparative statics with respect to the initial com-
ponent cost, an increase in vi0 results in an increase
in supplier i’s investment level and a decrease in the
investment levels of all other suppliers. A larger vi0
means that supplier i supplies a larger portion of
the necessary components for the finished product—
therefore, an increase in this supplier’s investment
level makes sense. At the same time, a higher initial
component cost translates into a higher retail price
and thus a lower selling quantity, thus reducing the
other suppliers’ incentives to invest in cost reduction.
We now turn our attention to the multiperiod

dynamic investment game. In contrast to the single-
period game, which is supermodular, the multiperiod
dynamic investment game fails to exhibit a struc-
tural property to guarantee the existence of a closed-
loop equilibrium. In particular, the investment game
in closed-loop strategies may not be supermodular.
Proposition 11 in Appendix C shows that the last-
period equilibrium profit is not supermodular as a
function of the initial cumulative investment levels.
We now consider a specific example of a system with
two suppliers i and j , with T = 2, �i = 1�1, and �j =
1�3, k1 = k2 = 4, � = 0�9, v0i = v0j = 1� a = �10�10�, and
b = �1�0�09�. There are three closed-loop equilibria in
this example:
(i) xi = �1�121�1�186�, xj = �1�194�1�257�;
(ii) xi = �1�208�1�208�, xj = �1�198�1�258�;
(iii) xi = �1�125�1�187�, xj = �1�270�1�270�.
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In equilibrium (i), both suppliers invest in both peri-
ods. In equilibria (ii) and (iii), there is one supplier that
invests in both periods, whereas the other one invests
in period 1 only. If the game were supermodular, then
the set of equilibria would form a lattice (see Theo-
rem 4.2.1. in Topkis 1998). However, the component-
wise maximum of equilibria (ii) and (iii), i.e., xi =
�1�208�1�208� and xj = �1�270�1�270�, is not an equilib-
rium. Therefore, the game is not supermodular.
Despite the lack of structural properties of the

dynamic game in closed-loop strategies, we next
show that there always exists one closed-loop equi-
librium that is characterized by synchronized invest-
ments. That is, depending on the market conditions,
either all suppliers invest in cost-reduction initia-
tives in any given period or no supplier does. In the
example above, equilibrium (i) is synchronized—both
suppliers invest in both periods—whereas equilib-
ria (ii) and (iii) are not. As we discuss below, the
synchronized closed-loop equilibrium corresponds to
an equilibrium in open-loop strategies. Note that
other equilibria in closed-loop strategies may also
exist, which are not in open-loop strategies (such as
equilibria (ii) and (iii) above). We refer to Appendix B
for examples that illustrate when multiple closed-loop
equilibria may arise.
In an equilibrium under open-loop strategies, play-

ers choose time paths of actions that depend only on
time. In the investment game, each supplier i makes
its investment trajectory decision in the set �i = 
xi =
�xi1� � � � � xiT �� 1≤ xi1 ≤ xi2 ≤ · · · ≤ xiT � with information
about T , the demand trajectory, and the initial com-
ponent cost, learning rate, and unit cost of investment
of each supplier. The next result shows that, in our
setting, an equilibrium in open-loop strategies is also
an equilibrium in closed-loop strategies.

Proposition 4. In the dynamic investment game un-
der cost-contingent contracts, an equilibrium in open-loop
strategies is also an equilibrium in closed-loop strategies.

Thus, we prove the existence of a closed-loop equi-
librium by showing that one such equilibrium exists
in open-loop strategies. We refer to xc as the equi-
librium of the investment game, implemented as an
equilibrium in closed-loop strategies, that is also an
open-loop equilibrium.
We now investigate the multiperiod game under

open-loop strategies. An open-loop equilibrium
xc = �xc

1� � � � � xc
M� is such that supplier i’s strategy

xc
i ∈ �i is a best response to the other suppliers’ strate-

gies xc
−i. The best-response function of supplier i to

x−i is obtained by solving

max
xi∈�i

T∑
t=1

�t−1�	it�xt� − ki�xit − xi�t−1��� (8)

where xi0 = 1 for all i.

Given the other suppliers’ investment decisions x−i,
the optimization problem of supplier i in (8) is equiv-
alent to the single firm’s optimization problem in (1),
with 	t replaced by 	it as defined in (5)—that is, the
intercept of single firm i’s problem is at −

∑
j �=i vj �xjt�.

We established that, under a condition on the cost and
demand parameters, supplier i’s optimization prob-
lem is concave in xi (for fixed investment paths x−i).
Therefore, an open-loop equilibrium exists. Further-
more, the investment game in open-loop strategies
is supermodular. The next result shows that in any
open-loop equilibrium path, suppliers’ investments in
process improvement are synchronized.

Theorem 1. In an open-loop equilibrium of the sup-
pliers’ investment game, investments in cost reduction
are synchronized. That is, for any given period, either
all suppliers invest or no supplier does: �xc

it > xc
i� t−1� ⇔

�xc
jt > xc

j� t−1� for all i� j� and t.

The result in Theorem 1 shows that all suppli-
ers make positive investments in process improve-
ment in the same periods at equilibrium, although
their actual investment-level decisions are not nec-
essarily the same. This result conveys the insight
that synergies in cost-reduction investment efforts are
important in this setting. For example, synchronized
investments allow suppliers to coordinate their efforts
to permit technical changes that require coordination
among suppliers. The literature on learning in organi-
zations discusses other benefits to synchronous learn-
ing activities not captured in our model (see Zhao
et al. 2004).
Synchronization arises because all suppliers face

the same market conditions (i.e., if demand for the fin-
ished product goes up [down], then each component’s
demand increases [decreases]) and because there are
positive externalities across their investment deci-
sions. To illustrate, suppose that one of the suppliers
sold components to another firm, thus benefiting from
investments in cost reduction beyond those accrued in
the assembly system. Then, this supplier may be will-
ing to invest in cost reduction even toward the end of
the product’s life cycle, when demand is decreasing,
provided that the supplier’s second business bene-
fits substantially from a lower cost. Other suppliers,
however, may not enjoy the same benefits, and, con-
sequently, synchronization may not hold. Note that
facing equal market conditions alone does not imply
synchronization—this can be seen in equilibria (ii)
and (iii) above. Synchronization is also a result of
the positive externalities present across the suppliers’
decisions. That is, a supplier’s benefit from investing
in cost reduction increases if the other suppliers invest
too. This may not be the case if the game is not super-
modular. Synchronization holds even if the initial
component costs, learning rates, and unit investment
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costs differ across suppliers.5 In §7, we show that syn-
chronization holds in settings with assembler com-
petition and knowledge spillover, provided that the
suppliers face the same market conditions and that the
game is supermodular. We hereafter focus attention on
the synchronized equilibrium as the solution to (C).
Theorem 1 is instrumental in the characterization

of equilibria in the investment game. The property
allows us to decompose the multiperiod investment
game into several one-time investment games in
which each supplier’s profit is the sum of the dis-
counted profits over a given time interval. Similar to
the definition of xn

t0
for a single firm, we now con-

sider the equilibria of the one-time investment game
in which suppliers invest in period t0 and do not
make any additional investments in the subsequent
n− 1 periods (t0 +n ≤ T ). The profit of supplier i as a
function of the vector x� for starting investment level
xi� t0−1� is given by

t0+n−1∑
t=t0

�t−t0	it�x� − ki�xi� t0
− xi� t0−1� + �nkxi� t0

� (9)

As in the case of a single period, this game is also
supermodular and any equilibrium xt0

satisfies the
equations
t0+n−1∑

t=t0

�t−t0
�	it

�xi

�xt0
�=−

t0+n−1∑
t=t0

�t−t0
�at −

∑
j vj �xj�t0

��

2�M +1�2bt

v′
i�xi�t0

�

= �1− �n�ki for all i�

Following a similar argument as in Proposition 3, it
follows that the equilibrium is unique if the invest-
ment level for each supplier i is restricted to the
interval

1≤ xit ≤ �1+ �i�min
at� t = 1� � � � � T �∑
j �1+ �i + �j�vj0

� (10)

Under the restriction in (10), we denote the unique
equilibrium of the investment game (9) at period t0
by x̂n

t0
= �x̂n

1t0
� � � � � x̂n

Mt0
�. Without the restriction in (10),

there may be multiple equilibria. In that case, as in
Proposition 3, there is a largest equilibrium that is
preferred by all suppliers and the assembler. There-
fore, we restrict attention to the largest equilibrium
and denote it also by x̂n

t0
.6 (We similarly define x̂n

t0
for

n = T − t0 + 1.)

5 Note, however, that if investment costs change over time with
kit/kjt depending on t, then synhronization may not hold. A supplier
with increasing investment costs may prefer to invest early in the
product’s life cycle, whereas another supplier with decreasing costs
would be better off investing toward the end of the product’s life
cycle.
6 If the upper bounds in condition (10) are tight, then the suppliers
that reached their maximum possible investment level would not
invest any more through the end of the product’s life cycle. These
sufficient conditions to guarantee uniqueness are most useful when
the bounds are not tight.

We use the vectors 
x̂n
t �t=1�����T �n=1�����T −t+1 to charac-

terize the equilibrium of the multiperiod investment
game (C). Making use of the result in Theorem 1,
there are time periods 1 = t1 < · · · < tm in which all
suppliers make positive investments in the equilib-
rium path. These cumulative equilibrium levels are
given by xc

tr
= x̂

nr
tr

for r = 1� � � � �m, with nr = tr −
tr+1 for 1 ≤ r < m and nm = T − tm + 1. In what fol-
lows, we restrict attention to xc, the largest (or unique,
if (10) is satisfied) equilibrium path of the investment
game (C). We next show that a condition analogous
to (3) in Lemma 1 holds for the assembly system—
the interpretation here is the same as for the case of a
single firm.

Lemma 2. If xc
t0

= x̂n
t0
, then xc

t0
= x̂n

t0
≤ x̂n−l

t0
for 1 ≤ l ≤

n − 1.

The equilibrium investment levels xc and the
equilibrium investment periods can be determined
recursively using a simple algorithm, presented in
Appendix A. The algorithm produces the largest
(or unique, if (10) is satisfied) synchronized equilib-
rium of the multiperiod investment game.
The following result allows us to compare, period

by period, equilibria of investment games with differ-
ent input parameters. Because these equilibria may be
characterized by investments in different time periods
(e.g., one in periods 1, 3, and 5 and the other one in
periods 1, 4, 5, and 7, in a setting with T = 7), a direct
comparison of the equilibrium levels in each period
may not be straightforward. The result states that it
is sufficient to compare the equilibrium levels arising
from all possible one-time investment games.

Lemma 3. Consider two M-supplier dynamic invest-
ment games with different input parameters. For t =
1� � � � � T and n = 1� � � � � T − t+1, let 
x̂n

t � and 
ŷn
t � denote

the resulting equilibria of all possible one-time investment
games in each of the two problems, respectively. Further-
more, suppose that x̂n

t ≤ ŷn
t , for all t = 1� � � � � T and n =

1� � � � � T − t + 1. Then, the equilibrium path in the second
problem is no smaller, period by period, than that in the
first problem.

Similar to the results shown for the single-period
problem, each of the vectors x̂n

t0
is increasing in at for

t = t0� � � � � t0 + n − 1, and decreasing in ki and in bt

for t = t0� � � � � t0 + n − 1. Lemma 3 implies the same
comparative statics results for the equilibrium path.
Also, an increase in vi0 increases supplier i’s equilib-
rium investment path and reduces the investments
of all other suppliers, implying a higher rate of cost
reduction for the larger component suppliers and a
lower rate for the smaller component suppliers. These
observations enable us to understand how the mag-
nitude and timing of the equilibrium investments are
affected by changes in the input parameters.
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The following result shows that it is not optimal to
invest in cost reduction as the product approaches the
end of its life cycle. Furthermore, positive investments
occur in any two periods if a weighted average of the
demand levels (as measured by the at- and bt-values)
is higher in the later of the two periods. This result
assumes that investment costs do not depend on
time. If investment costs decrease significantly over
time, then suppliers may choose to invest even while
demand is decreasing.

Proposition 5. In the equilibrium investment path,
investments are made in periods t0 and t0+n, for the length
of n and m periods, respectively, if

t0+n−1∑
t=t0

�t−t0

1− �n

1
bt

≤
t0+n+m−1∑

t=t0+n

�t−t0−n

1− �m

1
bt

and

t0+n−1∑
t=t0

�t−t0

1− �n

at

bt

≤
t0+n+m−1∑

t=t0+n

�t−t0−n

1− �m

at

bt

�

where t0 + n + m < T . In addition, if at = a for all t, then
all suppliers invest in process improvement as the market
is expanding and will all stop investing in the same time
period.

To illustrate this result, we consider a setting with
two suppliers and five time periods. Fixing at = 20
for all t, b1 = 1, b4 = 0�5, and b5 = 1, we let b2 and
b3 vary so that b3 ≤ b2 ≤ b1 = 1 and 0 < b3 ≤
b4 = 0�5, thus ensuring a demand pattern in which
demand increases over the first three periods and
decreases thereafter. The three possible equilibrium
paths involve investments in period 1 only, in peri-
ods 1 and 2 only, and in periods 1–3. The case with
investments in all three periods requires a low value
of b3, which corresponds to a high demand level in
the third period. We also note that, for any fixed value
of b2, the frequency of investments increases as b3
decreases (e.g., from investments in periods 1 and 2
to investments in periods 1–3). If b2 and b3 are both
large, then demand is relatively flat over the product’s
life cycle and suppliers invest only in the first period.
As reported in Bijmolt et al. (2005), some prod-

ucts experience increased price elasticity as they enter
the maturity and decline stages of their life cycles.
If that is the case, then more irregular equilibrium
investment patterns may emerge as compared to set-
tings with constant price elasticity. Indeed, when
demand elasticity increases over the product’s life
cycle, investments in process improvement may not
occur continuously over periods of increasing market
demand. Consider, for example, the following setting:
� = 0�9, k1 = k2 = 10, v10 = v20 = 5, �1 = �2 = 1�2, a =
�20�18�16�14�14�, and b = �1�0�88�0�05�0�5�1�. Here,
demand increases over periods 1–3 and decreases in
the remaining two periods, whereas price elasticity

increases over the product’s life cycle. In equilibrium,
suppliers invest in process improvement in period 1,
do not invest in period 2, resume process improve-
ment activities in period 3, and stop investing there-
after. In this example, demand increases slowly over
the first two periods and steeply in the third period.
That is, a modest increase in demand may be offset by
increasingly price-sensitive customers, and an invest-
ment may therefore not be profitable.
Proposition 5 suggests that only the market size and

discount factor affect the timing of investment deci-
sions when price elasticity is constant. When price
elasticity is not constant, however, factors like invest-
ment costs or learning rates may affect not only
the magnitude of investments, but also their tim-
ing. In particular, to make projections regarding cost
reductions over the product’s life cycle, firms need to
be aware of the prospects for market expansion and of
the possible changes in the product’s price elasticity.
We now explore how the size of the supplier

base affects the equilibrium investment levels and
the resulting rate of cost reduction. To analyze the
effect of the number of suppliers, we assume that
all suppliers are symmetric. Let v0 be the total ini-
tial cost of components. As the number of suppli-
ers (M) changes, we assume that each supplier incurs
an initial cost of v0/M . In other words, each sup-
plier manufactures an equal-sized portion of the fin-
ished product. There are two elements that play a
role in the equilibrium investment levels and result-
ing cost reduction rates. As can be verified from (5),
the extent of double marginalization increases with
the number of suppliers, thus reducing the incen-
tives to invest in cost-reduction initiatives. At the
same time, there are diseconomies of scale in the
investment levels. To see this, consider the cases with
one and two suppliers and suppose that in both
settings total investments (across all components) in
cost reduction equal x. Comparing the resulting total
component costs, we have v0�x�−� < �v0/2��x/2�−� +
�v0/2��x/2�−� = v0�x/2�−�, implying a larger amount
of component cost reduction in the system with one
supplier, for the same aggregate level of investment x.
As a result of these two effects, equilibrium invest-
ment levels decrease as the number of suppliers
increases.
Before proceeding to the analysis of target-price

contracts, we note that all of the structural results
in this section continue to hold for general demand
functions as long as the single-period profit 	it�xt�
is strictly concave in xit . Under linear power dt�p� =
��at − p�/bt�

�, supplier i’s equilibrium profit is strictly
concave in xit if �� + 1�

∑
j vj0 ≤ at . For the isoelas-

tic demand function, dt�p� = b−1
t p−1/at with at < 1, the

condition is �i/��i − 1� ≤ at/�1 − at� for all i. For the
exponential demand dt�p� = b−1

t e−p/at , the condition is
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vi0 ≤ at for all i. The parameter conditions that guar-
antee uniqueness of an equilibrium and the paramet-
ric monotonicity results in Proposition 5 are specific
to the linear demand function.
Many car manufacturers employ cost-contingent

contracts. Although this procurement arrangement
may seem beneficial to the buyer, renegotiation of
wholesale prices in each period can have a negative
impact on the suppliers’ profitability. Indeed, Clanton
(2005) reports that, in the automobile industry, exces-
sive cost-cutting pressures have forced some suppli-
ers into bankruptcy. As a result, as reported in a
recent article in the Wall Street Journal (McCracken
and Glader 2007), some suppliers are refusing to go
along with the additional cost reductions required
by some auto manufacturers. We next explore target-
price contracts as an alternative approach to procure-
ment. The implementation of appropriately designed
target-price contracts may increase profitability for all
firms and facilitate a smoother relationship with the
suppliers.

5.2. Target-Price Contracts
We now consider an alternative approach to procure-
ment, in the spirit of Toyota’s target-price contracts
(McMillan 1990). Under this arrangement, the time
path of wholesale prices is determined in advance
based on a stipulated rate of process improve-
ment and cost reduction. Specifically, the assembler
announces the time path of production costs 
ṽit� that
it expects from each supplier i; i.e., supplier i’s unit
cost in period t must be no larger than ṽit . The whole-
sale prices, margins, and production quantity are then
determined according to a Stackelberg game with
the assembler as the leader, based on the stipulated
component costs 
ṽit�. Consequently, for period t, the
base margin of supplier i is mit = �1/�2�M + 1��� ·
�at − ∑

j ṽjt�, its wholesale price is w̃it = mit + ṽit ,
and the production quantity is qt = �1/�2�M + 1�bt�� ·
�at − ∑

j ṽjt�. (The actual unit cost achieved by sup-
plier i in period t, vi�xit�, depends on the supplier’s
cumulative investment up to that period and may be
larger or smaller than ṽit . Thus, its true margin may
be different from mit .) This formulation is equivalent
to one in which the assembler announces a time path
of wholesale prices 
w̃it� because there is a one-to-one
correspondence between the wholesale prices and the
suppliers’ production costs in the equilibrium of the
Stackelberg game.
Because wholesale prices are determined in ad-

vance, the suppliers’ investment decisions decouple.
That is, each supplier’s profit is independent of the
other suppliers’ actions. Supplier i chooses xit in
period t in order to maximize its profit:

	
tp
it �xi� t−1� = max

xit≥xi� t−1
�w̃it − vi�xit��qt − ki�xit − xi� t−1�

+ �	
tp
i� t+1�xit��

where 	
tp
i� t+1�xit� is the profit-to-go for supplier i in

period t + 1, with initial investment level xit . The
results for the single firm developed in §4 apply to
the optimization problem of each supplier. In addi-
tion, the synchronization result in Theorem 1 holds
for target-price contracts.
In practice, target-price contracts typically set the

time path of wholesale prices based on a cost trajec-
tory that follows a constant percentage cost reduc-
tion in each period.7 These rates are independent of
the prevailing market characteristics (e.g., demand
volume) and of the configuration of the system
(e.g., number of suppliers). That is, the unit cost in
time period t is expected to decrease by a certain per-
centage � from that in period t − 1, leading to

ṽit = �1− ��t−1 vi0� � ∈ �0�1� (TP(��)

Under a target-price contract, each supplier keeps
all of the savings from cost reduction beyond those
stipulated in the contract, as opposed to keeping only
a fraction of the cost savings under cost-contingent
contracts. This suggests that the investment levels
resulting from a target-price contract should be higher
than those under cost-contingent contracts. We show
below that this intuition does not always hold. In par-
ticular, whether target-price contracts lead to higher
investment levels depends on the demand model and
on the specific contract parameters.

Proposition 6. For linear and linear-power demands,
the equilibrium investment path under �TP���� is higher
than the one that arises under cost-contingent contracts for
any �. For isoelastic and exponential demands, the equi-
librium investment path under �TP���� is higher [lower]
than that under cost-contingent contracts for sufficiently
high [low] �.

In addition to its impact on the investment lev-
els, the specific rate of cost reduction has implica-
tions for the profit performance of all firms. Low
values of � lead to high wholesale prices and low
sales quantities—this may hurt the assembler and the
suppliers. Indeed, if the target rate of cost reduction is
not high enough, the assembler’s profit may be lower
than under cost-contingent contracts. On the other
hand, high values of � (i.e., aggressive cost-reduction
requirements) result in significantly lower wholesale
prices, allowing the assembler to charge a low retail
price and thus increase sales. This may cause deteri-
oration in the suppliers’ performance and may even
result in negative profits for some of them.
Depending on the cost trajectory and on the suppli-

ers’ ability to reduce costs through process improve-
ment, target-price contracts may hurt the profit

7 In the automobile industry, the rate is typically anywhere between
3% and 7% (see Clanton 2005).
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performance of the suppliers, the assembler, or the
whole supply chain. Thus, the choice of the time path
of cost reductions is critical for a successful imple-
mentation of target-price contracts. (McMillan 1990
argues that firms should specify target-price contracts
based on a “reasonable” rate of cost reduction.) We
next propose an alternative approach for specifying
the trajectory of suppliers’ cost reductions that favors
all firms—a target-price contract in which the stipu-
lated rates of cost reduction are calibrated with those
that arise under cost-contingent contracts. We denote
this contract as (TP), under which the target costs are
specified as ṽit = vi�x

c
it�. The resulting wholesale price

and quantity equal those that are the outcome of the
Stackelberg game under the cost-contingent contract.
Here, in contrast to (C), the path of wholesale prices
is determined at the beginning of the contractual rela-
tionship. We next show that (TP) is more efficient than
a cost-contingent contract for all firms in the system.

Proposition 7. For any of the demand models consid-
ered, the equilibrium investment path and all firms’ profits
under �TP� are greater than or equal to those under cost-
contingent contracts.

Setting the rates of cost reduction equal to those
that arise under cost-contingent contracts ensures
that the wholesale prices and assembler’s profit are
the same under (TP) and (C). At the same time, the
wholesale prices under (TP) are not contingent on the
actual component costs, so suppliers earn any incre-
mental benefits of investment. The result is that (TP)
leads to strictly higher investment levels and profits
for all suppliers under all demand functions, except
for the exponential model (in that case, investment
levels and profits remain equal to those under (C)).
Therefore, a target-price contract stipulating some-
what higher cost reduction rates than those arising
under (C) would result in higher investment levels,
a higher sales volume, and higher profits for all firms.
This is the case even for the exponential demand
model because the effect of a decrease in wholesale
prices is offset by a larger increase in the sales volume.
Consequently, target price paths calibrated with

the levels of cost reduction achieved under cost-
contingent contracts can serve as a guideline for the
efficient design of target-price contracts. This sug-
gests that target-price contracts should not require the
same cost-reduction rates for all suppliers or be con-
stant throughout the product’s life cycle. Because the
rate of cost reduction under a cost-contingent con-
tract depends on the evolution of demand over the
product’s life cycle (market size and price elasticity),
target cost reductions should evolve in a similar way
(as opposed to being constant over the product’s life
cycle). In particular, under cost-contingent contracts,
suppliers invest in process-improvement activities as

demand increases. Therefore, the target cost-reduction
rates should typically be higher in earlier periods and
decrease toward the end of the product life cycle.
As discussed in §5.1, there are a number of factors
that affect the equilibrium investment levels and the
resulting rate of cost reduction under cost-contingent
contracts. In particular, equilibrium investment lev-
els decrease as the number of suppliers increases.
Also, the rate of cost reduction of a relatively larger
component supplier is higher than that of a smaller
component supplier. These observations suggest that
a properly specified target-price contract must con-
sider the dynamic effects of cost-reduction initiatives
along the product’s life cycle, stipulating rates that
evolve according to market demand and that are sen-
sitive to changes in the product’s price elasticity. Also,
the rates should depend on the number of suppliers
in the system and on their individual characteristics
(e.g., relative cost of components, investment costs).

6. Centralized Investment Decisions
We now consider a system in which investment levels
are chosen to maximize total supply chain profit. The
problem consists of

max
xi∈�i

T∑
t=1

�t−1

(
	A t�xt� +

M∑
i=1

�	it�xt� − ki�xit − xi� t−1��

)
�

Let x∗ denote the vector of optimal centralized invest-
ment levels. The conditions (10) guarantee joint con-
cavity of the total supply chain profit. We assume
that these conditions hold. We compare the optimal
investment levels that arise under centralized deci-
sion making with the equilibrium investment levels in
the decentralized systems under cost-contingent and
target-price contracts.

Theorem 2. (i) x∗ > xtp ≥ xc, where xtp and xc are the
equilibrium investment paths under �TP� and �C�, respec-
tively.
(ii) If at = a for all t, then the timing of investments is

the same under centralized and decentralized control.

Theorem 2 holds for linear as well as for the non-
linear demand models considered earlier. Because
the suppliers’ profits are only a fraction of the total
supply chain profit, the decentralized equilibrium
investment levels never reach those that are opti-
mal when investment decisions are centralized.8 One

8 Laffont and Tirole (1993) argue that, in a setting with a single sup-
plier producing an indivisible project, fixed-price contracts (similar
to target-price contracts) induce the centralized investment levels.
In their model, the production quantity is the same under a fixed-
price contract and under centralized control. In contrast, in our
setting, the production quantity depends on the wholesale prices
and is therefore different under target-price contracts and under
centralized investment decisions.
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way to achieve the centralized investment levels in
a decentralized setting is to offer assistance to the
suppliers in the form of subsidies for cost-reduction
initiatives. In the automobile industry, for example,
many car manufacturers offer assistance by providing
free consulting services (see Chappell 2002). Specif-
ically, under cost-contingent contracts and for linear
demand, by subsidizing a 2M/�2M + 1� fraction of
each supplier’s expenses in cost-reduction initiatives,
each supplier incurs a share of its investment costs
that equals its share of supply-chain profit before
investment costs. Thus, the equilibrium investment
levels with subsidies equal the optimal investment
levels. (The optimal subsidy rates for the nonlin-
ear demand models are also constant over time and
depend only on the number of suppliers.)
Not all subsidies are equally effective. Whereas

sharing the monetary costs of investments (e.g., with
a reimbursement mechanism) would lead to increased
supplier investments, providing consulting time for
free without tying it to a proportional effort by the
supplier would not. In this case, a subsidy would
serve only as a substitute for a supplier’s own cost-
reduction efforts. In our setting, the assembler should
require a supplier to supplement every hour spent by
the consultants with at least 1/2M hours of the sup-
plier’s own engineers and managers.
To compare the firms’ performance across the three

regimes, we conducted a set of experiments with lin-
ear demand and the following 96 parameter combina-
tions: M ∈ 
2�3�, T ∈ 
3�4�5�, � ∈ 
0�9�0�95�, at = 20,
or at = 20 − 2�t − 1� for all t, b = �1�0�1�0�5�, b =
�1�0�5�0�1�0�5�, or b = �1�0�5�0�1�0�1�0�5�, k1 = k2 =
k ∈ 
2�5� for all i� v0i = 5 for all i and �i = 1�1 or
�i = 1 + 0�1i for all i. These parameters describe set-
tings with two and three suppliers, various lengths
of the product’s life cycle, and various discount rates.
In addition, the numerical study considers both the
cases of constant and increasing price elasticity, as well
as symmetric and asymmetric learning rates. In all
cases, demand increases in the first few periods and
decreases toward the end of the product’s life cycle.
Finally, we consider both low and high investment
costs.
We find that, on average, total supply chain profit

under cost-contingent contracts is 16.4% lower than
under centralized investment decisions. Target-price
contracts reduce this gap to an average of 11.3%.
In addition, supplier profits are, on average, 16%
higher under (TP) than under (C). Factors that tend
to exacerbate the inefficiency of cost-contingent con-
tracts are a higher number of suppliers, higher values
of ki, and increases in demand price elasticity over
the product’s life cycle. In addition to comparing the
investment levels, Theorem 2 states that the timing
of investments is the same across the three regimes

when the price elasticity of demand is constant. This
may not be the case in settings with increasing price
elasticity. We find that in four scenarios with increas-
ing price elasticity, suppliers invest more frequently
under centralized decisions than under either decen-
tralized regime. For example, for M = 3, T = 3, k = 2,
� = 0�9, �i = 1�1� i = 1�2�3, a = �20�18�16�, and b =
�1�0�1�0�5�, optimal centralized investments occur in
periods 1 and 2, whereas suppliers invest only in
period 1 under (TP) and (C). This is a manifestation
of double marginalization specifically related to the
multiperiod setting.

7. Competing Assemblers and
Knowledge Spillover

In this section, we consider a system in which there
are two competing assemblers purchasing from the
same suppliers with knowledge spillover between
the suppliers’ production lines. Assemblers A and B
compete in the same market with demand functions
qjt�pA� pB� = �ajt −pj +ctpi�/bt� i� j ∈ 
A�B�, j �= i, where
ct < 1 and the values of ajt� bt , and ct may vary across
periods.
We assume that two components are required to

assemble each final product, i.e., M = 2� A supplier’s
cost for the same component may be different for each
assembler. (In the auto industry, for example, the sup-
pliers of subassemblies and major components have
separate production lines for each manufacturer.) The
suppliers engage in process-improvement activities
for the production line corresponding to Assembler A.
Some of this knowledge may spill over to the produc-
tion line for Assembler B. This is modeled by intro-
ducing a parameter � ∈ �0�1 to reflect the fraction of
cost reduction achieved for Assembler A’s component
that spills over to Assembler B’s component. (Dyer
and Hatch 2006, argue that, in the automobile indus-
try, process-improvement efforts at a supplier’s pro-
duction line are usually not transferable from another
production line because of the relationship-specific
nature of the investments and other barriers to knowl-
edge transfer. Then, presumably, the value of � may
be quite low in practice. Here, we allow for any value
0≤ � ≤ 1.)
The component production cost for supplier i in

period t is a function of the cumulative investment
level in the production line of Assembler A, viA�xit� =
vi0�xit�

−�i and viB�xit� = vi0 − ��vi0 − viA�xit��. We
assume that ajt ≥ v10 + v20 for j = A�B and all t.
The sequence of decisions in each period under cost-
contingent contracts is similar to that with a monop-
olist assembler. First, suppliers make their investment
decisions, which determine the costs of the compo-
nents. Second, the assemblers announce their mA t

and mB t margins simultaneously. Third, the suppliers
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announce their margins �m1A t�m1B t� and �m2A t�m2B t�.
The sum of costs and margins determines the equilib-
rium prices and quantities.
We also consider settings in which Assembler A

establishes target-price contracts with the suppliers
while Assembler B continues to operate under cost-
contingent contracts. Assembler A initially stipulates
target cost-reduction rates based on the equilibrium
path that arises under cost-contingent contracts. In
each period, the suppliers first make investment deci-
sions. Then, the assemblers announce their margins
mA t and mB t simultaneously. Finally, the suppliers
announce their margins for product B, m1B t and m2B t .
In the decentralized setting, each supplier makes
investment decisions to maximize her profit includ-
ing investment costs. The centralized investment lev-
els maximize total profits related to Assembler A’s
production line.

Proposition 8. (i) Under cost-contingent contracts,
the cost-reduction investment game is supermodular. In
addition, the synchronization result holds.
(ii) Under both cost-contingent and target-price con-

tracts, the suppliers’ investment levels increase as the
spillover rate � increases.
(iii) If ct > 0� then the centralized investment levels are

strictly decreasing in �.

Because of the additional benefits of investing in
process improvement in one production line, a sup-
plier’s investment level increases as the spillover rate
increases. From Assembler A’s centralized perspec-
tive, however, an increase in � results in a further
decrease in the production cost of product B, reduc-
ing the marginal benefit of making an investment. The
result in Proposition 8(i) may not hold if a supplier
sold components to both assemblers while the other
supplier sold components to only one of the assem-
blers. In that case, the suppliers’ investment decisions
may no longer be strategic complements. Moreover,
the timing of the suppliers’ investments may not be
synchronized if the assemblers’ demand patterns dif-
fer significantly.
We replicate the 48 cases with M = 2 in the numer-

ical study reported in §6 for the following param-
eter combinations: � ∈ 
0�0�2�0�4�, ct = c ∈ 
0�0�3�,
aA t = at , where the at-values are as specified earlier,
and aB t = 
0�8�1�1�2� × aA t to represent symmetric
and asymmetric market sizes for the two assemblers.
In this study, increased � results in higher profits for
the suppliers and Assembler B because of the addi-
tional reduction in the suppliers’ component costs,
but lower profit for Assembler A because Assembler B
can produce a more cost-competitive product.
We also compare the level of inefficiency in the

decentralized system (with respect to centralized
investment decisions) to the case of a monopolistic

assembler. In that setting (i.e., � = 0, c = 0, and M = 2),
target-price contracts are more efficient than cost-
contingent contracts: the average gap with the profit
of the centralized system is 5.4% under (TP) and
8.1% under cost-contingent contracts. As � and c
increase, the level of inefficiency decreases. For exam-
ple, the inefficiency gaps under target-price and cost-
contingent contracts are, respectively, 4.8% and 7.0%
for � = 0�2, c = 0, 2.6% and 3.6% for � = 0�2, c = 0�3,
and 2.2% and 2.8% for � = 0�4, c = 0�3. For a
given �, an increase in c implies stronger competi-
tion downstream, so each unit of cost reduction is
followed by a steeper decrease in retail prices and,
therefore, incrementally higher sales volumes. For a
given c, an increase in � translates into lower costs for
Assembler B’s production line and therefore increased
marginal benefits for the suppliers, increasing their
investment levels (see Proposition 8). At the same
time, centralized investment levels decrease with �,
so the gap narrows. While the incremental benefit of
target-price contracts over cost-contingent contracts,
relative to the centralized system, declines as � and c
increase, subsidies remain as an alternative to further
increase investment levels.
The subsidy rates that induce centralized invest-

ment decisions exhibit significantly different proper-
ties in this setting. Recall that the subsidy rate in the
case of a monopolist assembler with two suppliers
is 80% (i.e., 2M/�2M + 1�� throughout the product’s
life cycle. In a setting with competing assemblers,
if either � > 0 or ct > 0� then the subsidy rate varies
across periods and depends on the demand trajectory
(described by aA t� aB t� bt� ct) and the spillover rate �.
In the numerical study, we find that the subsidy rate
decreases with factors that increase the competitor’s
benefits from process improvement, such as higher
values of �, ct , and aB t/aA t � If aB t , �, or ct increase,
then the suppliers’ profits from selling to Assembler B
increase and so do their investment levels, which in
turn reduces the need for subsidies by Assembler A.
In the numerical study, subsidies in this setting var-
ied from as low as 60% to up to 80%, indicating the
importance of understanding the market dynamics in
designing subsidies for more complex systems.

8. Conclusions
This paper presents a novel framework to investigate
the dynamics of cost reduction in decentralized sup-
ply networks, in which suppliers invest in process-
improvement activities. We consider two approaches
to procurement. In the first one, the wholesale prices
in each period are determined contingent on the cost
of components in that period. In the second one,
under so-called target-price contracts, the assembler
announces a priori a periodic rate of cost reduction
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that it expects from its suppliers, and the wholesale
prices are determined based on this rate.
In settings with cost-contingent contracts, we show

that there exists an equilibrium in closed-loop strate-
gies that is synchronized—that is, all suppliers invest
in cost reduction in the same periods. In addition,
we explore the factors that impact the dynamics of
cost-reduction initiatives. In particular, we show that
the timing of investments is determined by the evolu-
tion of market demand and the product’s price elas-
ticity. We also find that the levels of cost reduction
and the associated cost-reduction rates are affected
by the number of suppliers and their relative initial
component costs. Under target-price contracts, it is
important to establish an appropriate rate of cost
reduction that is supplier specific and that evolves
over time according to the various stages of the
product’s life cycle. Overly aggressive target rates
may hurt the supplier’s profitability, whereas low
rates result in smaller production quantity and lower
profit for the assembler. We find that a target-price
contract calibrated with the levels of cost reduction
achieved under cost-contingent contracts results in
higher investment levels and in higher profits for
all firms. Therefore, the observations regarding the
factors that affect the magnitude and timing of cost
reductions under cost-contingent contracts can serve
as a guideline for the design of target-price contracts.
We then compare the levels of cost reduction

achieved under both contracts with those under cen-
tralized decision making. In the decentralized system,
suppliers underinvest in cost-reduction initiatives and
may invest less frequently. The assembler can allevi-
ate these inefficiencies by subsidizing a certain por-
tion of the investment activities. We finally consider
a system with two competing assemblers and knowl-
edge spillover. Although system inefficiency is lower
with increased competition and increased knowledge
spillover, the latter has a negative impact on the
profit of the assembler involved in cost reduction.
In this setting, designing subsidies to induce central-
ized investment levels requires a careful analysis of
the market dynamics. In general, understanding the
behavior of complex supply networks in a dynamic
setting is relevant for the management of supplier
relationships in all industries.

9. Electronic Companion
An electronic companion to this paper is available as
part of the online version that can be found at http://
mansci.journal.informs.org/.
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