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ABSTRACT

Since the advent of nationally representative public-opinion polls in the 1930s,
millions of Americans have been queried about their political opinions. Until
recently, however, it was very rare for respondents to be asked more than a few
policy questions, rendering dimension-reduction techniques such as item-response
models inapplicable at the individual level. Instead, scholars have been largely
constrained to analyzing individual question series, which have uneven continuity
and availability over time. In this paper, we develop a dynamic group-level
item-response model that overcomes these limitations. Rather than estimating
opinion at the individual level, our Bayesian approach estimates mean opinion in
groups defined by demographic and geographic characteristics. Opinion change
over time is accommodated with a dynamic linear model for the parameters
of the hierarchical model. The group-level estimates from this model can be
re-weighted to generate estimates for geographic units. This approach enables
scholars to measure latent variables across geographic space and over time in a
unified framework. As a result, it opens up vast new areas of research on public
opinion and representation using the full array of public opinion data from the
past 80 years.
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1. INTRODUCTION

Since the advent of commercial public-opinion polling in the 1930s, millions of Americans

have been surveyed on their political opinions, yielding a wealth of information on the polit-

ical attitudes of the American public over the past eight decades. Political scientists’ ability

to take full advantage of this information, however, has been hampered by two limitations

of the data. First, until recently, each survey typically included only a handful of politi-

cal questions, thus ruling out individual-level dimension-reduction techniques such as factor

analysis. Second, few questions have been asked in comparable fashion across many polls,

making it difficult to evaluate opinion change over time. This sparseness of the survey data

has forced scholars to restrict their focus either to the small number of academic surveys with

many questions or to the few question series asked consistently over time. These difficulties

are particularly acute when the target of inference is subnational opinion, for which small

sample sizes present an additional problem.

Because of these challenges, applied studies of state politics have typically relied on

measures that crudely proxy for their quantity of interest and that often ignore variation

over time and within subnational units. For example, the most widely used state-level

measures of citizens’ policy liberalism are based either on the weighted average of the scaled

roll call votes of elected officials (Berry et al., 1998, 2010) or on time-invariant measures of

respondents’ ideological self-identification (Erikson, Wright and McIver, 1993). The recent

advent of online polls with large samples and many policy questions has made it possible to

derive more direct and accurate measures of subnational policy liberalism (Tausanovitch and

Warshaw, 2013), but of course these measures cannot be extended back to the 20th century.
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Our goal in this paper is to introduce a measurement strategy that overcomes these ob-

stacles. Our approach allows researchers to use survey indicators to estimate the distribution

of latent traits such as policy liberalism at the subnational level, within a framework that

simultaneously accounts for cross-sectional and over-time variation. The model we develop

builds upon several recent statistical advances in modeling public opinion.

The first is item-response theory (IRT), a statistical framework for dichotomous votes or

survey responses that can be interpreted as an operationalization of the spatial utility model

(Clinton, Jackman and Rivers, 2004; Jessee, 2009; Bafumi and Herron, 2010). We depart

from the conventional IRT framework by estimating (latent) opinion not at the individual

level, but rather at the level of groups defined by demographic and geographic characteristics

(Mislevy, 1983; Lewis, 2001; McGann, 2014). In addition to yielding major computational

savings, moving to the group level allows us to use survey data from respondents asked only

a single question, vastly increasing the amount of usable data.

Second, we embed the group-level IRT model in a multilevel framework, modeling the

group means hierarchically so as to “borrow strength” from demographically and geograph-

ically similar groups (Fox and Glas, 2001; Tausanovitch and Warshaw, 2013). Third, to

accommodate opinion change over time, we allow the hierarchical parameters to evolve ac-

cording to a dynamic linear model, thus borrowing strength across time as well (Martin and

Quinn, 2002; Jackman, 2005; Linzer, 2013). Finally, the time-specific estimates of average

group opinion may then be weighted and aggregated to produce dynamic opinion estimates

for states or other geographic units (Gelman and Little, 1997; Park, Gelman and Bafumi,

2004). Estimating the model with the Bayesian simulation program Stan permits easy cal-

culation of posterior point estimates and their associated uncertainty (Stan Development
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Team, 2013).

Our approach has substantial advantages over existing methods. It shares with individual-

level IRT models the benefits of using many indicators for a given construct (Ansolabehere,

Rodden and Snyder, 2008), but a group-level approach is much more computationally ef-

ficient and can incorporate vastly more data because a given respondent need only answer

a single question. Our model’s dynamic structure naturally accommodates opinion change

over time, a central focus of public opinion research (e.g., Stimson, 1991; Page and Shapiro,

1992). Unlike Stimson’s “mood” algorithm, however, our approach is derived from an explicit

individual-level model that accommodates cross-sectional and over-time differences as well

as sampling variability in a unified framework (cf. Enns and Koch, 2013; see also McGann,

2014).

This modeling framework is quite general and can be applied to a wide variety of dynamic

latent constructs. It is most valuable when computational or data limitations make an

individual-level model difficult or impossible to estimate. We demonstrate the usefulness of

our framework in Section 5, using it to estimate the average policy liberalism of U.S. state

publics in each year between 1972 and 2012. Additional applications to state-level support

for the New Deal in the 1936–52 period and state-level confidence in the U.S. Supreme

Court 1965–2010 are provided in Appendices B and C. Many other applications are also

possible, including modeling cross-national opinion dynamics, inferring voter preferences

from electoral data, and estimating the average ideal points of party caucuses in Congress

or state legislatures (Bailey, 2001; Lewis, 2001).

Our paper proceeds as follows. First, we discuss the problem of data sparseness in public

opinion surveys in more detail. We then review existing approaches to modeling public
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opinion and the strengths and weakness of each. Next, we derive and explain our dynamic

group-level IRT model of latent opinion. We then present our application of the model

to estimating policy liberalism in U.S. states between 1972 and 2012. We conclude with

potential extensions and applications of our approach.

2. THE PROBLEM OF SPARSE OPINION DATA IN SURVEYS

An enormous amount of survey data is available to public opinion researchers. Millions of

Americans have taken public opinion surveys since the 1930s. Moreover, the available survey

data is not limited to the United States. Public opinion surveys have been conducted for

decades in most developed countries.

Most of these surveys, however, contain only a handful of political questions, especially

those pertaining to policy preferences. The sparseness of policy questions in most surveys

largely precludes the use of respondent-level dimension-reduction techniques on the vast ma-

jority of available public opinion data. This problem is particularly problematic for studies

of representation because most academic surveys prior to the 2000s had very small sample

sizes. Thus even when enough questions are available to apply dimension-reduction tech-

niques, small samples and uneven geographic coverage make it difficult to generate accurate

estimates of subnational (e.g., state) opinion.

As an illustration of the problem of data sparseness, consider Figure 1. Each cell in this

figure represents the intersection of a public-opinion poll and a unique question series related

to attitudes towards New Deal liberalism (only questions asked in the same form across at

least two polls are included). The cells’ shading indicates whether questions were asked in a
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Figure 1: Availability of question series by poll, 1936–1952

particular poll and, if so, how many total questions the poll included. Not only was it rare

for a poll to ask more than a couple of policy-relevant questions (the maximum number in

this Figure 1 is 8), but the same question was typically asked in at most two polls, often

closely spaced in time.

Unfortunately, the problem of data sparseness is not restricted to mid-20th century survey

data. Most modern surveys continue to ask only a handful of policy questions. Figure 2

shows the number of policy questions related to about 50 salient economic and social policy

issues across over 450 surveys between 1976 and 2012. Academic surveys such as the National

Election Survey and Cooperative Congressional Election Study (CCES) have 15 or 16 policy

questions. But most surveys from media organizations such as Gallup and the New York

Times have just a few questions on public policy issues. Moreover, they only have one or

two questions related to other latent quantities, such as confidence in the Supreme Court or
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Figure 2: Availability of question series by poll, 1976–2012

political knowledge. The sparseness of the data has made it difficult for political scientists

to take full advantage of the wealth of historical public-opinion data that is available.

3. EXISTING APPROACHES TO MODELING PUBLIC OPINION

The measurement model we expound in this paper to overcome these challenges draws upon

three important approaches to modeling public opinion: item response theory, multilevel

regression and poststratification, and dynamic measurement models. In this section, we

treat each approach in turn, briefly summarizing the literature and our model’s relationship

to it.

Item response theory (IRT) was originally developed as a means of estimating subjects’

ability (or other latent trait) from their responses to categorical test questions (Lord and

Novick, 1968). In the field of public opinion, IRT models have been used to generate mea-
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sures of political knowledge (Delli Carpini and Keeter, 1993) and, more recently, to estimate

the respondents’ latent positions in ideological space. Notwithstanding the lack of constraint

in mass issue attitudes noted by Converse (1964) and others, IRT models have been shown to

generate useful low-dimensional summaries of citizens’ political preferences that are highly

predictive of other important political attitudes and behavior (Treier and Hillygus, 2009;

Tausanovitch and Warshaw, 2013). IRT models have also been used to estimate the pol-

icy ideal points of legislators and other political elites (Bailey, 2001; Martin and Quinn,

2002; Clinton, Jackman and Rivers, 2004; Shor and McCarty, 2011), sometimes in the same

ideological space as ordinary citizens (Jessee, 2009; Bafumi and Herron, 2010).

Like other dimension-reduction methods, such as additive scales or factor analysis, IRT

models benefit from the reduction in measurement error that comes from using multiple

indicators of a single construct (Spearman, 1904; Ansolabehere, Rodden and Snyder, 2008).1

Yet IRT models also offer a number of methodological advantages over alternative methods.

In particular, IRT models can be motivated by an explicit spatial utility model appropri-

ate for dichotomous data (Clinton, Jackman and Rivers, 2004, 356), a feature not shared

by factor analysis, which assumes multivariate normality of the manifest variables.2 The

growing accessibility of Bayesian simulation methods has further increased the range of IRT

models, allowing easy characterization of the uncertainty around any parameter estimates

or functions thereof (Jackman, 2000).3

1Accurate estimation of individual-level ability parameters requires that each subject answer many questions,
typically at least 15 (see, e.g., Jessee, 2009).

2If multivariate normality is not a reasonable approximation, as in the case of binary response variables,
“conventional factor analysis can produce biased preference estimates” (Treier and Hillygus, 2009, 684). For
a comparison of the utility models underlying factor analysis and ideal-point estimation, see Brady (1990).

3By contrast, classical factor analysis does not provide uncertainty estimates for the factor scores, though
see Quinn (2004) and Jackman (2009, 438–53) for Bayesian implementations of factor analysis.
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The second methodological approach we draw upon in this paper is multilevel regression

and poststratification (Gelman and Little, 1997; Park, Gelman and Bafumi, 2004). MRP

was developed as a method for estimating subnational (e.g., state) opinion from national

surveys. The idea behind MRP is to model respondents’ opinion hierarchically based on

demographic and geographic predictors, partially pooling respondents in different states to

an extent determined by the data. The smoothed estimates of opinion in each demographic

cell are then weighted to match the cells’ proportion in the population, yielding estimates

of average opinion in each state. Subnational opinion estimates derived from this method

have been shown to be more accurate than ones based on alternative methods, such as

aggregation across polls (Lax and Phillips, 2009b; Warshaw and Rodden, 2012; but see

Buttice and Highton, 2013 for a cautionary note).

MRP was originally developed to estimate average opinion on particular questions (e.g.,

support for gay marriage, as in Lax and Phillips, 2009a), but it can also be applied to latent

constructs, such as those measured by IRT models. Tausanovitch and Warshaw (2013) do

just this, combining IRT and MRP models to estimate the ideology of states, legislative

districts, and cities over the past decade. Their approach, however, can only be applied

under quite specific conditions. First, it requires that each individual survey respondent be

asked a large number of issue questions. This means that it would not be applicable to earlier

eras when each survey tended to include at most a handful of policy questions. Second, it

requires substantial computational resources to estimate the latent ideology of hundreds of

thousands of individuals. Finally, Tausanovitch and Warshaw’s approach does not directly

model changing public opinion over time. The method proposed in this paper offers a much

more efficient way to model public opinion at the state or district level. Moreover, it allows
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us to easily model the evolution of public opinion at the subnational level.

The third strand of scholarship that we build upon is the literature on dynamic mea-

surement models, a broad class of models designed to make inferences about one or more

dynamic latent variables. Early political-science applications by Beck (1989) and Kellstedt,

McAvoy and Stimson (1996) modeled such aggregate constructs as presidential approval and

U.S. monetary policy. Several more recent applications have taken an explicitly Bayesian

approach to dynamic measurement using dynamic linear models (DLMs). Examples include

Martin and Quinn’s (2002) dynamic estimation of the ideal points of Supreme Court jus-

tices, Jackman’s (2005) dynamic model of vote intention over the course of a campaign, and

Linzer’s (2013) state-level presidential forecasting model. Rather than interpreting DLMs as

structural models whose parameters are of interest in themselves, these Bayesian applications

tend to use them as convenient means of smoothing estimates over time.

Our work is also closely related to the literature on “public policy mood” that originated

with Stimson (1991). Works in this tradition use Stimson’s Dyad Ratios algorithm to esti-

mate changes in public preferences for government activity (i.e., left-liberalism). Mood is an

inherently aggregate concept, and most studies of mood are concerned only with change over

time, not cross-sectional differences (e.g., Bartle, Dellepiane-Avellaneda and Stimson, 2011,

267).4 Recently, however, Enns and Koch (2013) have combined the Dyad Ratios algorithm

with MRP to generate state-level estimates of policy mood.

As McGann (2014) observes, however, the Dyad Ratios algorithm has several unappeal-

4See Stimson (2002), however, for an insightful exploration of the micro-foundations of mood. In this piece,
Stimson factor-analyzes the General Social Survey, which between 1973 and 1996 asked each respondent a
number of spending questions. Using the average of the factor scores in each year as a micro-level measure
of mood, Stimson shows that micro-level and aggregate measures of mood are very highly correlated across
time.
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ing features, most notably its ideological asymmetry and its lack of a grounding in a coherent

individual-level model. As an alternative, he proposes a group-level IRT model for national

mood that is similar to the approach we take in Section 4.5 Unlike the Dyad Ratios algo-

rithm, McGann’s model has clear individual-level microfoundations, though like most studies

of mood, he uses it to model only over-time changes in national opinion. By contrast, our dy-

namic group-level IRT model, derived in the following section, accommodates cross-sectional

and over-time variation within a common framework.

4. A DYNAMIC HIERARCHICAL GROUP-LEVEL IRT MODEL

In this section, we describe our dynamic measurement model. Our aim is to use data from

large number of polls, each including as few as one survey question, to make inferences about

opinion in demographically and/or geographically defined groups at a given point in time.

The group estimates may be of interest in themselves, or their weighted average may be

used to estimate opinion in states or other geographic units. To understand the logic of the

model, it is helpful to derive it step by step, beginning with the group-level IRT model.

4.1. Group-Level IRT Model

The conventional two-parameter IRT model characterizes each response yij ∈ {0, 1} as a

function of subject i’s latent ability (θi), the difficulty (αj) and discrimination (βj) of item

5We derived our model independently of McGann (2014), building instead on Mislevy’s (1983) earlier work
on IRT models for grouped data.
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j, and an error term (eij), where

yij =



















1, if βjθi − αj + ǫij > 0

0, otherwise.

(1)

If ǫij is assumed to be i.i.d. standard normal, then the probability of answering correctly is

given by the normal ogive IRT model:

Pr[yij = 1] = pij = Φ(βjθi − αj) (2)

where Φ is the standard normal CDF (Jackman, 2009, 455; Fox, 2010, 10).

Accurate estimation of θi requires data on many subjects, each of whom answers many

items (Lewis, 2001, 277). Unfortunately, only a small minority of public opinion surveys

contain enough items to make estimation of θi remotely plausible. As Lewis (2001) and

others have noted, however, it is often possible to make inferences about the distribution of

θi even when individual-level estimation is impossible. We rely particularly on the work of

Mislevy (1983), who derives group-level representations of various IRT models that permit

group means to be estimated even if each individual answers only a single question (for a

recent application in political science, see McGann, 2014). The essential idea is to model the

θi in group g as distributed normally around the group mean θ̄g and then marginalize over

the distribution of abilities.6

6For evidence that voter preferences are distributed normally (though not necessarily homoskedastically)
within states and congressional districts, see Kernell (2009). Since our real interest is estimating the average
opinion in different demographic groups, the individual abilities are mere nuisance parameters for us. In
this respect, we share similarities with Bailey (2001) and especially Lewis (2001), who propose methods
of estimating ideal points from relatively few responses that involve marginalizing over the distribution of
individual abilities. These methods, however, require at least a half-dozen responses per individual, whereas
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To derive the group-level representation of the normal ogive model, it is helpful to repa-

rameterize it as

pij = Φ[(θi − κj)/σj], (3)

where κj = αj/βj and σj = β−1
j (Fox, 2010, 11). In this formulation, the item threshold

κj represents the ability level at which a respondent has a 50% probability of answering

question j correctly.7 The dispersion σj, which is the inverse of the discrimination βj,

represents the magnitude of the measurement error for item j. Given the normal ogive

IRT model and normally distributed group abilities, the probability that randomly sampled

member of group g correctly answers item j is

pgj = Φ[(θ̄g − κj)/
√

σ2
θ + σ2

j ], (4)

where θ̄g is the mean of the θi in group g, σθ is the within-group standard deviation of

abilities, and κj and σj are the threshold and dispersion of item j (Mislevy, 1983, 278). See

Appendix A for a formal derivation of Equation 4.

Rather than modeling the individual responses yij, as in a typical IRT model, we instead

model sgj =
∑ngj

i yi[g]j, the total number of correct answers to question j out of the ngj

responses of individuals in group g (e.g., Ghitza and Gelman, 2013). Assuming that each re-

spondent answers one question and each response is independent conditional on θi, κj, and σj,

the number of correct answers to item j in each group, sgj, is distributed Binomial(ngj, pgj),

where ngj is the number of non-missing responses. In Section 4.4, we relax the assumption

respondents are often asked only a single question in the survey data we use.
7In terms of a spatial model, κj is the cutpoint, or point of indifference between two choices.
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that each respondent answers only one question.

4.2. Hierarchical Model for Group Means

As stated in Equation 4, the group-level IRT model generates estimates of the average

ability in each group. The number of groups whose opinion can be estimated using this

model, however, is very limited due to the sparseness of the survey data, which leads to

unstable or even undefined group-level estimates. In fact, the only previous political-science

application of a group-level IRT model (McGann, 2014) considers only a single group, the

British public, and is based entirely on aggregate rather than individual-level data. In

addition to precluding subnational opinion estimation, modeling a single group means that

the model considers only over-time opinion variation and ignores cross-sectional variation,

which tends to be much larger.

A natural way to deal with the sparseness problem is to smooth the group-level estimates

by modeling them hierarchically using a multilevel model.8 Letting θ̄ indicate the vector

of group means, ξ an intercept common to all groups, X the matrix of observed group

characteristics, γ the vector of hierarchical coefficients, and σθ̄ the standard deviation of

group means, the hierarchical linear model for the group means can be written as:

θ̄ ∼ N (ξ +Xγ, σ2
θ̄). (5)

If we let it vary by time period, the intercept ξt captures opinion dynamics that are common

8See Gelman and Little (1997) on multilevel modeling as a solution to sparse opinion data, and Bailey (2001)
and Fox and Glas (2001) on hierarchical IRT models.
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to all units. We parameterize ξt separately to emphasize the tendency for public opinion in

different groups to move in parallel according to the national “mood” (Stimson, 1991; Page

and Shapiro, 1992).

The matrix X may include geographic identifiers, demographic predictors, or interactions

thereof. For example, if groups are defined by the intersection of State, Race, and Gender,

the groups means could be modeled as an additive function of intercepts for each state as

well as each racial and gender category. To the extent that there are many members of

group g in the data, the estimate of θ̄g will be dominated by the likelihood. In the opposite

case of an empty cell, θ̄g will be shrunk all the way to the linear predictor. In this sense,

the hierarchical model functions as an imputation model for individuals for which data are

missing, either because they were not sampled or because their responses were coded as NA

(e.g., “don’t knows”). The model thus automatically generates estimates for all groups, even

those with no observed respondents.

4.3. Dynamic Model for Hierarchical Parameters

To estimate opinion change across time, we could simply estimate Equation 5 anew in each

time period. This is essentially what Enns and Koch (2013) do to generate the state-specific

question marginals they feed into the Dyad Ratios algorithm (which then smooths the data

over time). Such approach is not feasible for an IRT model, which would perform very

poorly in years with few questions and force years with no data to be dropped from the

analysis. At the other extreme, we could constrain the hierarchical coefficients in Equation 5

to be constant across time. This approach too is unappealing, especially for long time series,

14



because it is insensitive to changes in the predictiveness of group characteristics (e.g., the

emergence of a gender gap in opinion over time).

A third alternative is to smooth the hierarchical coefficients across time, thus striking

a balance between the strong assumption that the model is constant over time and the

equally strong assumption that opinion is independent across periods (Martin and Quinn,

2002, 140). A natural way to do this is via a dynamic linear model (DLM), the Bayesian

analogue to the frequentist Kalman filter (Harvey, 1989; West and Harrison, 1997; Jackman,

2009, 471–2).9 Smoothing latent-variable models reduces temporal variability, leading to

more efficient estimates and generally improving the predictive performance of the model

(Armstrong et al., 2014, 303–04).

DLMs can be very complex, but a simple model generally suffices for the purpose of

pooling information across time. The simplest DLM is a local-level model, which the param-

eter estimate for a given period serves as the prior expected value for the parameter in the

following period (a so-called “random walk” prior). We use the following local-level model

for the intercept ξt:

ξt ∼ N (ξt−1, σ2
γ). (6)

The innovation variance σ2
γ determines the weight of the data in period t relative to t−1.10 If

there are no new data in period t, then the transition model in Equation 6 acts as a predictive

9Political scientists have applied Bayesian DLMs to such problems as estimating the ideal points of Supreme
Court justices (Martin and Quinn, 2002), vote intention over the course of a campaign (Jackman, 2005;
Linzer, 2013), presidential approval (Beck, Jackman and Rosenthal, 2006), and opinion on individual issues
(Voeten and Brewer, 2006; Shirley and Gelman, 2014). For examples of political science applications of the
Kalman filter, see Beck (1989), Green, Gerber and De Boef (1999), Green, Palmquist and Schickler (2004),
and Baum and Kernell (2001).

10Unlike many applications (e.g., Martin and Quinn, 2002), which treat the innovation variance as a tuning
parameter, the innovation variances in our model are estimated from the data.
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model, imputing an estimated value for ξt (Jackman, 2009, 474). We use an analogous local-

level DLM to model the evolution of hierarchical coefficients that correspond to demographic

predictors such as gender or race:

γdemo
t ∼ N (γdemo

t−1 , σ2
γ). (7)

For coefficients corresponding to geographic predictors such as state, we write the model

more generally so as to permit the optional inclusion of geographic-level covariates (for an

exposition of this model, see Jackman, 2009, 471–72). Including geographic-level covariates

pools information cross-sectionally among demographically similar geographic units, which

can improve the efficiency of geographic effect estimates (Park, Gelman and Bafumi, 2004).

Let γgeo
t denote a vector of S geographic effects (e.g., state-specific intercepts), and let Zt be

an S × H matrix of corresponding to H geographic-level covariates (e.g., State Proportion

Evangelical/Mormon). The transition equation for γgeo
t is

γ
geo
t ∼ N (γgeo

t−1δt + Ztηt, σ2
γ), (8)

where δt is a scalar and ηt an H-vector of coefficients. Thus the γ
geo
t are modeled as a

weighted combination of their value in the previous period (γgeo
t−1) and the attributes contained

in Zt, with weights δt and ηt, respectively. To the extent that geographic effects are stable

and well-estimated, the over-time pooling represented by δt will tend to dominate the cross-

sectional pooling captured by ηt.

We use local-level transition models for all other time-varying parameters: the coefficients
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in Equation 8 (δt and ηt), the standard deviation of group means (σθ̄,t), and the standard

deviation of abilities within groups (σθ,t). We model the standard deviations on the log scale,

as in:

σθ,t ∼ lnN (ln(σθ,t−1), σ2
σ), (9)

where lnN indicates the lognormal distribution and the innovation variance σ2
σ is a parameter

to be estimated.

4.4. Respondent Weights

Before we present the complete model, we add one further extension, which is to allow for

respondent-level weights. Weights may be required for two reasons. The first is to adjust for

unequal response probabilities within groups. Many surveys include such weights, derived

from known sampling probabilities and/or from a post-hoc weighting method such as post-

stratification. Second, weights may also be used to account for multiple responses per survey

respondent. If not accounted for, such respondent-level clustering leads to underestimates

of the uncertainty surrounding the group means.

We deal with both kinds of weights using the following procedure. First, we estimate a

“design effect” dgt for each group g and period t:

dgt = 1 + (
sdgt(wi[gt])

avegt(wi[gt])
)2, (10)

where wi[gt] is the sampling weight of individual i, and the average and standard deviation
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are taken across respondents in group g in period t (see Ghitza and Gelman, 2013 for a

similar design effect calculation). Then, we calculate adjusted sample sizes n∗

gjt ≤ ngjt, using

the formula

n∗

gjt = ⌈

ngjt
∑

i=1

1

ri[gt]dgt
⌉, (11)

where ri[gt] is the number of questions respondent i answered and ⌈·⌉ is the ceiling function.11

If each individual in group g answers one question (ri[gt] = 1, ∀i) and there is no within-group

variation in weights (dgt = 1), then n∗

gjt =
∑ngjt

i=1 1 = ngjt. However, the adjusted sample

size decreases to the extent that there are multiple responses per individual or variation in

weights. Next, we take the weighted mean of each group’s responses to item j:

ȳ∗gjt =

ngjt
∑

i=1

wi[gt]yi[g]jt
ri[gt]

/

ngjt
∑

i=1

wi[gt]

ri[gt]
. (12)

Finally, we replace the raw sums sgjt with the weighted sums s∗gjt = [n∗

gjtȳ
∗

gjt], where [·] is

the nearest integer function.12

As can be seen in Equation 12, each response yi[g]jt is weighted by i’s sampling weight

(wi[gt]) divided by the number of questions i answered (ri[gt]). As a consequence, i’s total

weight across all ri[gt] items i answered is ri[gt] ×
wi[gt]

ri[gt]
= wi[gt]. In other words, each respon-

dent’s total contribution to the estimate of θ̄gt is determined by their sampling weight, not

by how many questions they answered. Further, group g’s total sample size across all items

j in period t is
∑

i wi[gt], the weighted sum of the period-specific number of respondents in

11We round to conform to the binomial probability distribution, and use the ceiling function to avoid a
sample size of 0. Ghitza and Gelman (2013) do not round because their non-Bayesian approach allows for
quasi-likelihood functions such as non-integer binomials.

12Here our approach departs from the formula reported by Ghitza and Gelman (2013, 765), who instead
write s∗gjt = ngjtȳ

∗

gjt. In personal correspondence with us, Ghitza and Gelman confirmed that the ngjtȳ
∗

gjt

in the paper is a typo and should be n∗

gjtȳ
∗

gjt instead (Gelman, 2013).
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the group.

4.5. The Full Model

We are now in a position to write down the entire model. Adding the indexing by t, the

group-level IRT model is

s∗gjt = Binomial(n∗

gjt, pgjt), (13)

where

pgjt = Φ[(θ̄gt − κj)/
√

σ2
θ,t + σ2

j ]. (14)

The time-indexed hierarchical model for the vector of group means is

θ̄t ∼ N (ξt +Xtγt, σ2
θ̄,t). (15)

Note that the only parameters in the model that are not indexed by t are the item parameters

κj and σj, which are constrained to be constant across time. Substantively, this corresponds

to the requirement that the item characteristic curves mapping item responses to the latent

θ space do not change over time. This constraint has the benefit of bridging the model across

time, allowing latent opinion estimates in different periods to be compared on a common

metric. In many contexts, however, in may make sense to relax this constraint, a possibility

discussed in Section 6.1.
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4.6. Identification, Priors, and Estimation

IRT models must be identified using restrictions on the parameter space (e.g., Clinton,

Jackman and Rivers, 2004). In the case of a one-dimensional model, the direction, location,

and scale of the latent dimension must be fixed a priori. To fix the direction of the metric, we

code all question responses to have the same polarity (e.g., higher values as more liberal), and

restrict the sign of the discrimination parameter βj to be positive for all items. Following Fox

(2010, 88–9), we identify the location and scale by rescaling the item parameters α and β. In

each iteration m, we set the location by transforming the J difficulties to have a mean of 0:

α̃
(m)
j = α

(m)
j −J−1

∑J
j=1 α

(m)
j . Similarly, we set the scale by transforming the discriminations

to have a product of 1: β̃
(m)
j = β

(m)
j (

∏

j β
(m)
j )−1/J . The transformed parameters α̃j and β̃j

are then re-parameterized as κj and σj, which enter into the group-level response model (see

Equation 4). For most parameters, we employ weakly informative priors that are proper but

provide relatively little information.13 We estimated the model using the program Stan, as

called from R (Stan Development Team, 2013; R Core Team, 2013).14

13The first-period priors for all standard deviation parameters are half-Cauchy with a mean of 0 and a scale
of 2.5 (Gelman, 2007; Gelman, Pittau and Su, 2008). The difficulty and discrimination parameters are
drawn respectively from N (0, 1) and lnN (0, 1) prior distributions and then transformed as described
above. All coefficients not modeled hierarchically are drawn from distributions centered at 0 with an
estimated standard deviation, except δt=1 and ηt=1, which are modeled more informatively as N (0.5, 1)
and N (0, 10) respectively. Note, however, that δt does not enter into the model until t = 2 (when the first
lag becomes available), and thus its value in t = 1 serves only as a starting point for its dynamic evolution
between the first and second periods.

14Stan is a C++ library that implements the No-U-Turn sampler (Hoffman and Gelman, Forthcoming),
a variant of Hamiltonian Monte Carlo that estimates complicated hierarchical Bayesian models more
efficiently than alternatives such as BUGS. In general, 4,000 iterations (the first 2,000 used for adaptation)
in each of 10 parallel chains proved sufficient to obtain satisfactory samples from the posterior distribution.
Computation time depends on the number of groups, items, and time periods; run times for the models
reported in this paper ranged between a day and several weeks.
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4.7. Weighting Group Means to Estimate Geographic Opinion

The estimates of the yearly group means θ̄gt may be of interest in themselves, but they are also

useful as building blocks for estimating opinion in geographic aggregates. As Park, Gelman

and Bafumi (2004, 2006) demonstrated and others (Lax and Phillips, 2009b; Warshaw and

Rodden, 2012) have confirmed, weighting model-based group opinion estimates to match

population targets can substantially improve estimates of average opinion in states, districts,

and other geographic units. Poststratification weighting may be used if the joint population

distribution of the variables that define groups is known, but other methods such as raking

may be applied if for some variables only the marginal distributions are available (Lumley,

2010, 135–54).

A major advantage of simulation-based estimation is that it facilitates proper accounting

for uncertainty in functions of the estimated parameters. For example, the estimated mean

opinion in a given state is a weighted average of mean opinion in each demographic group,

which is itself an estimate subject to uncertainty. The uncertainty in the group estimates

can be appropriately propagated to the state estimates via the distribution of state estimates

across simulation iterations. Posterior beliefs about average opinion in the state can then be

summarized via the means, standard deviations, and so on of the posterior distribution. We

adopt this approach in presenting the results of the model in the application that follows.
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5. APPLICATION AND VALIDATION: U.S. POLICY LIBERALISM, 1972–2012

Having derived and explained our model, we now turn to demonstrating its usefulness and

validity. In this application, we use our model to estimate state domestic policy liberalism

in each year between 1972 and 2012. This quantity of interest is very similar to the concept

of “public policy mood” modeled by Stimson (1991), Enns and Koch (2013), and McGann

(2014), among others. The primary difference is that mood is a more relative concept—

should the government be doing “more” or “less” than it currently is (e.g., Stimson, 2012,

31). By contrast, we conceive of policy liberalism as a construct that can be compared

in absolute terms over time, independent of the policy status quo. The main practical

consequence of this definitional distinction is that we include only data based on questions

that refer to specific policy outcomes (e.g., Should the government guarantee health care to

all citizens?) rather than policy changes (e.g., Should access to government-provided health

care be expanded?).

Policy liberalism is also related to ideological identification, which is typically measured

with a categorical question asking respondents to identify themselves as “liberal,” “mod-

erate,” or “conservative.” Because they have been asked in standardized form in a very

large number of polls, ideological identification questions have been the most widely used

survey-based measures of state liberalism (Erikson, Wright and McIver, 1993, 2006). While

an important construct in its own right, “symbolic” ideological identification is conceptu-

ally and empirically distinct from “operational” ideology expressed in the form of policy

preferences (Free and Cantril, 1967; Ellis and Stimson, 2012). That our model generates dy-

namic survey-based estimates of policy liberalism is thus an important advance over existing
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approaches.

Our data for this application consist of survey responses to 47 domestic policy questions

spread across 350 public-opinion surveys fielded between 1972 and 2012. The questions

cover traditional economic issues such as taxes, social welfare, and labor regulation, as well

as topics like gun control, immigration, and environmental protection. For conceptual clarity

and comparability with policy mood, this application includes only questions for which the

“liberal” answer involved greater government spending or activity.15 The responses of over

570,000 different Americans are represented in the data.

We model opinion in groups defined by states and a set of demographic categories (e.g.,

race and gender). In order to mitigate sampling error for small states, we model the state

effects in the first time period as a function of state Proportion Evangelical/Mormon. The

inclusion of state attributes in the model partially pools information across similar geo-

graphical units in the first time period, improving the efficiency of state estimates (e.g.,

Park, Gelman and Bafumi, 2004, 2006). We drop Proportion Evangelical/Mormon after the

first period because we found that the state intercept in the previous period tends to be

much more predictive than state attributes.

To generate annual estimates of average opinion in each state, we weighted the group

estimates to match the groups’ proportions in the state population, based on data from the

U.S. Census (Ruggles et al., 2010). Figure 3 maps our estimates of state policy liberalism in

1976, 1986, 1996, and 2006. The cross-sectional patterns are generally quite sensible—the

most conservative states are in the Great Plains, while New York, California, and Mas-

15For example, questions about restricting access to abortion were not included. Stimson (1999, 89–91) notes
that the temporal dynamics of abortion attitudes are distinct from other issues, at least before 1990.
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1976 1986

1996 2006

Figure 3: Average state policy liberalism, 1976–2006. The estimates have been re-centered
and standardized in each year to accentuate the color contrasts.

sachusetts are always among the most liberal states. Moreover, Figure 3 confirms that the

states have remained generally stable in their relative liberalism, consistent with Erikson,

Wright and McIver’s (2006; 2007) finding that state publics have been stable in terms of

ideological identification. According to our estimates, only a few states’ policy liberalism

has shifted substantially over time. Southern states such as Mississippi and Alabama have

become somewhat more conservative over time, while states in New England have become

somewhat more liberal.
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5.1. Cross-Validation

The use of multilevel modeling to smooth subnational opinion estimates across cross-sectional

units has been well validated (Lax and Phillips, 2009b; Warshaw and Rodden, 2012; Tau-

sanovitch and Warshaw, 2013). A more innovative aspect of our model is the DLM for the

parameters of the hierarchical model, which pools information across time in addition to

cross-sectionally. Although a number of political science works have employed similar tem-

poral smoothing methods (e.g., Martin and Quinn, 2002; Jackman, 2005; Park, 2012; Linzer,

2013; Wawro and Katznelson, 2013), their application to dynamic public opinion has not

been validated as extensively as multilevel modeling has. One noteworthy potential concern

about our approach to dynamics is that even though the θ̄gt are re-estimated in each period,

smoothing the hierarchical coefficients across periods dampens the estimates’ sensitivity to

rapid opinion changes (e.g., a sharp conservative turn in a specific state), especially in years

when the data are thin.

To investigate this possibility, we designed a cross-validation study that compared the

performance of our approach (the pooled model) to one in which the intercept and coefficients

of the hierarchical model are estimated separately in each period (the separated model).16

Specifically, we took a validation set approach (James et al., 2013, 176–8) in which 25%

of respondents in each group-year were sampled to created a training dataset.17 We used

the training data to estimate both the pooled model and the separated model. Based on

16To keep the comparison transparent and minimize computation time (which was still very lengthy), we
defined groups by state only, with no demographic covariates. We also restricted the time period covered
to 1976–2010.

17We sampled 25% rather than splitting the sample equally because we wanted to compare the models’
performance when data are relatively sparse, and secondly to leave enough out-of-sample data to generate
precise estimates of bias, MAE, and RMSE.
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the parameter estimates from each model, we calculated the predicted proportion of liberal

responses to each item in each group-year:

p̂gjt = Φ[(ˆ̄θgt − κ̂j)/
√

σ̂2
θ,t + σ̂2

j ]. (16)

To evaluate the out-of-sample performance of each model, we compared each predicted

proportion with the proportion of liberal responses in the other 75% of the data, generating

the prediction error for each of the N item-group-year triads:

êgjt =
s∗gjt
n∗

gjt

− p̂gjt. (17)

We contrasted the two models in terms of three metrics: bias (N−1
∑

êgjt), mean absolute

error (N−1
∑

|êgjt|), and root-mean-square error (
√

N−1
∑

ê2gjt). We replicated the whole

process 10 times, thus producing 10 out-of-sample estimates of bias, MAE, and RMSE for

each model.

As Table 5.1 indicates, the pooled model is clearly superior to the separated model in

terms of bias, MAE, and RMSE. Though the differences (expressed in percentage points)

are not large, the pooled model strictly dominates the separated in every replication but

one. The improvement in efficiency is to be expected given that the pooled model borrows

strength from adjacent periods. That the pooled model exhibits less bias—in fact, is nearly

unbiased when averaged across replications, in contrast to the liberal bias of the separated

model—is perhaps more surprising, given that Bayesian smoothing shrinks estimates away

from the (unbiased) maximum likelihood estimate. The explanation is that the coefficient
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Separated Model Pooled Model Diff. in Magnitude
Rep. Bias MAE RMSE Bias MAE RMSE Bias MAE RMSE

1 0.50 13.37 18.71 0.21 13.08 18.36 0.29 0.29 0.35
2 0.43 13.31 18.58 0.11 13.02 18.23 0.31 0.29 0.35
3 0.26 13.46 18.80 0.00 13.17 18.44 0.26 0.29 0.36
4 0.13 13.44 18.76 −0.26 13.13 18.40 −0.13 0.31 0.36
5 0.53 13.35 18.64 0.24 13.07 18.32 0.28 0.29 0.32
6 0.36 13.37 18.79 0.01 13.11 18.46 0.35 0.26 0.33
7 0.22 13.50 18.86 −0.10 13.20 18.49 0.12 0.30 0.37
8 0.50 13.43 18.76 0.28 13.17 18.44 0.22 0.26 0.32
9 0.15 13.40 18.78 −0.14 13.11 18.42 0.01 0.30 0.35
10 0.42 13.36 18.72 0.21 13.06 18.37 0.21 0.30 0.35

Mean 0.35 13.40 18.74 0.06 13.11 18.39 0.19 0.29 0.35

Table 1: Out-of-sample bias, MAE, and RMSE of the separated and pooled models across
10 cross-validation replications. The rightmost panel reports the difference in magnitude
between the models (e.g., |Biasseparated| − |Biaspooled|). All values are expressed in terms of
percentage points.

estimates in the separated model are shrunk as well, but towards the cross-sectional mean

rather than towards their value in the previous period.

In summary, the cross-validation results corroborate the value of pooling the hierarchical

coefficients over time via a dynamic linear model. Temporal smoothing results not only in

greater efficiency but also in less bias than estimating the hierarchical model separately by

period, at least in this application. Thus for the general purpose of measuring opinion over

time, pooling appears to be the better choice. Nevertheless, the separated model may be

preferable in certain circumstances, such as when one wishes to estimate abrupt opinion

changes within a demographic group or geographic unit.
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5.2. Construct Validation

The split-sample validation approach shows that our pooled model dominates a separated

model where the intercept and coefficients of the hierarchical model are estimated separately

in each period. However, it only partially speaks to the ability of our model to accurately

estimate state and national-level policy liberalism. To further assess our estimates’ validity

as a measure of policy liberalism, we examine their correlation with measures of several

theoretically related constructs (a procedure Adcock and Collier, 2001 refer to as “construct

validation”).

First, we examine the cross-sectional correlation between our measure of policy liberalism

and Democrats’ presidential vote share. While presidential election results are not a per-

fect measure of citizens’ policy preferences (Levendusky, Pope and Jackman, 2008; Kernell,

2009), a variety of previous scholars have used presidential election returns to estimate state

and district preferences (Ansolabehere, Snyder and Stewart, 2001; Canes-Wrone, Brady and

Cogan, 2002). Thus, to the extent that policy attitudes predict presidential partisanship, a

high correlation with Democratic presidential vote share would suggest that our estimates

are accurate measures of states’ policy preferences. Figure 4 shows that there is indeed

a strong cross-sectional relationship between our estimates of state policy liberalism and

presidential vote share between 1972 and 2012.18 Moreover, the relationship increases in

strength over time, mirroring the growing alignment of policy preferences with partisanship

and presidential voting at the individual level (Fiorina and Abrams, 2008, 577–82).

18We find a similarly strong relationship between our estimates of state policy liberalism and estimates of
state ideology from exit polls.
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Figure 4: Relationship between policy liberalism and Democratic presidential vote share,
1972–2012.

While the strong relationship with presidential vote share demonstrates the cross-sectional

validity of our measure, it does not provide information about the ability of our model to

detect changes in the mass public’s preferences over time. Presidential votes are ill-suited

for this task since partisan vote shares could ebb and flow for reasons unrelated to changes

in the policy liberalism of the American public. For instance, parties could nominate a

low-valence candidate, or there could be an incumbency advantage for presidents running

for a second term. To validate the over time validity of our estimates, we turn to Stimson’s

“public policy mood”, which is explicitly designed to measure changes in the mass public’s

policy preferences over time (Stimson, 1991).19 Of course, we should not expect a perfect

correlation between policy liberalism and mood since they are measuring different concepts.

19Enns and Koch (2013) use a similar validation strategy for their measures of state-level mood.
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Mood is focused on whether the government should be doing “more” or “less” than it cur-

rently is (e.g., Stimson, 2012, 31). In contrast, our measure of policy liberalism is an absolute

measure of the public’s preferences for government spending or activity that is not explicitly

tied to the status quo.
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Figure 5: Relationship between national policy liberalism and policy mood, 1972–2012.

Despite these theoretical differences between policy liberalism and Stimson’s mood, the

national trends in both measures look very similar. The most liberal period for both mood

and policy liberalism was around 1990, while the most conservative period was around 1980.

Moreover, both mood and our measure of policy liberalism show a marked shift to the

ideological right after 2008. The only major divergence between the two scales is in the early

2000s. However, note that Stimson’s mood estimates are quite inefficiently estimated during
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this period. Overall, the correlation between policy liberalism and Stimson’s mood is 0.67,

which further validates the ability of our model to detect over time changes in latent public

opinion.

6. POTENTIAL EXTENSIONS TO THE MODEL

An advantage of our framework is that our model can (and should) be modified to suit

particular analytic purposes. Here, we consider three such possibilities: time-varying item

parameters, heterogeneous within-group variances, and a multidimensional latent space. We

sketch ways of implementing these extensions to our model and describe applications where

they might be useful.

6.1. Time-Varying Item Parameters

One possible extension to the model would be to allow the item parameters for each question

to evolve over time. The assumption of a constant mapping between the latent θ space and

the response probabilities is very useful because it justifies the comparability of estimates

over time.20 For certain items, however, it is clearly implausible, especially with regard to

the difficulty parameter αj.
21

20Other dynamic IRT models, notably Martin and Quinn (2002), achieve comparability over time via a
different route. In their Supreme Court application, no cases are repeated and so are not available to
bridge across time. Rather, their estimates are comparable across time under the random-walk assumption
for the innovation of ideal points and the prior distributions for the item parameters. Other approaches,
such as Poole and Rosenthal’s (2007) DW-NOMINATE, bridge by constraining ideal-point change to be a
polynomial function in time. For an example of cross-period bridging using repeated items, see Asmussen
and Jo (2011).

21Questions gauging support for gay marriage are an obvious example. While these questions may discrim-
inate well between liberals and conservatives at any point in time, the long-term liberal trend on these
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One possibility is to specify a local-level transition model for αj,t:

αj,t ∼ N (αj,t−1, σ2
α). (18)

Based on our experimentation with this model, we have found that it helps to identify the

model if the difficulty innovation variance σ2
α is defined in terms of σ2

γ, as in σα = σγ/10.

Substantively, the ratio of σα to σγ encodes prior beliefs about the magnitude of item-

specific change across periods relative to aggregate change in θ̄gt. The downside of allowing

αj,t to vary by period is a substantial increase in the number of parameters and as well as

in the computational burden of the model. In addition, by altering the mapping between

manifest responses and latent opinion, the evolution of item difficulties also complicates

the interpretation of opinion estimates from different periods. Whether these additional

complexities are worthwhile depends on the application.

6.2. Heteroskedasticity Across Groups

As defined in this paper, our model allows θ̄gt to vary across groups and time but con-

strains the distributions of θi[gt] within groups to be homoskedastic within each period

(σθ,gt = σθ,t, ∀g). This may be misleading if some demographic groups are more hetero-

geneous than others. For example, in many states African Americans may have more ho-

mogenous political preferences than other racial groups, particularly if whites and Hispanics

questions is not shared by other policy questions. Rather, this issue appears to be governed by idiosyncratic
long-term dynamics. Ideally, one would want to account for such issue-specific trends while still allowing
the issue to inform cross-sectional differences as well as short-term fluctuations in liberalism.
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are categorized together, as they often are. It is also possible that, over time, demographic

groups may become more or less internally diverse. Heterskedasticity of either form may be

accommodated by allowing σθ,t to vary across groups as well as time.22

The simplest heteroskedastic specification of the model would simply estimate group-

specific values of σθ,t. However, for the same reasons that it makes sense to model θ̄gt as a

function of group covariates, it may also be advantageous to model the σθ,gt. One possible

approach is a variance-function regression, which models the variance of the error term as a

function of covariates, possibly the same ones as used to model the mean (Park, 1966; see

Western and Bloome, 2009 for a Bayesian implementation). One common specification is a

log-normal regression. So, for example, the vector of within-group variances of θi could be

modeled as

σ2
θ ∼ lnN (Xλ, σ2

σθ
), (19)

where X is a matrix of group characteristics (including an intercept), λ is a vector of co-

efficients, and σ2
σθ

is the prior variance of σ2
θ on the log scale. In addition to potentially

providing a better fit to the data, the group variance vector σ2
θ might be of substantive

interest for its own sake.

22On a side note, it would also be possible to allow the variance of the response-level error term eij (Equation
1), which currently has a standard normal distribution, to vary across groups. This would be equivalent
to the approach of Jessee (2010) and Lauderdale (2010), who use such heteroskedasticity to allow for some
individuals to behave more “spatially” than others. While the specification would be slightly different,
both their approach and the one outlined above would have a similar effect of inflating the denominator
of the group-level IRT model (Equation 14) with an additional variance component.

33



6.3. Multidimensionality

A third natural extension to the model would be to allow for multiple latent dimensions.

The question of whether the issue attitudes of the mass public are best modeled with one

or multiple dimensions, or possibly none, is an old one and not easily resolved. Between the

extremes of unidimensionality (e.g., Jessee, 2009; Tausanovitch andWarshaw, 2013) and little

structure at all (e.g., Converse, 1964) lie studies that identify two or three latent dimensions

(e.g., Poole, 1998; Peress, 2013). One issue with these multidimensional findings is that

secondary dimensions often lack substantive interpretation and do not always correspond to

the typical classification of questions into economic, social, and other issue domains (Ellis

and Stimson, 2012; cf. Miller and Stokes, 1963; Ansolabehere, Rodden and Snyder, 2008;

Treier and Hillygus, 2009).

Adding a second or even a third dimension to the group-level IRT model might shed new

light on this long-standing debate. However, it is also likely to exacerbate the computational

complexity of the IRT model by greatly increasing the number of parameters (which is ap-

proximately proportional to the number of dimensions) as well as the difficulty of identifying

the model and mixing through the posterior distributions. As a result, successful estimation

of a multidimensional model might require that the model be simplified in other ways (e.g.,

with groups defined only by state).
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7. CONCLUSION

Recent advances in the modeling of public opinion have dramatically improved scholars’ abil-

ity to measure the public’s preferences on important issues. However, it has been difficult

to extend these techniques to a broader range of applications due to computational limita-

tions and problems of data availability. For instance, it has been impossible to measure the

public’s policy preferences at the state or regional level over any length of time.

In this paper, we develop a new group-level hierarchical IRT model to estimate dynamic

measures of public opinion at the sub-national level. We show that this model has substantial

advantages over an individual-level IRT model for the measurement of aggregate public

opinion. It is much more computationally efficient and permits the use of sparse survey

data (e.g., where individual respondents only answer one or two survey questions), vastly

increasing the applicability of IRT models to the study of public opinion.

Our model has a large number of potential substantive applications for a diverse range

of topics in political science. For instance, we have shown how it could be used to generate

a dynamic measure of the public’s policy preferences in the United States at the level of

states or congressional districts. These advances in the measurement of the public’s policy

preferences have the potential to facilitate new research agendas on representation and the

causes and effects of public opinion more generally.

Our approach could be used for a wide variety of applications in comparative politics,

where survey data is generally quite sparse. Our approach enables scholar to contract sen-

sible measures of public opinion at the national or sub-national level in both industrialized

countries and emerging democracies. These new measures of public opinion could be used

35



to examine how variation in political institutions affects the link between public opinion and

policy outcomes.

Finally, our approach has implications for applications beyond the study of ideology and

representation. Our model could be used to measure changes in political knowledge at both

the national and sub-national levels. It could also be used to measure preferences regarding

specific issues or institutions. For instance, our approach could be used to measure the

public’s latent approval of Congress, the Supreme Court, the President, or the media at the

state and national levels.
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A. DERIVATION OF GROUP-LEVEL NORMAL OGIVE IRT MODEL

This appendix derives the group-level model in Equation 4. The same result is shown by

Mislevy (1983), but our derivation is different.

The model depends on the following assumptions:

1. The responses to question j are independent conditional on θig, κj, and σj.

2. Within each group, the θig are normally distributed with group-specific means and

common variance: θig ∼ N (θ̄g, σ2
θ). Note that the common variance implies ho-

moskedasticity of the group ability distributions.

3. The ngj subjects in group g who answer question j were randomly sampled from that

group, independently from the ngj′ who answer question j′ 6= j. (This assumption

would be violated if each respondent answered more than one question.)

Equation 3 implies that respondent i in group g answers item j correctly if and only if:

(θig − κj)/σj + ǫij > 0 (20)

Multiplying by σj, the inequality in Equation 20 becomes:

θig − κj + ǫijσj > 0 (21)

Letting zigj = θig − κj + ǫijσj, the probability that a randomly sampled member of group g
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correctly answers question j is:

Pr[yigj = 1] = Pr[zigj > 0] (22)

By Assumption 3, the individual abilities θig are distributed N (θ̄g, σ2
θ). Since ǫij has a

standard normal distribution, the term ǫijσj is distributed N (0, σ2
j ). The sum of two

independent normal variables has a normal distribution with mean µ1 + µ2 and variance

σ2
1 + σ2

2 (DasGupta, 2011, 326), so:

zigj ∼ N (θ̄g − κj, σ2
θ + σ2

j ) (23)

Since the CDF of a normal variable X ∼ N (µ, σ2) is Φ(x−µ
σ

), the CDF of zigj is:

Pr[zigj ≤ x] = Φ[
x− (θ̄g − κj)
√

σ2
θ + σ2

j

] (24)

which implies:

Pr[zigj > 0] = 1− Φ[
0− (θ̄g − κj)
√

σ2
θ + σ2

j

]

= 1− Φ[−(θ̄g − κj)/
√

σ2
θ + σ2

j ]

= Φ[(θ̄g − κj)/
√

σ2
θ + σ2

j ]

= pgj (25)

“In other words,” writes Mislevy (1983, 278), “if [κj] and σj are the item threshold and dis-
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person parameters in the subject-level model, then [κj] and
√

σ2
θ + σ2

j are the item threshold

and dispersion parameters in the group-level model.” The response to each question being

a Bernoulli draw with constant probability pgj, the sum of correct answers in group g is

distributed sgj ∼ Binomial(ngj, pgj), where ngj is the number of valid responses to question

j in group g.
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B. MASS SUPPORT FOR THE NEW DEAL, 1936–1952

In the mid-1930s, just as Franklin Roosevelt’s New Deal program of liberal reform was

reaching its peak, commercial survey firms began fielding the first national opinion polls.

The advent of systematic polling was thus well-timed to document the shifts in mass opinion

that occurred in the wake of this political watershed. By 1952, when the first American

National Election Study was fielded, George Gallup and others had conducted hundreds of

commercial opinion polls, querying a total of over one million Americans for their opinions

on a multitude of political attitudes and topics (Converse, 1987). Recently, a team led by

Adam Berinsky and Eric Schickler has cleaned and standardized the data from these early

polls, making them much more accessible to political scientists (Berinsky et al., 2011).

Aside from data issues, a major problem with these early polls is that they were collected

with quota-sampling techniques that rendered them unrepresentative of the U.S. population.

It is therefore desirable to weight the polls to match known population benchmarks, such

as the racial and occupational make-up of each state (Berinsky, 2006). Another difficulty

is that a given respondents was rarely asked more than a couple of political questions, and

few questions were asked in consistent fashion over many polls. These limitations present

a substantial challenge to summarizing the enormous amount of information contained in

these polls, either at the individual level (in the form of dimension-reduction techniques)

or over time (by, say, tracking consistent question series). These difficulties are what first

motivated us to develop the dynamic group-level IRT model described in this paper.

The data for this analysis were derived from quota-sampled Gallup polls fielded between

November 1936 and December 1952. These polls contain 453 unique question series asked
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in identical form across time. Three-quarters of the questions were asked in only a single

year; just 18 were asked in more than three different years. Only questions related to such

New Deal issues as labor unions, taxation, regulation of the economy, and social welfare were

included. A total of 644,370 unique respondents are represented in the data. We coded their

responses as either favoring or opposing the New Deal, dichotomizing ordinal responses at

an appropriate midpoint.

Respondents were grouped into categories defined by State and race-by-region variable

(White South × Black) with three levels: black, Southern white, and non-Southern white.23

Within each group, respondents were poststratified to match the joint distribution of Female

and Professional in the population, and the group totals were weighted accrodingly. Includ-

ing these variables in the model ameliorates the biases introduced by the severe gender,

occupational, racial, and regional discrepancies between the poll samples and the popula-

tion. Mean support for the New Deal in each group was modeled hierarchically as an linear

combination of State and White South × Black. Except in the first year, when the state

intercepts were modeled as a function of four-category region, no state-level characteristics

were included in the model.

One of the virtues of estimating opinion by group is that the group estimates can be

weighted to match whatever the population of interest happens to be. In this case, it is

useful to focus not on the U.S. adult population as a whole, but rather on the population

minus Southern blacks. We do this for two reasons. First, in this period Southern blacks

were almost entirely disfranchised, so they were not part of the potential electorate (Key,

23Following Gallup’s regional categorization scheme, the South was defined as the eleven states of the former
Confederacy plus Kentucky and Oklahoma.
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Figure 6: Dynamic group IRT estimates of mean support for the New Deal in the United
States, 1936–52. Error bars represent 1 and 2 standard deviations around the mean of the
posterior distribution. The estimates have been standardized by the cross-sectional standard
deviation of New Deal support in the median year.

1984[1949]). Second, for this reason, blacks were severely undersampled in Southern states, so

our estimates for Southern blacks would be extrapolating heavily (via the multilevel model)

from the opinions of Northern blacks. Thus, though black respondents from the South were

included in the data used to estimate the model, we poststratify the estimated group means

to match the population minus Southern blacks, implicitly given them zero weight in our

estimates for Southern states. All estimates below are based on this definition of the U.S.

population.

Figure 6 plots estimated mean support for the New Deal in the United States between

(the last two months of) 1936 and 1952. The figure displays a large and sharp turn against

the New Deal that coincided with U.S. mobilization for the Second World War (1941–42).

Since the estimates have been scaled by the standard deviation across individuals in a typical

year, the figure implies that that the American public moved almost half a standard deviation

to the right between 1940 and 1942. Aside from an anomalous deviation in 1950—which
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1937 1943 1949

Figure 7: State support for New Deal liberalism in 1937, 1943, and 1949. Estimates have
been centered and standardized in each year to accentuate the color contrasts.

may reflect the small number of questions (seven) in that year—national support for the

New Deal was relative stable after 1942.

Now consider the cross-sectional state comparisons presented in 7, which require less-

stringent assumptions than do the over-time comparisons. These maps reveal a striking

realignment of state opinion between 1937 and 1943, as the South transformed from the

region most supportive of the New Deal to the most conservative region. While the South’s

turn against liberalism has been noted by scholars (e.g., Ladd and Hadley, 1975), this is the

first time its extent and timing has been documented with any precision.

The state-level opinion estimates also permit examination of the relationship between

mass liberalism and the voting records of their representatives in Congress. Figure 8 plots

the average first-dimension DW-NOMINATE score of state Senate delegations against mean

support for New Deal liberalism in the state publics. Two noteworthy patterns emerge from

this graph. First, consistent with Figure 7, the Southern white public began the period more

liberal than the rest of the nation but quickly become more conservative than average. This

sharp regional shift is an exception to the normal pattern of state ideological stability, at

least in survey-based measures (for a debate on this point, see Berry et al., 2007 and Erikson,
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state Senate delegations (as measured by first-dimension DW-NOMINATE scores). State
opinion estimates exclude Southern blacks, who were disenfranchised at this time. Estimates
are pooled within two-year periods corresponding to congressional sessions.
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Wright and McIver, 2007).

Second, within each region, mass liberalism and Senate conservatism are quite negatively

correlated, especially after 1942. The empirical correspondence between these theoretically

related measures provides additional construct validation for our model. The strength of

the relationship in the (white) South is somewhat surprising, however, given the absence of

partisan competition in the one-party region and the fact that many whites were disfranchised

along with blacks (Key, 1984[1949]; Mickey, 2014). But it is consistent with other recent

evidence of representatives’ responsiveness to the preferences of the potential electorate in

the one-party South (Schickler and Caughey, 2011; Caughey, 2012).
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C. STATE CONFIDENCE IN THE SUPREME COURT, 1965–2010

Public opinion on the Supreme Court plays a key role in many theories of judicial politics

(for an overview, see Persily, Citrin and Egan, 2008). A major theme in this literature is the

effect of public confidence in the Supreme Court on the interaction between the Court and

other branches. Because the Court is sensitive to how it is perceived by the public (Baum,

2009), it is more likely to issue unpopular decisions or strike down acts of Congress when

it is relatively popular (Caldeira, 1987; Carrubba, 2009; Clark, 2011; Hausseger and Baum,

1999). Congress is also sensitive to how the Court is perceived by the public. Members of

Congress are more likely to support legislation that limits the Court’s power when public

support for the Court is low (Clark, 2009, 2011). In addition, scholars have examined the

factors that explain changes in the public’s confidence in the Court over time. Mondak and

Smithey (1997) find that the Court’s support erodes when its decisions diverge from the

ideological preferences of the American public.

Previous empirical work on the role of public opinion in judicial politics has been ham-

pered by the difficulty in measuring confidence in the Court either over time or across states.

Clark (2009) writes that “public opinion data about the Court are notoriously sparse” (p.

979). Scholars have generally measured support for the Court using aggregated responses to

the General Social Survey (GSS) and Harris polls (Caldeira, 1986; Clark, 2009, 2011). But

this approach leaves scholars with just a few dozen survey responses in individual states in

a given year.24 Our model builds upon previous approaches by pooling across survey ques-

24Clark (2011) develops better state-level estimates by using a multi-level regression with poststratification
(MRP) model with data from the GSS. But this approach provides no solution to the fact that in some
years there is no data at all available from the GSS or Harris surveys. Moreover, it fails to utilize all of
the available data from Gallup and other survey firms on judicial approval or confidence.
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tions and polling firms to estimate latent trust in the Supreme Court at the state-level. Our

dynamic model enables us to estimate latent confidence in the Supreme Court even in years

with little or no available survey data. This new measure could enable scholars to re-examine

whether Senators are more likely to support legislation that limits the Court’s power when

public support for the Court is low. It also enables scholars to expand our analysis of the

interaction between the Court and political officials to new arenas. For instance, scholars

could examine whether state-level officials are more likely to challenge the Court when the

Court is unpopular in their state.

We use data from 72 polls between 1963 and 2010 with approximately 166,000 total re-

spondents. We use four question series as indicators of confidence in the Court.25 Some of

these questions have multiple ordinal response categories (e.g., “very favorable”, “favorable”,

etc.). To maximize the range of cutpoints with respect to the underlying latent variable, we

convert each ordinal variable into a set of dichotomous variables that indicate whether the

response was above a given threshold. We model the sum of each of these dichotomous vari-

ables, sampling one variable from each respondent so as to avoid having multiple responses

from a given individual.

Figure 9 compares state-level support for the Court across the past five decades. In the

early part of the period, there is generally lower support for the Court in the South, which

probably reflects Southern whites’ dissatisfaction with the Court liberal decisions on school

de-segregation and criminal justice. In contrast, there is very strong support for the Court

in liberal, northern states during the 1960s and early 1970s. Over time, however, support for

25We use the items: 1) Do you approve or disapprove of the way the Supreme Court is handling its job?
2) In general, what kind of rating would you give the Supreme Court? 3) Would you tell me how much
respect and confidence you have in the Supreme Court? 4) Is your overall opinion of the Supreme Court
very favorable, mostly favorable, mostly unfavorable, or very unfavorable?
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Figure 9: Average state confidence in the Supreme Court, 1965–2010. Blue indicates greater
confidence. State estimates have been normalized in each year to highlight cross-sectional
differences.
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Figure 10: Year-specific estimates of the hierarchical coefficent for the demographic predictor
Black. The estimates have been standardized by the cross-sectional standard deviation of
latent judicial confidence in a typical year. Gray bars indicate years for which no poll data
are available.

the Court drops in northern states and rises in southern states. These changes likely reflect

the general shift in the Court’s orientation to the ideological right.

A different angle on these same phenomenon is provided by Figure 10, which plots the

yearly estimated coefficients for Black in the hierarchical model. The estimates have been

standardized by the cross-sectional standard deviation of latent judicial confidence in a typ-

ical year. In 1963, blacks were predicted to be over a standard deviation more confident in

the Supreme Court than non-blacks, conditional on their other demographic and geographic

characteristics. Black support dropped as the Court became less closely associated with civil

rights and more conservative generally. After bottoming out around 2000, blacks’ judicial

confidence rebounded, especially after the election of Barack Obama in 2008. These shifts in

blacks’ relative confidence in the Court highlight the importance of allowing the hierarchical

model to evolve over time.
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Supreme Court Disapproval (Our Model)
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Supreme Court Disapproval (Clark, 2011)
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Figure 11: Relationship between probability of sponsoring a court-curbing bill and state
public disapproval of the Supreme Court. Top row uses estimates from Clark (2011); bottom
row uses our group-level IRT estimates of confidence in the Supreme Court (reverse-coded).

We validate our estimates by using them to predict co-sponsorship of court-curbing bills in

Congress. Clark (2011) argues that legislators should be more likely to sponsor court-curbing

bills when there is substantial disapproval of the Court in the legislators’ constituency. Clark

(2011) shows that members of the U.S. House are more likely to sponsor court curbing bills

when there is substantial disapproval of the Court in their home state. However, Clark’s the-

oretical logic is actually stronger for the Senate than the House since there should be a closer

fit there between state-level estimates of judicial confidence and senators’ constituencies.

In the top-row of figure 11, we replicate Clark’s results for members of the U.S. House

using his MRP-based measure of judicial confidence and co-sponsorships of court curbing

bills by representatives. As the top-right panel shows, however, Clark’s state-level estimates

of Court disapproval are uncorrelated with senatorial support for court-curbing. The bottom
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row of Figure 11 conducts the same analysis using our measure of state-level confidence in

the Court (reverse-coded). Our estimates not only predict House court-curbing as well as

Clark’s, but they also predict it in the Senate. These results both reinforce the validity

of our measure of confidence in the Supreme Court and demonstrate our model’s empirical

usefulness for studying constructs other than policy preferences.
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D. STAN CODE FOR GROUP-LEVEL IRT MODEL

data {
int<lower=1> G; // number o f c ova r i a t e groups
int<lower=1> Q; // number o f i tems / que s t i on s
int<lower=1> T; // number o f year s
int<lower=1> N; // number o f observed c e l l s
int<lower=1> S ; // number o f geograph ic un i t s ( e . g . , s t a t e s )
int<lower=1> P; // number o f h i e r a r c h i c a l parameters , i n c l ud ing geographic
int<lower=1> H; // number o f p r e d i c t o r s f o r geographic un i t e f f e c t s
int<lower=1> H pr ior ; // number o f p r e d i c t o r s f o r geographic un i t e f f e c t s ( t=1)
int<lower=1> D; // number o f d i f f i c u l t y parameters per ques t i on
int<lower=0,upper=1> cons tant i t em ; // i nd i c a t o r f o r constant item parameters
int<lower=0,upper=1> s epa r a t e y ea r s ; // i nd i c a t o r f o r no over−time smoothing
int s v e c [N ] ; // long vec to r o f r e sponse s
int n vec [N ] ; // long vec to r o f counts
int<lower=0> MMM[T, Q, G] ; // mi s s ingne s s array
matrix<lower=0, upper=1>[G, P] XX; // i nd i c a t o r matrix f o r h i e r a r c h i c a l vars .
row vector [H] ZZ [T, S ] ; // data f o r geographic model
row vector [ H pr ior ] ZZ pr ior [ 1 , S ] ; // data f o r geographic model

}
transformed data {
}
parameters {

vec to r [Q] d i f f r aw [D ] ; // raw d i f f i c u l t y
vector<lower=0>[Q] d i s c raw ; // d i s c r im ina t i on
vec to r [T] x i ; // na t i ona l mean (common i n t e r c e p t )
vec to r [P ] gamma[T ] ; // h i e r a r c h i c a l parameters
vec to r [T] d e l t a l a g ; // weight p laced on geo . e f f e c t s from prev . per iod
vec to r [H] d e l t a p r ed [T ] ; // weight on geographic p r e d i c t o r s
vec to r [ H pr ior ] d e l t a p r e d p r i o r ; // weight on geographic p r e d i c t o r s ( t=1)
vec to r [G] the ta bar [T ] ; // group mean a b i l i t y
vector<lower=0>[T] sd the ta ba r ; // sd o f group a b i l i t y means (by per iod )
vector<lower=0>[T] sd the ta ; // sd o f a b i l i t i e s ( by per iod )
r ea l<lower=0> sd geo ; // p r i o r sd o f geographic e f f e c t s
r ea l<lower=0> s d g e o p r i o r ; // p r i o r sd o f geographic e f f e c t s ( t=1)
r ea l<lower=0> sd demo ; // sd o f demographic e f f e c s
r ea l<lower=0> s d i nnov de l t a ; // innovat ion sd o f d e l t a p r ed and d e l t a l a g
r ea l<lower=0> sd i nnov l og sd ; // innovat ion sd o f sd the ta
r ea l<lower=0> sd innov gamma ; // innovat ion sd o f gamma, xi , and ( opt . ) d i f f

}
transformed parameters {

vec to r [Q] d i f f [D ] ; // adjusted d i f f i c u l t y
vec to r [Q] kappa [D ] ; // th r e sho ld
vector<lower=0>[Q] d i s c ; // normal ized d i s c r im ina t i on
vector<lower=0>[Q] sd i tem ; // item standard dev i a t i on
vector<lower=0>[Q] var i tem ; // item var iance
vector<lower=0>[T] va r the ta ; // var i ance o f a b i l i t i e s
vec to r [G] xb the ta bar [T ] ; // l i n e a r p r ed i c t o r f o r group means
vec to r [G] z [T, Q] ; // array o f v e c t o r s o f group dev i a t e s
r e a l prob [T, Q, G] ; // array o f p r o b a b i l i t i e s
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// I d e n t i f y model by r e s c a l i n g item parameters (Fox 2010 , pp . 88−89)
// s c a l e ( product = 1)
d i s c <− d i s c raw ∗ pow( exp (sum( log ( d i s c raw ) ) ) , (− inv (Q) ) ) ;
for ( q in 1 :Q) {

sd i tem [ q ] <− inv ( d i s c [ q ] ) ; // item standard dev i a t i on s
}
for (d in 1 :D) {

// l o c a t i o n (mean in f i r s t year = 0)
d i f f [ d ] <− d i f f r aw [ d ] − mean( d i f f r aw [ 1 ] ) ;
kappa [ d ] <− d i f f [ d ] . / d i s c ; // item th r e sho ld s

}
var i tem <− sd i tem .∗ sd i tem ; // item var i anc e s
// Ab i l i t i e s
va r the ta <− sd the ta .∗ sd the ta ; // within−group va r i ance s o f a b i l i t i e s
for ( t in 1 :T) { // loop over years

xb the ta bar [ t ] <− x i [ t ] + XX ∗ gamma[ t ] ; // Gx1 = GxP ∗ Px1
for ( q in 1 :Q) { // loop over que s t i on s

r e a l var tq ; //
var tq <− s q r t ( va r the ta [ t ] + var i tem [ q ] ) ;
// Group− l e v e l IRT model
i f ( cons tant i t em == 0) {

z [ t , q ] <− ( the ta bar [ t ] − kappa [ t ] [ q ] ) / var tq ;
}
i f ( cons tant i t em == 1) {

z [ t , q ] <− ( the ta bar [ t ] − kappa [ 1 ] [ q ] ) / var tq ;
}
for ( g in 1 :G) { // loop over groups

prob [ t , q , g ] <− Phi approx ( z [ t , q , g ] ) ; // f a s t approx . o f normal CDF
} // end group loop

} // end ques t i on loop
} // end year loop
// Convert counts and p r o b a b i l i t i e s from array to vec to r

}
model {

// TEMPORARY VARIABLES
r e a l prob vec [N ] ; // long vec to r o f p r o b a b i l i t i e s ( empty c e l l s omitted )
int pos ;
pos <− 0 ;
// PRIORS
i f ( cons tant i t em == 1) {

d i f f r aw [ 1 ] ˜ normal (0 , 1 ) ; // item d i f f i c u l t y ( constant )
}
d i s c raw ˜ lognormal (0 , 1 ) ; // item d i s c r im ina t i on
sd geo ˜ cauchy (0 , 2 . 5 ) ; // sd o f geographic e f f e c t s
s d g e o p r i o r ˜ cauchy (0 , 2 . 5 ) ; // p r i o r sd o f geographic e f f e c t s
sd demo ˜ cauchy (0 , 2 . 5 ) ; // p r i o r sd o f demographic parameters
sd i nnov de l t a ˜ cauchy (0 , 2 . 5 ) ; // innovat ion sd o f d e l t a p r ed / d e l t a l a g
sd innov gamma ˜ cauchy (0 , 2 . 5 ) ; // innovat ion sd . o f gamma, xi , and d i f f
s d i nnov l og sd ˜ cauchy (0 , 2 . 5 ) ; // innovat ion sd o f the ta sd
for ( t in 1 :T) { // loop over years

i f ( s epa r a t e y ea r s == 1) { // Estimate model anew each per iod
x i [ t ] ˜ normal (0 , 1 0 ) ; // i n t e r c e p t
for (p in 1 :P) { // Loop over i nd i v i dua l p r e d i c t o r s (gammas)

i f (p <= S) gamma[ t ] [ p ] ˜ normal (ZZ [ t ] [ p ]∗ de l t a p r ed [ t ] , sd geo ) ;
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i f (p > S) gamma[ t ] [ p ] ˜ normal (0 , sd demo ) ;
}

}
i f ( t == 1) {

i f ( cons tant i t em == 0) {
d i f f r aw [ t ] ˜ normal (0 , 1 ) ; // item d i f f i c u l t y

}
// Pr i o r s f o r f i r s t per iod
sd the ta ba r [ t ] ˜ cauchy (0 , 2 . 5 ) ;
sd the ta [ t ] ˜ cauchy (0 , 2 . 5 ) ;
d e l t a l a g [ t ] ˜ normal ( 0 . 5 , 1 ) ;
d e l t a p r ed [ t ] ˜ normal (0 , 1 0 ) ;
d e l t a p r e d p r i o r ˜ normal (0 , 1 0 ) ;
i f ( s epa r a t e y ea r s == 0) {

x i [ t ] ˜ normal (0 , 1 0 ) ; // i n t e r c e p t
for (p in 1 :P) { // Loop over i nd i v i dua l p r e d i c t o r s (gammas)

i f (p <= S) {
gamma[ t ] [ p ] ˜ normal ( ZZ pr ior [ 1 ] [ p ]∗ de l t a p r ed p r i o r ,

s d g e o p r i o r ) ;
}
i f (p > S) gamma[ t ] [ p ] ˜ normal (0 , sd demo ) ;

}
}

}
i f ( t > 1) {

// TRANSITION MODEL
// D i f f i c u l t y parameters ( i f not constant )
i f ( cons tant i t em == 0) {

d i f f r aw [ t ] ˜ normal ( d i f f r aw [ t − 1 ] , sd innov gamma ) ;
}
// p r ed i c t o r s in geographic models ( random walk )
d e l t a l a g [ t ] ˜ normal ( d e l t a l a g [ t − 1 ] , s d i nnov de l t a ) ;
d e l t a p r ed [ t ] ˜ normal ( d e l t a p r ed [ t − 1 ] , s d i nnov de l t a ) ;
s d the ta ba r [ t ] ˜ lognormal ( l og ( sd the ta ba r [ t − 1 ] ) , s d i nnov l og sd ) ;
sd the ta [ t ] ˜ lognormal ( l og ( sd the ta [ t − 1 ] ) , s d i nnov l og sd ) ;
i f ( s epa r a t e y ea r s == 0) {

// Dynamic l i n e a r model f o r h i e r a r c h i c a l parameters
x i [ t ] ˜ normal ( x i [ t − 1 ] , sd innov gamma ) ; // i n t e r c e p t
for (p in 1 :P) { // Loop over i nd i v i dua l p r e d i c t o r s (gammas)

i f (p <= S) {
gamma[ t ] [ p ] ˜ normal ( d e l t a l a g [ t ]∗gamma[ t − 1 ] [ p ] +

ZZ [ t ] [ p ]∗ de l t a p r ed [ t ] , sd innov gamma ) ;
}
i f (p > S) gamma[ t ] [ p ] ˜ normal (gamma[ t − 1 ] [ p ] , sd innov gamma ) ;

}
}

}
// RESPONSE MODEL
// Model f o r group means
// ( See ‘ transformed parameters ’ f o r d e f i n i t i o n o f xb the ta bar )
the ta bar [ t ] ˜ normal ( xb the ta bar [ t ] , s d the ta ba r [ t ] ) ; // group means
for ( q in 1 :Q) { // loop over que s t i on s

for ( g in 1 :G) { // loop over groups
i f (MMM[ t , q , g ] == 0) { // Use only i f not miss ing
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pos <− pos + 1 ;
prob vec [ pos ] <− prob [ t , q , g ] ;

}
} // end group loop

} // end ques t i on loop
} // end time loop
// Model f o r group re sponse s
s v e c ˜ binomial ( n vec , prob vec ) ; // f u l l y v e c t o r i z ed

}
generated quan t i t i e s {

vector<lower=0>[T] s d t o t a l ;
for ( t in 1 :T) {

s d t o t a l [ t ] <− s q r t ( var i ance ( the ta bar [ t ] ) + square ( sd the ta [ t ] ) ) ;
}

}
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