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Abstract— We present architectures, circuits, and algorithms
for dynamic 3-D lensing and focusing of electromagnetic power
in radiative near- and far-field regions by arrays that can be
arbitrary and nonuniform. They can benefit applications such
as wireless power transfer at a distance (WPT-AD), volumet-
ric sensing and imaging, high-throughput communications, and
optical phased arrays. Theoretical limits on system performance
are calculated. An adaptive algorithm focuses the power at the
receiver(s) without prior knowledge of its location(s). It uses
orthogonal bases to change the phases of multiple elements
simultaneously to enhance the dynamic range. One class of
such 2-D orthogonal and pseudo-orthogonal masks is constructed
using the Hadamard and pseudo-Hadamard matrices. Genera-
tion and recovery units (GU and RU) work collaboratively to
focus energy quickly and reliably with no need for factory cali-
bration. Orthogonality enables batch processing in high-latency
and low-rate communication settings. Secondary vector-based
calculations allow instantaneous refocusing at different locations
using element-wise calculations. An emulator enables further
evaluation of the system. We demonstrate modular WPT-AD GUs
of up to 400 elements utilizing arrays of 65-nm CMOS ICs to
focus power on RUs that convert the RF power to dc. Each RFIC
synthesizes 16 independently phase-controlled RF outputs around
10 GHz from a common single low-frequency reference. Detailed
measurements demonstrate the feasibility and effectiveness of RF
lensing techniques presented in this article. More than 2 W of dc
power can be recovered through a wireless transfer at distances
greater than 1 m. The system can dynamically project power
at various angles and at distances greater than 10 m. These
developments are another step toward unified wireless power,
sensing, and communication solutions in the future.

Index Terms— Calibration, dynamic refocusing, orthogonal
basis, phased array, power focusing, pseudo-Hadamard matrices,
pseudo-orthogonal bases, RF lensing, wireless power transfer at
a distance (WPT-AD), wireless power transfer.

I. INTRODUCTION

P
HASED arrays have found numerous applications since

their invention by Braun [1] in 1905. The vast majority

of their applications and a large fraction of the analytical

and experimental techniques have been concentrated on the
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radiative far-field (Fraunhofer) region. Many works have been

published on classical far-field (infinity) beam-forming and

scanning procedures for phased arrays [2]–[6]. A large number

of emerging applications, however, are intended to operate in

the radiative near-field (Fresnel) region and impose unique

challenges. Radiative wireless power transfer at a distance

(WPT-AD), volumetric sensing and imaging, high-efficiency

high-throughput communication, very-large-scale arrays, and

optical phased arrays (OPA) can benefit from the ability to

form a focal point in 3-D, also known as free-space dynamic

lensing [7] or simply RF lensing, hereafter.

The dynamic lensing process, in its most general form,

is done in a highly interactive environment with moving

objects, indoor reflections, mechanical vibrations, and even

physical contact with the radiator itself. Most of the pre-

viously published works characterize the far-field behavior

dependence on each element’s phase and amplitude setting.

This is done either as a factory setting or in situ [8], [9],

using proximal field receivers at the array [10], element [11]

level, or inter-element measurements [12], [13], and requires

some assumptions about the elements’ radiation patterns [14],

[15] and the array’s deployment environment. Essentially, any

unaccounted for dynamic interference translates to an error.

This calls for the development of new approaches and pro-

cedures to synthesize EM fields in highly interactive, strongly

multi-path, and constantly changing environments (e.g., inside

an occupied home) with arrays that can themselves be mechan-

ically flexible [16], [17], non-planar [15], [18], nonuniform

[19], non-Cartesian [20], or physically shape-shifting [21].

Such settings are substantially different from the idealized

far-field free space models of classical phased arrays. This

article presents methods and architectures conducive to such

systems. While the primary emphasis of this article is on wire-

less power transfer, the algorithms and techniques discussed

here are also applicable more broadly to RF and optical arrays,

efficient communications, and 3-D sensing and ranging.

On the wireless power transfer front, a future where

WPT-AD sources are ubiquitous could change the nature and

utilization of electronic devices that need energy for operation,

perhaps in a similar way to that in which ubiquitous Wi-Fi

changed the connectivity and storage models from local to

distributed. For instance, continuous wireless powering of

portable personal devices, such as smartphones, can signifi-

cantly enhance their utility. In the long run, it will reduce the

demand for the amount of energy that needs to be carried by

such devices, potentially leading to lighter, smaller devices

due to smaller battery size. Also, smaller devices ranging
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from wireless mice and keyboards to thermostats, security

sensors, cameras, and other Internet-of-Things (IoT) devices

can benefit from WPT-AD, as it eliminates the need to plug

them in or change the battery. In the mid-range, various

devices such as drones and robots could also be powered

wirelessly. On the other end of the spectrum, long-range

power transfer on earth and from space may present intriguing

alternatives to power distribution networks in the long run [22].

Radiative microwave WPT-AD using parabolic transmitting

antennas has been envisioned [22] and demonstrated [23]

long ago. However, it has been only recently that practical

commercial implementation of such a system with reasonable

cost and size and the ability to dynamically track and focus

power on potentially moving client devices at arbitrary and

unknown locations can be considered. This is primarily due

to the emergence of practical silicon mm-wave integrated

circuits [24]–[32] with their almost magical complexity-to-

cost-and-size ratio.

Radiative WPT-AD lensing arrays operate in both radiative

near- and far-field regions, where their objective is to rapidly

and efficiently form focal point(s) of power at finite distances

to maximize the recovered energy. The maximum energy

transfer (essentially by definition)1 happens in the radiative

near-field (Fresnel), which can extend to long absolute dis-

tances for smaller wavelengths.2 This leads to the dynamic

RF lensing approaches that are more general than the con-

ventional far-field beamforming and beamsteering that simply

correspond to focusing at infinity. Although wireless power

transfer of a little over 1 mW at distances less than 5 cm

has been demonstrated [33], to the best of our knowledge up

until now, there has been no published demonstration of a

silicon-array-based WPT-AD system that can recover several

watts of dc power at distances over a meter with the ability

to dynamically move the focal point.

In the rest of this article, we will discuss the theory,

architecture, circuits, algorithm, and performance of such

WPT-AD systems while introducing concepts and methods

more generally applicable to arbitrary and nonuniform arrays

beyond WPT-AD. We start with a discussion of RF lensing

and associated electromagnetics (EMs), and fundamental

limits and bounds (see Section II) followed by an overview of

the challenges for focusing in large arrays (see Section III).

Next, we present the details of a generalized adaptive

algorithm based on orthogonal and pseudo-orthogonal

1Radiative far-field (Fraunhofer) is defined as the distances beyond which
the phase variations of the wavefront across the receiver aperture do not exceed
some predetermined amount (e.g., π/8 or 1◦) [4]. To be in the radiative far-
field, the receiver aperture must cover a small fraction of the illuminated main
lobe (representing a small numerical aperture). When this condition is held,
the received power drops as inverse square law. For a generator (transmitter)
and receiver facing each other with non-incremental circular apertures of
diameters, dg and dr , the π/8-boundary distance of the radiative near-field
(Fresnel) and far-field is calculated to be Rπ/8 ≈ 2 dgdr /λ, where λ is the
wavelength of interest. The distance for 1◦ phase variation across the receive
aperture is much larger, around R1◦ ≈ 50 dgdr /λ. From (10) (derived later),
these correspond to the estimated power transfer efficiencies of 30% and 1%
for the π/8- and 1◦-variation distances, respectively.

2For example, an orbital wireless power transfer station and a ground
recovery station with diameters of 3 km and 1 km operating at 10 GHz
have a π/8-boundary of 200 000 km, way in excess of the geosynchronous
orbit of RG E O = 36 000 km. On the other end of the spectrum, a pair of
30 cm and 10 cm generation and recovery units operating at 24 GHz have a
π/8-boundary of more than 6 m.

bases (see Section IV) and rapid dynamic refocusing (see

Section V). We will present the IC and system hardware

architecture and implementation details in Section VI. Next,

we review an emulator and its results (see Section VII) and

then physical measurements of the system (see Section VIII).

The generation of the orthogonal and pseudo-orthogonal

bases is presented in the Appendix. This article provides the

details of a silicon-based wireless power transfer system that

can serve as a stepping stone toward future WPT-AD systems.

II. RF LENSING

RF lensing refers to a set of techniques to shape, manipulate,

focus, and refocus the EM field, often analogous to how optical

devices manipulate, shape, and focus visible light (which

themselves are EM waves) [7]. The dynamic electronic control

of the properties of the radiated field of elements within an

array (e.g., phase and amplitude) enables such manipulation to

happen adaptively akin to a real-time malleable optical system.

RF lensing functionalities, some of which are discussed in this

article, are at the heart of a truly universal WPT-AD system.

Focusing is one of the key RF lensing functions, where

the RF energy is concentrated at the desired and dynamically

programmable focal point(s) in the radiative near-field. This

can be achieved by manipulating the phase (and possibly

amplitude) of the elements of an array.3 There exist parameter

setting(s) for individual elements that, when operating in

concert, produce the desired field distribution, be it a forming

a focal point, maximizing the total recovered dc power at

an unknown location, or any other desirable field profile

permissible by laws of physics.

Fig. 1 shows a simple example of focusing in free space,

where a generator unit (GU) array creates a focal point of

energy on a recovery (or receiving) unit (RU) array [7].

Although both GU and RU are shown as uniform, planar,

rectangular multi-element arrays here, most of the techniques

presented in this article are applicable in nonuniform, non-

planar, mechanically flexible, and actively shape-shifting, with

non-rectangular grids in highly scattering environments (e.g.,

indoors) [15]–[21]. This is one of the primary advantages of

RF lensing techniques.

A. GU-to-RU Radiative Coupling Model

In general, a system consisting of a GU with G elements and

an RU with R elements (such as the one shown in Fig. 1) can

be viewed as a (G+ R)-port network that can be characterized

using a (G + R) × (G + R)-element S-parameter matrix

capturing coupling among all the elements

S =

�

[SGU]G×G [Ŝ]G×R

[Ŝ†]R×G [SRU]R×R

�

(1)

which consists of Ŝ, which characterizes the radiative coupling

between each GU radiator port and each RU antenna port, and

matrices SGU and SRU, which characterize the local coupling

among the local ports of the GU and RU, respectively.

Determination of S using direct EM propagation simulation

(e.g., using FDTD)4 of every spatial configuration of a system

3In addition, the directivity, pattern, impedance, or other characteristics of
the element may be controllable.

4Finite difference time domain.
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Fig. 1. 8 × 8-GU (G = 64) facing a 2 × 2-RU (R = 4) at a 45◦ angle with
conceptual field profile under focusing.

with a large number of elements on the transmitter and receiver

is not computationally scalable. It can become prohibitive

when multiple configurations with varying orientations are to

be considered with a large number of elements on both GU

and RU sides, and the GU-RU spacing is several orders of

magnitude larger than the fine (yet important) features of the

individual radiators. To deal with this situation, we use an

alternative approach that can rapidly determine and recalculate

the complex energy coupling coefficient between each of the

radiators of the GU and each of the elements on the RU.

An important observation is that, in most scenarios,5

while GU and RU arrays are in each other’s radiative near-

field, at the individual element level, the coupling can be

well-approximated using the elements’ far-field patterns within

the array. In its simplest form, the approach uses a single

EM simulation to determine the far-field radiation pattern of

one GU element within a large array.6 A similar simulation is

done for an RU element (also within an array) to determine

its far-field pattern. These results are then used to estimate the

coupling between each of the G elements of the GU and R

elements of the RU to produce a G × R-matrix of complex

coupling coefficients.7 This is done by converting the local

coordinates (position and orientation) of the single elements

in question within the GU and the RU to a global coordinate

system that is used to calculate the coupling using the far-field

patterns of the individual GU and RU elements at their relative

spacing and orientation with respect to each other.

This approach allows for modeling of any arbitrary spatial

arrangement and orientations of the GU and RU. At the

element level, it uses a one-time electromagnetically simulated

radiation pattern of each element (or groups of elements) in an

array (or the exact simulated multi-port antenna array pattern

of a group of antennas) to determine Ŝ. It is important to use

the element pattern in the array in the above simulations, as it

can be quite different from the standalone element, as will be

discussed next.

B. Gain and Directivity Limits for Antennas Within an Array

In an infinite 2-D array (a surrogate for a large array),

there is a fundamental upper bound on the directivity (and

5This may also apply to other scenarios involving large arrays at finite
distances for non-WPT-AD applications.

6This ignores the effect of edge elements.
7Alternatively, we can use complete G-port radiative far-field simulations

of the GU and/or RU. These results can then be used for element-wise
calculations used to obtain Ŝ.

Fig. 2. Patch antenna as an antenna array element with spacings of dx and
dy in the x- and y-directions.

thus gain) of each element, independent of the pattern of the

standalone radiating element (evaluated when other elements

are not present). Consider the uniform planar thin 2-D antenna

array of Fig. 2 with element pitch of dx and dy along the x-

and y-axes, respectively. Assuming an incident plane wave

impinging perpendicular to the array, each dx -by-dy rectangle

presents an available collection area of

Aav = dxdy . (2)

Assuming perfect aperture coupling, meaning that all the

incident power is recovered and coupled into the antenna port

without any loss, the element’s maximum effective aperture,

Ae, will be that same as Aav. For a single-mode single-port

antenna, the directivity is related to the effective aperture

through

D = 4π
Ae

λ2
. (3)

Thus, the maximum directivity (and, thus, maximum gain that

is always less than directivity) of a single element within the

array is fundamentally limited to

De ≤ 4π
dxdy

λ2
. (4)

For example, for an array with dx = dy = λ/2, the element

directivity (and gain) cannot exceed π , i.e.,

De,λ/2 ≤ π. (5)

It should be noted that (4) and (5) are per element upper

bounds applicable only for elements within a large uniform

array.

An important corollary is that no matter the standalone

gain of the element, once placed in a large8 array, it cannot

exceed the limit of (4). For instance, making a large λ/2-

array of 20-dB helical antennas is not particularly effective

as the element gain will not exceed π . Thus, one should

not blindly multiply the standalone element gain by the array

gain to predict the array’s radiative far-field behavior. This

reduction in gain occurs through the near-field coupling of

neighboring antennas and is a manifestation of conservation

of energy, and it is applicable to any kind of antenna element

in an infinite array. Fig. 3 compares the simulated antenna gain

of a single standalone patch element of Fig. 2 with the exact

same elements in the middle of a large λ/2-array. It is clearly

seen that, while the standalone element gain exceeds that of

8Infinite to be exact.
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Fig. 3. Gain reduction of the patch antenna elements of Fig. 2 within the
array compared with standalone gain. The infinite array results are obtained
by using periodic boundary conditions in the x- and y-directions. The results
are in absolute and not in dB.

(5), it drops below π when that very same element is placed

within a large λ/2-array of similar elements. The shape of the

radiation pattern changes in addition to its peak value. This is

why it is important to use the radiative pattern of the element

in an array for the simulation and emulation of the GU and

RU to avoid (potentially gross) errors.

C. Optimum

For a known Ŝ and arbitrary (yet known) set of amplitudes

and phases of all the GU elements shown by G-element vector

a with complex elements age jφg , the power transfer efficiency

is given by

η =
a†Ŝ†Ŝa

a†a
. (6)

Finding the phases (and amplitudes) that maximize this is

a standard mathematical optimization problem that can be

solved in a computationally efficient way using a number

of optimization methods. For instance, the special case of

uniform amplitude drive reduces to

ηopt =
1

G
max

8
|e− j8Ŝ†Ŝe j8|. (7)

The objective of the WPT-AD system (and its associated

algorithm) is to get as close as possible to this value without

prior knowledge of Ŝ, which can constantly change in a real

system.

D. Estimate

An estimate for power transfer efficiency can be obtained

by assuming a large array where the individual element gain

is limited by (4) and the edge element effects9 can be ignored.

Assuming a square grid (dx = dy) for both the GU and the

RU, the far-field power transfer between element g of the GU

and element r of the RU can be approximated as

|sgr |
2 =

Ae,g(θg, ϕg)Ae,r (θr , ϕr )

R2
grλ

2
≈

d2
g d2

r

R2
grλ

2
(8)

9Examples of edge effects are increased effective aperture on the open side
of the edge elements or endfire radiation of a finite array.

where Ae,g(θg, ϕg) and Ae,r (θr , ϕr ) are the visible apertures

of the elements in the respective angles θ and ϕ with respect

to the GU and RU normal planes, dg and dr are the GU

and RU element spacings, Rgr is the straight-line free-space

distance between those elements, and λ is the wavelength.

The second equation assumes broad-side-to-broad-side cou-

pling of GU and RU. Assuming an equal power transmission

of pg from each GU element, the power received by the r th

RU element will be maximized when all components add in

phase (coherently) and are given by

pr ≈

⎛

⎝

G
�

g=1

|sgr |

⎞

⎠

2

pg ≈
d2

g d2
r

R2
Grλ

2
G2 pg =

d2
gd2

r

R2
Grλ

2
G PGU (9)

where, in the last step, PGU = Gpg is the total GU transmitted

power.10 Assuming that different RU elements’ powers can

be combined and maximized simultaneously11 and under the

optimum setting, the combined power of all R elements of RU

can be approximated as PRU ≈ R · pr , yielding the transfer

efficiency of

η =
PRU

PGU
≈

R · pr

PGU
≈

AG AR

R2
G Rλ2

(10)

where AG = Gd2
g and AR = Rd2

r are the total areas of

the GU and RU, respectively. This expression provides an

estimate of the transfer efficiency for arrays with aspect ratios

(length-to-width) of close to 1. It can also be multiplied by

the GU and RU element-in-the-array patterns to account for

off-broadside interactions. It is noteworthy that, for very large

AG and/or AR , or small R, this estimate can produce obviously

nonphysical results by becoming greater than 1 and so would

be physically capped at unity.12

E. Upper and Lower Bounds

An upper bound on the maximum power transfer from the

GU to the RU can be obtained by adding the maximum powers

that each RU element can receive if the phase (and amplitude)

setting of the GU is selected to individually maximize the

power at that element with no consideration of other RU

elements. Since it may not be possible to sustain these

potentially different settings for different RUs simultaneously,

this establishes an upper bound expressed as

η ≤

R
	

r=1




G
	

g=1

|ag ŝgr |

�2

G
	

g=1

|ag|2

(12)

10It approximates the distance and angle to each element with an average
distance and angle from the center of the GU to the center of RU.

11This assumption may or may not be accurate depending on the actual
orientations, dimensions, and distance of the RU and GU. For very small
distance, certain oblique angles, and so on, this cannot be achieved due to
the interference pattern on the RU surface. The most accurate estimate can
always be obtained using (7).

12An empirical expression that smoothly caps the max to unity is

η ≈ 1 − e
−

AG AR cos(θg) cos(θr )

R2λ2 (11)
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which, for uniform GU amplitude drive, simplifies to

η ≤
1

G

R
�

r=1

⎛

⎝

G
�

g=1

|ŝgr |

⎞

⎠

2

. (13)

A physically realizable lower bound for the optimum phase

setting in GU can be found.13 Note that, for a given phase

of an element in the GU, in general, different phases may

be received at each RU element. If these outputs were to

be simply added in the complex domain (combining before

individual rectification), a G ×1-vector, S̄[G×1] would capture

the coupling from individual GU ports to the RU unified

output

s̄g =

R
�

r=1

ŝgr

which leads to the lower bound

η ≥
1

G

R
�

r=1

G
�

g=1

s̄∗
g

|s̄g|
· ŝgr (14)

where the first fraction is simply the optimum phase for each

GU element (conjugate phase of element g).14

F. Choice of Frequency

The choice of frequency plays a major role in the range,

size, transfer efficiency, economy, and practicality of a

WPT-AD system and is perhaps the most significant parameter

of choice. This is evident from the presence of wavelength

squared in the denominator of (10). Simply put, everything

else being equal, a doubling of operation frequency can

translate to a factor of 4 reductions in the size of the GU or

RU (or a combination thereof) at a given efficiency, doubling

of range for a given GU and RU size, or a fourfold increase in

transfer efficiency subject to the cap discussed in Section II-D

and footnote 11. A plot of the best-estimated transfer efficiency

of the system from (11) at four different frequencies (see

Fig. 4) shows this dependence and the strong preference for a

higher frequency of operation.

III. FOCUSING CHALLENGE IN LARGE ARRAYS

A practical radiative WPT-AD system utilizes one or more

GUs to dynamically focus EM energy on various RUs, which

converts the focused EM beam’s energy to usable dc power

using a chain of antennas, rectifiers, and regulators. The

GU uses multiple synchronized RF sources and antennas

to maximize the power recovered by the RU(s) at their

potentially unknown locations in 3-D space. This focusing

is achieved through constructive interference by adjusting the

13It is obvious that the random phase setting lower bound is simply 0.
14The second lower bound can be obtained by calculating the optimum

conjugate phase setting in GU for each RU element, repeating this process for
every RU element, and using the GU setting that led to the highest individual
RU element power, to find the total RU output power to find another physically
achievable lower bound

η ≥ max
r

�

�

�

�

�

�

G
�

g=1

ŝ∗
gr ŝgr

�

�

�

�

�

�

. (15)

Fig. 4. Approximate maximum transfer efficiency plot for a 0.4 × 0.4 m2

GU and a 0.1 × 0.1 m2 RU versus distance using (11).

Fig. 5. High-level architecture of a GU wirelessly transferring power to an
RU.

phase (and amplitude) of each source and rapidly switching

the beam location to distribute the power among different

locations in different proportions using a time-division multi-

plexing (TDM) scheme. The RUs can communicate with the

GU and provide information using either an active or a passive

radio channel. Fig. 5 shows an example of the high-level

architecture of such a system with one GU and one RU.

In many WPT-AD scenarios, the location of the RU is

not known ahead of time, can frequently, and continuously

changes, necessitating a rapid focusing algorithm that can be

refocused over a short duration of time. Furthermore, as will be

seen in Section VI, the absolute phase values of the individual

elements may be effectively random. Also, in many practical

scenarios, there are various bandwidth and latency limitations

on the communication between GU and RU. In addition,

in highly scattering environments (e.g., indoors), the optimum

phase setting may be significantly different from the free-space

ones due to reflections and obstructions. Thus, the system

should be able to focus and refocus rapidly without any

advance knowledge about the absolute phase of each element

and have the ability to pipeline and batch process multiple

settings with minimum power spillover (power not recovered

by an RU).
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For a given relative location and orientation of an RU with

respect to a GU, there exists a combination of phases of the RF

power sources on the GU that maximizes the recovered energy

for a given RU shape, location, and orientation.15 However,

finding such combinations rapidly and reliably (i.e., focusing

on a given location and orientation) can be challenging in a

large array. To illustrate this, consider a transmitter array with

G elements, where the phase of each element can be changed

by P phase steps. The number of possible phase combinations

in such a system is PG , which grows exponentially with

the number of elements. For example, in a small array with

100 elements, where the phase of each element is determined

by an 8-bit word, the number of possible phase combinations is

given by16 256100 = 2800 ≈ 10240. This makes a brute-force

search through all possible combinations impossible.17 This

situation is further exacerbated for larger arrays.18

It is obvious that, other approaches can be used to mitigate

this situation. In theory, sweeping through the phase setting of

each element individually, while the other elements are main-

tained at a constant phase, can change the exponential growth

to a linear one by sweeping through P · G phase settings,

which scales much more favorably with the array size.19 In

this approach, a batch of phase settings are programed into the

array in fast succession; the power received by the RU array is

monitored; and the index of the phase setting with the highest

received power at the RU is transmitted back to the GU either

after each sweep or a predetermined number of sweeps. The

number of distinct phase settings tested within each batch that

is reported all at once within each communication interval is

called communication run length (CRL). Upon receipt of these

indexes, the GU will adjust the phases of those elements to the

value(s) producing the largest recovered power and continues

the sweep of remaining elements.20

A variant of this approach is the classical gradient descent

algorithm [34], which, in the absence of noise and certain other

non-idealities, is mathematically proven to arrive at the global

optimum, as long as the optimization objective function is

convex [35]. Such approaches may settle at the local optimum

in the case of non-convex function. Fig. 6 visualizes the

variations of the received power at some small point in space

with three radiative sources with the same amplitude when the

phases of two of them (φ1 and φ2) are varied between 0 and

360◦ (2π), while the third source’s phase is held constant (φ0).

It can be seen that, in the absence of noise and other non-

idealities, a gradient descent (ascent in this case) to the peak

can end up at any of the four local optima (maxima in this

case), designated as P1 to P4. As a result, in this particular

maximization of power using the method of element phase

15Power amplifiers often perform best near their peak power, so, for this
discussion, we focus on the phase changes.

16Using 210 ≈ 103 .
17Even trying one billion combinations per second, it will take 3 × 10223

years, or 3 × 10213 times the life of the universe to complete the search!
18Or when amplitude control is used in addition to changing the phases of

the individual elements to further minimize power spillover.
19A very manageable 100 × 256 ≈ 2.6 × 104 states in our example.
20An often-predefined mathematical function describing the amplitude set-

tings for the GU, known as an apodization or windowing function, can also
be applied to produce and refine a particular desirable pattern shape.

Fig. 6. Visualization of the focusing space of a three-element array versus
φ1 and φ2, when the third element also radiates with the same amplitude and
constant reference phase.

variation, the objective function is not necessarily convex

within the range of [0, 2π) for an arbitrary initial phase.

However, the search space periodically repeats with a period

of 2π for all element phases, and hence, any gradient-based

approach will reach the maximum power if the phase is

allowed to progress beyond the boundaries of the [0, 2π)G

sized box21 of phase variables, as then the algorithm will

arrive at a phase setting that results in maximum trans-

ferred power. For example, in Fig. 6, any movement toward

points P2, P3, or P4 will eventually end up at P1 through

the modulo-2π wrapping. This makes the modulo-modified

function effectively convex.22 Thus, in the absence of noise

and other non-idealities, gradient descent type algorithms are

mathematically guaranteed to arrive at the global optimum.

While this approach theoretically solves the problem, as is

often the case, the situation in practice is quite different.

Such independent phase optimization approaches often

result in small variations in the received power at the RU,

particularly when a large array is involved, since the power

fluctuations as the phase is swept are due to interference

between one element and the rest of the elements. In practice,

there are additive non-idealities, such as amplitude and phase

noise in the GU, amplitude, and quantization noise in the RU,

and RF interference, as well as nonlinear effects, such as oscil-

lator and PLL pulling and coupling in the GU and nonlinear

mixing in the RU. These non-idealities lead to large errors in

the detected signal, which can result in a significant reduction

in the dynamic range and accuracy of the RU evaluations and,

thus, the quality of focusing. Furthermore, as the fine-tuning

of the phase increases toward the end of the focusing process,

the progressively smaller variations get almost entirely buried

by the aggregate noise and interference from other elements.

This results in inferior focusing, especially for fine phase

adjustments, which translates to significantly lower recovered

21More accurately, a G-dimensional hyper-cube.
22Perhaps, it should be called “cyclically convex” because of its periodicity

with multiple equivalent maxima, any of which is the global maximum.
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Fig. 7. Visualization of the focusing space of a 64-element array versus
φ1 and φ2, when all remaining 62 elements radiate at phases that result in
complete constructive interference at point of interest.

power at the RU than the GU power capacity. This can be seen

in the conceptual plot of power variations with respect to the

phase variations of two elements in a larger array (64 elements

in this case), as shown in Fig. 7. Compared with Fig. 6, it is

clear that single-element variations produce smaller fractional

changes in larger arrays. In the presence of amplitude and

phase noise, this can render them ineffective as the number of

array elements grows.23

IV. MULTI-ELEMENT FOCUSING USING 2-D

(PSEUDO-)ORTHOGONAL BASES

The phase and amplitude settings of an M × N-element

(G = M N) transmitter array in a power generation unit (GU)

present a complex M ·N-dimensional basis for the vector space

of all the GU settings, where the phase and amplitude of the

radiator at index (m, n) can be viewed as elements of an M-

by-N matrix. If a constant amplitude is assumed and only

phases are varied, the vector space can be represented as a

real vector space with actual values of the individual phases

as the elements of a matrix.24 Such a vector space can be

spanned using many different sets of basis matrices. In such

a space, the inner product of two matrices a and b is defined

as25

ha, bi = hb, ai =

M
�

i=1

N
�

j=1

ai j bi j . (16)

A complete basis for this space would consist of G matrices

(G = M N), as it is a G-dimensional vector space. We refer to

the matrices that form the basis for the space as masks. The

23Independent-phase-adjustment algorithms assume that the optimum phase
settings of different elements are independent of each other. In reality,
non-idealities can produce undesirable projections and imperfections if the
phases were individually and independently optimized.

24For a non-constant amplitude setting, the matrix elements can be complex

phasors, Amne jφmn .
25It is noteworthy that ha, bi = tr(aT b).

Fig. 8. Linearly independent, but non-orthogonal partial (three out of 16)
mask-set (b1, b2, and b3) and orthogonal partial (three out of 16) mask-set
(e1, e2, and e3).

simplest examples of such masks are the ones consisting of

all-zero matrices with only one element being one, where, for

each matrix, the single one appears in a different location.

Another simple, yet relevant, example is shown in Fig. 8,

where the three independent basis matrices (masks) (with

elements being −1 and 1), b1, b2, and b3, are linearly

independent, yet not orthogonal, while masks e1, e2, and e3

are orthogonal (and, thus, obviously also linearly independent),

in the 16-D space of the 4 × 4-matrices.

A complete mask-set (basis) that spans the entire vector

space of parameters is often necessary, as an incomplete basis

could result in suboptimal focusing and, thereby, reduced

efficiency in the case of WPT-AD. This is because parts

of the search space would remain unexplored. While many

different mask-sets (basis functions) are possible, different

basis functions could be preferred depending on the scenario.

An important observation is that a change of basis does

not change the (cyclic-)convexity of the focusing objective

function (e.g., Fig. 6), and thus, as long as a complete basis

is used, the same mathematical guarantees for arriving at

the global optimum26 that existed for the individual phase

adjustment approach would also apply for the G-dimensional

space.27

The signal-to-noise ratio (SNR) plays a significant role in

effective focusing. As the phase variations become smaller

in later stages of the focusing process when there is a

large distance between the GU and the RU, as one or

both are obscured by conductive or absorbing materials or

placed in undesirable orientations with respect to each other,

the SNR can significantly degrade, lowering the quality of the

focusing.

The SNR challenges can be alleviated by sweeping the

phase (and possibly amplitude) of multiple elements in the

array simultaneously using masks that vary the phase of a large

number of elements simultaneously. This approach produces

large signal variations due to the constructive and destructive

interference of a larger number of elements. To see this,

26In the absence of noise and other non-idealities.
27Assuming gradient-descent-type approaches.
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Fig. 9. Received power variations at RU due to phase change of half of the
GU elements with respect to the others in an example of the GU-RU pair
with a 2-D signed mask.

Fig. 10. Received power fluctuations at RU due to a small number (three in
this example) of phase changes of half of the GU elements with respect to
the others in an example of the GU RU pair with a 2-D binary basis vector
different from the one in Fig. 9.

imagine an extreme scenario, where the focusing is already

achieved, and the signal power is focused at a given 3-D

focal point (see Fig. 9). If half of the array elements (the

red group) are swept by 1φ and the other half (the blue

group) swept by −1φ, the signal power can be changed

across its entire usable dynamic range, from maximum power,

Pmax, to 0, as 1φ goes from 0 to 90◦, as shown in Fig. 9.

While sweeping the phase of a large number of elements

simultaneously can provide significant improvements in the

SNR at the RU, it may not be immediately clear how it can

be used to identify the optimum setting for each element of

a large array. Next, we present a framework using orthogonal

mask sets for the dynamic focusing algorithm of an arbitrary

array at an unknown location to address this question.

A. Orthogonal Mask-Phase Sweep

There are many different masks that can achieve the full

power sweep of Fig. 9. The phase shift may be done differen-

tially (with one group moving in the opposite direction of the

other group) (masks with element +1 or −1, which we will

call signed masks) or in a one-sided fashion, where only one

group of phases is swept without the other group moving (with

mask elements at 0 or 1, hereafter referred to as binary masks,

as in the example of Fig. 10). Each mask would sweep the

phases of different groups of elements, while the RU monitors

and records the received power.

The phase of the elements within each mask can be swept

over dynamically adjustable phase sweep ranges (PSRs) and

with an arbitrary number of phase steps (NPS) within each

overall iteration of the loop. (For example, PSR = 180◦ and

NPS = 4 correspond to 1φ = −90◦,−45◦, 0,+45◦,+90◦.)

The NPS can be as low as two (i.e., a binary search within

the PSR) and as high as allowed by the system hardware.

A smaller NPS (i.e., coarse phase variations) produces a

smaller number of power levels to be evaluated at the RU.

This can result in a higher speed of operation and lower

complexity in the detection at the expense of lower local

accuracy, as shown in the example of Fig. 10. A smaller PSR

would result in the exploration of a narrower subsection of all

allowed phases. This usually (but not always) happens in the

later iterations of the focusing, where the algorithm (through

its automated operation) effectively performs fine-tuning of

the phase settings. It can also be the case that volumetric

refocusing (see Section V) is performed, and the main focusing

algorithm performs a rapid final adjustment, using a smaller

PSR.

One of the advantages of using orthogonal (or pseudo-

orthogonal) masks is the smaller projection of optimization

of one mask sweep on the other ones (theoretically zero

for a perfectly orthogonal basis). The orthogonality enables

the identification of the optimum phase (within the NPS)

for different masks to be done in batch and independently

without the need for constant updates to the GU setting

after each mask. This can significantly reduce the number

of communication updates from the RU to GU by using a

longer CRL, which is the number of different RU power

states reported back to the GU in one communication package.

Using a complete mask set would enable getting closer to

the optimum focusing with no blind spots in the optimization

space.28 An example of one such complete and orthogonal

mask set is shown in Fig. 11 for a 4 × 8-array (or 4 × 8

segments within the array).

The mask-set of Fig. 11 is generated by multiplying

columns of reordered H4 (the 4 × 4 Hadamard matrix

[36], [37]) by rows of reordered H8 (the 8 × 8 Hadamard

matrix). (More details of this 2-D mask generation using the

Hadamard and pseudo-Hadamard matrices are discussed in

the Appendix.) All these masks are orthogonal to each other,

namely

hMi , M j i = 0 i 6= j (17)

with the inner product definition of (16). In general, an orthog-

onal mask set of size M × N can be generated if HM and HN

(Hadamard matrices of sizes M × M and N × N) can be

constructed either analytically or computationally. The indi-

vidual masks are generated by doing a matrix multiplication

28In comparison, if a random selection of elements is used for the phase
sweep, the system can be prone to incompleteness in its search, meaning that
certain states or combinations of them may be missed or that more mask
sets would need to be swept, potentially resulting in inferior performance
compared with a well-chosen, non-random selection of elements.
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Fig. 11. Signed orthogonal mask set for a 4 × 8 array.

of a column of the HM matrix by a row of the HN matrix to

generate an M × N-mask.29

If the Hadamard matrices do not exist for the desired M

and N , pseudo-orthogonal mask sets can be constructed using

the pseudo-Hadamard matrices introduced in the Appendix.

An example of this is shown in Fig. 12 for a 5 × 7 mask-set.

In this example, we have used pseudo-orthogonal Ĥ5 and Ĥ7

pseudo-Hadamard matrices.30

Using orthogonal or pseudo-orthogonal masks facilitates

the evaluation of the optimum phases (and amplitudes) for

multiple masks independently and sequentially without the

need to update the GU phase setting after each phase sweep of

the GU elements by the active mask. This can be particularly

useful in the presence of large latency (e.g., for long-range

systems) or bandwidth limitations (e.g., low power or pas-

sive communication) from RU to GU. The orthogonal and

pseudo-orthogonal masks allow the phase sweeps to be done

independently and the aggregate result effectuated in the GU

after a predefined number of masks have been swept through.

As we mentioned earlier, we call the number of masks swept

between two communications from RU of the best power

readout, CRL (measured in the number of masks), which can

29The effect of this mapping can be seen in the variation of two elements
phases, such as those shown in Fig. 6, where the individual phase changes
correspond to the blue and red vectors, φ1 and φ2. The 2×1-orthogonal basis
generated with the Hadamard matrixes corresponds to the masks: M1 = [1, 1]
and M2 = [1,−1]. These correspond (within a factor of 2) to common- and
differential-mode signal projections in circuit vernacular and are shown as φc

and φd in Fig. 6. An ascent performed in Fig. 6 using this new basis of φc and
φd with 2π wrapping would eventually converge to the same global optimum
point P1, albeit through a different trajectory. The higher order basis, such as
those shown in Figs. 11 and 12, provide more complex signal projections with
higher signal variation dynamic range that allows the approach to overcome
the noise.

30It should be noted that the orthogonal bases are not limited to those
generated using the Hadamard matrices, and many other variations may exist.
Also, the amplitude settings can be captured by similar mask-sets if necessary.

Fig. 12. Signed pseudo-orthogonal mask set for a 5 × 7 array.

be as low as 1. The qualities of the mask-set and other system

non-idealities (e.g., element coupling or pulling) determine the

maximum useful value of the CRL.

B. Segmentation and Batch Processing

The mask sets do not need to be the same size as the full GU

array. The array can be broken down into smaller segments,

where, within each segment, a smaller set of (preferably

orthogonal) masks will be used. For segments of size Ms ×Ns ,

there would only Ms × Ns masks. This will result in a smaller

number of elements phase swept at any given time and fewer

mask to sweep through, resulting in potentially faster sweeps,

but at the cost of lower phase variation dynamic range. Fig. 13

shows an example of a 4 × 6 segmentation within a larger

16×12 array, where there will be 24 masks for each segment.31

The optimum phase setting for each mask within each

segment is shown as 1copt(i), corresponding to the binary

code applied to the phase control element (e.g., the CMU) that

produced the largest signal at the RU under the i th segment

mask, M(i). For a CRL greater than 1, starting with mask n

and going through CRL more masks, there would be the same

number of the 1copt(i) values. Once the CRL is reached and

these individual values are communicated back to the GU,

the new code settings are calculated by

1C = mod




n+CRL
�

i=n

1copt(i)M(i), P

�

(18)

31It should be noted that the segments and elements themselves do not
need to be physically collocated and that the designation of the elements
themselves can also be arbitrary. For example, for a particular set of elements
chosen (e.g., an orthogonal set), the physical location of any two elements
can be interchanged, and the resulting set of elements may be preferred
under certain circumstances. This process can be repeated on the resulting
set without changing the property of these elements acting as a segment.
Additional operations, such as row and column exchanges, rotations, and
reflections, may also be applied. This also applies to nonuniform, sparse,
non-planar, and mechanically changing arrays.
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Fig. 13. Segmentation example of 4 × 6 (Ms × Ns ) in a 16 × 12 (M × N )
array.

where matrix P, called modulo here, captures the variations

in the local phase control characteristics of individual phase

synthesizers of each element. (e.g., if increasing the control

word from 0 to 210 produces a monotonic phase advance of

2π , then pi j = 210).

C. Iteration

The algorithm described is run in multiple iterations, where

it adjusts its parameters dynamically to take advantage of

direct tradeoffs between dynamic range and segmentation size,

speed, and number and spacing of phase steps. The overall

algorithm involves one or multiple iterations of this process,

where the PSR, the NPS, the segmentation sizes (Ms × Ns ),

and the CRL can (and often do) change from one iteration

to the next. For large initial PSR, greater variations in the

phases of elements with respect to each other produce a large

change in the received power in the RU. This larger dynamic

range allows for the phases of a smaller number of elements

to be changed in each step (smaller segment sizes). Typically,

as the main loop progresses and the coarse phase tuning

transitions toward finer tuning (smaller PSR), the variation

in the amplitude becomes smaller, and larger segmentations

would be advantageous as they would generate larger power

variations in the RU.

The loop can start from a random initial state or use

previously evaluated phase settings as a starting point to

ensure faster convergence to the optimum phase setting.32

The refocusing method of Section V in combination with

inertial and other measures on the RU side can be used to

rapidly calculate a new phase state to be used immediately

or in conjunction with this algorithm (e.g., the algorithm

starting from an intermediate iteration using those refocused

values).

D. Interpolation

The algorithm has the option of using interpolation in

between NPS + 1 phases in the range defined by PSR

32With sufficiently small focusing time, real-time RU tracking can be
achieved, where the system dynamically refocuses at a sufficiently fast rate
that the system effectively performs real-time RU tracking, and power transfer
to the RU is never interrupted. We will discuss algorithms and methods
enabling such solutions next.

Algorithm 1 Generalized Focusing Algorithm

ncomm ← 1

8best ← 8init

GULoad(8best)

for i ← imin to imax do
[Ms , Ns ] ← si zeseg(i)

φrange ← P S R(i)

nφ ← N PS(i)

crl ← C RL(i)

maskset ← MaskGen(Ms, Ns)

for nmask ← 1 to Ms · Ns do
mask ← maskset (nmask)

for seg ← 1 to (M · N)/(Ms · Ns ) do

for φ ← 0 to φrange step φrange/nφ do

for r ← 1 to Ms do

for c ← 1 to Ns do
8(r, c) ← mod(8best(r, c) + φ ·

mask(r, c), modulo(r, c))
end

end

GULoad(8)

GUhist (ncomm) ← [φ, seg, nmask]
end

if ncomm = crl then
RUhist ← RURead()

for j ← 1 to crl do

for r ← 1 to Ms do

for c ← 1 to Ns do
8Best (r, c) ←

mod(8best(r, c) + φ(RUhist ( j)) ·

mask(GUhist ( j)), modulo(r, c))
end

end

end

GULoad(8best)

ncomm ← 1
end

else
ncomm ← ncomm + 1

end

end

end

end

within each sub-iteration. It finds the best phase by fitting

the measured power pattern to the appropriate sine and cosine

functions to identify the best phase setting within that range.

This phase is often between the actual tested points and does

not exactly correspond to one of them. This option often leads

to faster convergence, less sensitivity to single-events, and

higher final power values.

E. Pseudo-Code

A simplified example of the high-level pseudo-code of the

algorithm is shown as Algorithm 1.
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Fig. 14. Coordinate system for refocusing.

V. SECONDARY VOLUMETRIC REFOCUSING

It is highly desirable for an RF lensing system to be

able to rapidly refocus the energy on a different arbitrary

point in the 3-D-space in both near- and far-field regions,

something that traditional beam-forming approaches are not

typically intended for.33 This is useful in many applications,

such as dynamic tracking of an RU in a WPT-AD system,

real-time mapping of the space (e.g., within a room) for

imaging and sensing, or high-efficiency data communication.

The secondary dynamic volumetric refocusing eliminates the

need for multiple potentially time- and energy-consuming

primary focusing attempts (e.g., the method of Section IV).

Instead, it refocuses in 3-D using a rapid calculation of new

coefficients based on a single primary focus at a known

location.34

As a starting point, consider the case of a regular rectangular

M × N array, where each element has an arbitrary and

unknown random phase offset (e.g., because of the different

path lengths for low-frequency reference distribution lines).

Assume that the focusing algorithm has already been used

to maximize power at point 0 with known coordinates R0 =

(x0, y0, z0) with reference to the array origin in Fig. 14 (lower

left corner here). It is now desirable to be able to refocus on

point 1 located at R1 = (x1, y1, z1).

Vector emn captures the location of an arbitrary element

with indexes m and n within an arbitrary array. In a regular

array, it can be expressed as

emn = (mdx î + ndy ĵ)

|emn |2 =


d2
x m2 + d2

y n2
�

33It subsumes far-field beamforming by focusing on points at infinity.
34Information about this new location can be obtained from other sensors,

such as inertial measurements that, in conjunction with other inputs to the
system, can be used to estimate the new location of the RU. This estimate
does not need to be exact, and the focusing can further be refined by the
algorithms of this and Section IV.

where dx and dy are element spacings in the x- and y-

directions. Note that there is no need for a square or even a

regular array as long as emn is known since tracking is done on

a per element basis. This allows for independent operation and

independent formation of multiple focal points using different

segments of the array if necessary.

The path length difference in conjunction with phase dif-

ferences between different elements in the array is what is

responsible for focusing. In Fig. 14, the path length difference

for two elements, from one at the origin (0, 0) and one at emn ,

to a location described by any given vector R is given by

1lmn(R) = |R − emn| − |R|

= [|R|2 − 2R · emn + |emn |2]
1
2 − |R|. (19)

The phase difference between the signals at location 0

generated by the two elements located at the origin and the

one at |emn | is given by

1φmn,0
2π
≡ φmn,0 − φ00,0

2π
≡

2π

λ
1lmn(R0) + ψmn,0 − ψ00,0 (20)

where φ00,0 and φmn,0 are the phases of the signals generated

by the elements at the origin and at emn , respectively. Variables

ψ00,1 and ψmn,1 express the generally unknown excess phase

offset of the elements at the origin and emn , respectively.

The symbol
2π
≡ represents a modulo-2π equivalence for phase

(phase wrapping).

Similarly, the phase shift due to those two elements at a

new location, 1, can be expressed as

1φmn,1
2π
≡ φmn,1 − φ00,1

2π
≡

2π

λ
1lmn(R1) + ψmn,1 − ψ00,1. (21)

Now, to focus at location 1, the phase difference 1φmn,0 has

to be an integer multiple of 2π and similarly for 1φmn,1, i.e.,

1φmn,0
2π
≡ 1φmn,1

2π
≡ 0. (22)

Using this congruence relation allows phase recalculation at

the individual element level for any new refocusing location

based on a single original focus at a known location (R0

here). To achieve this, we can solve for the necessary phase of

the element at emn with respect to the element at the origin,

namely

1ψmn,1 = ψmn,1 − ψ00,1

2π
≡ 1φmn,1 −

2π

λ
1lmn(R1)

2π
≡

2π

λ
[1lmn(R0) − 1lmn(R1)] + 1ψmn,0 (23)

which leads to a simple expression for the necessary phase

shift setting at the GU between elements at the origin and the

one at emn

1ψmn,1
2π
≡ 1ψmn,0 +

2π

λ
[1lmn(R0) − 1lmn(R1)]

2π
≡ 1ψmn,0 +

2π

λ
1Lmn(R0, R1) (24)
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where 1Lmn(R0, R1) is the path length difference for the

element at emn with respect to the element (the origin) for

target points R0 and R1, which can be computed as

1Lmn(R0, R1) = [|R0|
2 − 2R0 · emn + |emn |2]

1
2

− [|R1|
2 − 2R1 · emn + |emn |2]

1
2

+ |R1| − |R0|. (25)

It is noteworthy that the element-wise correction removes

the random phase offset. When the element phase shift is

generated using a digital word fed to an element phase syn-

thesizer (e.g., the clock multiplier unit (CMU) in Section VI),

the relationship between the induced phase, ψmn , and the

phase synthesizer control word is generally nonlinear and has

arbitrary offsets that change from element to element

ψmn = ψ(Cmn) (26)

which can be approximated as a linear relationship

ψmn = amnCmn + bmn (27)

where amn is the slope of the linear fit and bmn is the random

offset that can assume any arbitrary value due to reference

skew. Using the linear approximation, we can obtain

1ψmn,1
2π
≡ 1ψmn,0 +

2π

λ
1Lmn(R0, R1)

2π
≡ amnCmn,1 +✟✟bmn − (a00C00,1 +✚✚b00)

2π
≡ amnCmn,0 +✟✟bmn − (a00C00,0 +✚✚b00) +

2π

λ
1Lmn .

(28)

Canceling bmn and b00 between the second and third parts of

(28), we obtain

amn(Cmn,1 − Cmn,0)
2π
≡ a00(C00,1 − C00,0)

+
2π

λ
1Lmn(R0, R1). (29)

We can define C00 = 0 for all settings without loss of

generality. Thus, C00,1−C00,0 = 0, and the change in the phase

synthesizer code for the individual element at emn should be

1Cmn = (Cmn,1 − Cmn,0)
2π

amn
≡

2π

amn

·
1Lmn(R0, R1)

λ
. (30)

The M × N-matrix 1Lmn(R0, R1) states the shift in the code

word of the phase synthesizer for each element and can be

calculated only once for any new location at the element level.

This local calculation is computationally efficient. It can also

be applied in nonuniform and sparse arrays. It can be also

cached in memory and does not need to be recalculated every

time.35

35It should be noted that the effectiveness of the refocusing approach may
diminish to some extent in strongly scattering environments due to multi-
path. However, this effect is less pronounced in wireless power transfer
compared with communication systems due to the more directional nature
of the transmission.

Fig. 15. (a) Top-level RFIC with 16 independently controlled RF outputs.
(b) Detailed architecture of each power quad. [16].

VI. HARDWARE PLATFORM

While the system is not limited to any specific frequency,

there are fundamental advantages for operating at higher

operation frequencies, as discussed in Section II-F. The system

size, range, and focusing capability significantly improve with

higher frequencies. However, the drawbacks of the operation

in mm-wave and higher microwave frequencies are the higher

system complexity, parameter sensitivity, component density,

and cost. This makes it very difficult to realize a reliable

and economical system using discrete and commercial off-

the-shelf (COTS) components and naturally leads to an inte-

grated CMOS RFIC solution [28]. In this section, we describe

the design of a single-chip CMOS IC that integrates all the

components of an array building block with the ability to

synthesize and amplify multiple independently controlled RF

outputs at 10 GHz from a low-frequency reference signal.

A. IC Architecture

By integrating the functions of frequency synthesis, phase

and amplitude control, power generation, and regulated oper-

ation for multiple radiators on a single RFIC system-on-chip

(SOC), a truly modular scalable solution can be obtained,

as shown in Fig. 15. Each RFIC independently controls the

phase and amplitude of 16 different outputs (radiators), and

multiple RFICs are synchronized to a single reference signal

[38] to form a highly scalable system.

Each chip utilizes 17 on-chip PLLs performing a two-step

RF power generation. The on-chip central, programmable PLL

in Fig. 15(a), whose details can be seen in Fig. 16, synthesizes

a 2.5-GHz RF signal from a low-frequency (5–200 MHz)

external reference clock that is distributed to different RFIC
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Fig. 16. First programmable frequency synthesizer for the internal 2.5-GHZ
reference generation.

Fig. 17. Reference redistribution DLL.

units. This approach allows the distribution of a lower fre-

quency (2.5 GHz) reference across the chip to 16 different

locations in order to mitigate the loss and dispersion issues.

The chip also utilizes buffers and delay-locked loop (DLL)

circuitry [39] to allow retiming and redistribution of the

low-frequency reference between chips (see Fig. 17). This is

crucial when large arrays scale to sizes where it is impractical

to use a single central clock source to directly drive all the

system RFICs.

The 2.5-GHz reference is distributed on-chip to four

groups (quadrants) of four independently controlled RF chains

[see Fig. 15(b)]. Each of the four chains within a quadrant

employs a second CMU to synthesize an output signal around

10 GHz. The CMUs also operate as programmable phase syn-

thesizer by introducing a digitally controlled current offset to

the multiplier charge pumps, as shown in Fig. 18. The imple-

mented current DAC (IDAC) is an 8-bit thermometer-coded

IDAC that can add or subtract current from the PLL loop filter.

The use of thermometer-coded architecture insures monotonic

phase change with respect to the input phase code. In a

WPD-AD system that utilizes TDM to power multiple devices

at the same time, simultaneous phase updates are required to

reduce the dead time overhead between the beamswitching.

The CMUs incorporate four phase register banks that can

enable up to four TDM slots. Rising edges on a PWM signal

will simultaneously update the phase of all elements in the

array by connecting the next register bank to the IDAC. The

width of the PWM signal defines the duration of beam dwell

time and enables simple power allocation control. Introduc-

ing a phase shift through the CMU is simple and efficient.

However, it requires stabilization of the feedback loop and

might be too slow for certain applications. Thus, the CMUs are

followed by fast vector modulators [40] capable of phase and

amplitude control, as shown in Fig. 15(b). The combination

of the slow-but-accurate CMU phase control, with the fast

Fig. 18. One of the 16 CMU PLLs with 4× frequency multiplication and
phase control through digital code.

phase-and-amplitude vector modulator, provides the option

to modulate high-speed data constellations while maintaining

focusing (and other RF-lensing operations) through carrier

phase coherence enforced by the CMU.

The fast vector modulators include local pre-programmable

phase and amplitude settings through lookup tables (LUTs)

implemented using static random access memory (SRAM)

with settings that can be loaded into the rapid phase controlling

circuits through an address register. In addition, the address

register itself can also be incremented and controlled through

a global, 1-bit control line that triggers a counter to load

the next address into the register. This functionality allows

the system to rapidly switch between pre-programed focal

points to accelerate servicing multiple RUs for TDM power

distribution, other clients, or additional system functionality.

Random memory access allows pre-loading data such that

exhaustive raster or other scans of arbitrary resolution using

different beams can be implemented. Finally, the single-bit

control line can be pulsewidth modulated to control beam

dwell times at different physical locations. As the local SRAM

can operate at very high speeds, the transition time between

beam settings can be kept to a minimum.

In order to reduce on-chip coupling and crosstalk, supply

domains between quadrants and within a quadrant are sepa-

rated and individually controlled using programmable on-chip

linear supply regulators. Internal supply rail voltages and

output from additional sensors can be digitally read using

on-chip DACs, as seen in Fig. 15(b).

Each chain is completed by a power generation block,

as shown in Fig. 19 (16 in total). Each RF chain PA can be

operated and controlled independently. However, within each

quadrant, they are stacked from a dc perspective, as illustrated

in Fig. 20. This allows for reuse of the current that is shared

by the four cores in order to bias the PAs at four times higher

voltage and significantly reduce I R drops on the supply lines.

A control algorithm is used to monitor and adjust the operating

voltages of the amplifiers dynamically [38]. The final stage of

each amplifier, where most of the dc-to-RF power conversion

occurs, is realized using a differential cascode to guarantee

reliability under load mismatch, as shown in Fig. 21.

B. GU Architecture

The self-contained RFIC in Fig. 22(a) is the centerpiece of

a unit building block daughter card for the modular system.
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Fig. 19. Power generation chain details.

Fig. 20. Details of the four-PA stack within each power quadrant.

Each daughter card incorporates eight dual-polarized radiators

in a 2 × 4-grid, where two separate RFIC outputs drive

two polarization-ports of each radiator, as seen depicted in

Fig. 24(b). Various size systems can be rapidly assembled

using low-frequency motherboards of various sizes, as seen

in Fig. 22(c). The power supply, shared reference clock, and

programming interface are distributed to all the array’s tiles

via the motherboard, with the principles of scalable array

architecture set out in [41]. The element spacing is 16.5 mm

(0.55 λ), and arrays of varying size and shape can be quickly

assembled using different numbers of daughter cards. The

algorithm is run centrally, and the phase information of the

RFIC digital registers is updated in each iteration.36

36Each step of the iteration on the GU involves reprogramming new
phase setting of some of the elements digitally through ten independent SPI
interfaces running at 2 Mb/s (for a total of 20 Mb/s), where a central 48-
MHz micro-controller runs the algorithm and updates the phase settings of
the RFICs. At this rate, up to 6250 full-size (20 × 20) mask iterations can be
programed into the GU in the 400-element prototype. This is also assuming
that focusing is constantly running, which is far from the actual physical
scenarios.

Fig. 21. Output RF stage details and the associated waveforms.

This architecture enables very large and highly scalable

arrays, using a large number of silicon RFICs. The small

component-count, predictability, and repeatability of manufac-

tured parts and feature-rich functionality make it economically

attractive for a wide range of commercial applications. Several

generations of the system have been constructed at different

frequencies, as shown in Fig. 23, where the impact of the

frequency choice on the system size is quite pronounced.

As a comparison, conventional beam-forming and scanning

phased arrays [5] try to uniformly distribute an internal RF

source and use in-line phase shifters to introduce additional

phase shifts. These phase shifts are then adjusted to form

and redirect a beam focused at infinity to the new direction

known in advance. One of the advantages of low-frequency

reference distribution and local high-frequency synthesis is

the lower power consumption associated with the reference

distribution network and the ability to use more standard PCB

materials and fabrication processes for reference distribution.

The architecture proposed here can tolerate very large37 delay

variations among various daughter cards due to low-frequency

reference distribution length variations, as well as different

transmission line lengths leading to the individual antennas,

as shown in Fig. 24. The delay can result from manufacturing

variation, routing constraints, and board-level RF interference

and manifests as an absolute phase shift between radiating

elements. Furthermore, as is the case with other reference

distribution techniques, it is also prone to temperature and

environmental variations. For example, at 10 GHz, where a

typical electrical length on a daughter card is about 1.5 cm,

routing differences of 1 mm translate into a phase mismatch

of more than λ/8. In a large array, the initial phase differences

37Theoretically unlimited (subject to signal loss).
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Fig. 22. (a) RFIC die photograph. (b) 2 × 4 array tile. (c) 32 tiles, 256-elements array at 10 GHz.

Fig. 23. Designed and manufactured 2 × 4 GU building block at 10, 5.8,
and 2.45 GHz.

between outputs can be practically random, necessitating a

focusing approach that is insensitive to this randomness and

can handle the phase differences. This was discussed exten-

sively in Sections III and IV.

C. RU Architecture

RUs play an important role in the system, as each RU

captures the incident RF signal, converts it to dc to drive

a load, and provides periodic wireless feedback to the GU

about the received power status and its need for power.

A typical RU uses an array of antennas, which couples the

incident wave into its port(s). Unlike classical phased array

communication receivers that form a narrow listening beam

by combining the RF power from multiple antennas coherently

and controlling the listening direction through phase (delay)

adjustments, an ideal RU should present a large aperture and

Fig. 24. Length variations due to (a) reference distribution routing and
(b) output antenna traces at 10 GHz.

a large field of view (FOV) at the same time. This seemingly

impossible tradeoff can be overcome by using nonlinear and/or

multi-mode antennas [42].

An alternative method for wireless power transfer is to

directly couple each antenna38 to a rectifying element39 also

tuned to the desired frequency and power range. The dc output

power of these elements can be combined directly.40

This approach allows the aperture of the RU41 to be accessi-

ble at a wide FOV without element-wise phase alignment. The

rectification is a nonlinear process. Modeling the rectification

process as a simplified squaring process, the RF signal is

down-converted to baseband (dc) by serving as its own LO.

As a result, each element is automatically down-converted with

the correct phase shift and combined at dc, which is the only

frequency at which all signals are, by definition, in phase.

The RF rectifiers’ power flow (RF to dc) is the inverse

of those of the PAs (dc to RF). This makes it possible

to apply the PA design insights to it [43]. A harmonically

terminated Schottky diode rectifier can benefit from waveform

engineering techniques used in PA design to achieve better

performance [44].

38Or a cluster of antennas.
39The combination is sometimes referred to as a rectenna for rectifying

antenna.
40It is also possible to combine the outputs of multiple dc-to-dc converters

for better performance.
41Scaled by the element pattern.
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Fig. 25. Conceptual (a) schematic of a simple diode rectifier and (b) corre-
sponding voltage and current waveforms.

Fig. 25 shows a basic RF rectifier and the conceptual

voltage and current waveforms for a simplified static diode

model (open in reverse and linear resistor in forward with no

capacitance). For optimum conversion, the ratio of the dc loss

in the diode to the input delivered power should be minimized.

In this simplified model, the diode power loss Ploss is

Ploss =
1

T

�

TON

Vd Id dt ≈
1

T

�

TON

(VON + Id Rd )Id dt

=
VON

T

�

TON

Id dt +
Rd

T

�

TON

I 2
d dt (31)

where Id is diode current, Rd is the diode series resistance,

VON is the intrinsic turn-on voltage of the diode, TON is the

period over which the diode conducts, and T is the full period.

The diode current replenishes the charge lost in the capacitor

each cycle; hence
�

TON

Iddt = IL T (32)

where IL = Vout/RL is the load current. The second term in

(31) is the ohmic loss of the diode, which is proportional to

the mean square average of the current. Using the following

inequality:

1

TON

�

TON

I 2
d dt ≥

�

1

TON

�

TON

Id dt

�2

(33)

and substituting (32) into (31), we obtain

Ploss ≥ VON IL + Rd I 2
L

T

TON

. (34)

The conversion efficiency of the rectifier can be expressed

as

ηc =
Pout

Pacc
=

Pout

Pout + Ploss
=

Vout IL

Vout IL + Ploss

≤
Vout

Vout + VON + IL Rd
T

TON

(35)

where Vout is the output dc voltage. It should be noted that

the equality holds if and only if Id is constant over TON.

Fig. 26. (a) Block diagram of the proposed harmonic termination for the
rectifier. (b) Idealized voltage waveforms. (c) Fabricated 10-GHz rectifier.

Constant Id forces constant Vin over the on period of the

diode. From (35), we deduce that increasing TON will increase

the efficiency. This is why square waveforms of a class-F

type harmonic termination of the type shown in Fig. 26 are

desirable for rectification applications.

The optimum performance can be obtained for maximum

Vout and also when the current passing through the diode is

small enough such that the voltage drop in the series resistance

of the diode is negligible. Based on Fig. 26, the following

relation between Vout, Vd , and the reverse voltage on the diode,

Vr , is held at:

Vout =
Vr + Vd

2
− Vd =

Vr − Vd

2
. (36)

Hence, the maximum output voltage that can be achieved is

when the diode is close to the breakdown voltage: Vout,max =

(Vr,max − Vd)/2. As a result, the maximum efficiency of a

diode rectifier cannot exceed

ηc ≤
Vr,max − VON

Vr,max + VON

=
1 − VON

Vr,max

1 + VON

Vr,max

≈ 1 − 2
VON

Vr,max
. (37)

To approach this limit in (37), the input RF voltage swing,

which is the fundamental component of the square wave shown
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in Fig. 26, should be 2/π ·(Vr,max +VON). This way, the diode

is driven close to breakdown voltage, while the RF current

should be small enough that the voltage drop across the diode

does not become comparable to the diode turn-on voltage.42

The block diagram of the proposed rectifier is shown

in Fig. 26. The diode is placed in series, and the anode is

connected to the RF side, while the cathode is connected to the

dc side. This allows for low capacitance loading of the RF side

as the metal contact in the n-type Schottky diode forms the

anode and has a smaller parasitic capacitance compared with

the cathode, which is formed on the semiconductor substrate.

The rectifier utilizes a class-F matching network to shape the

waveforms and block the harmonics from reflecting back to

the source. The anode of the Schottky diode is connected to

a λ/2 short stub at the second harmonic. This stub provides a

short impedance at the second harmonic and close to the short

impedance at higher-order even harmonics, thus preventing the

generation of even harmonics at the anode of the Schottky

diode. At the fundamental frequency, the stub is close to λ/4

and will act as an open. It also provides the dc current path

for the rectifier. The λ/4 open stubs at the third and fifth

harmonics prevent these odd harmonics from radiating back

to the RF source, hence improving the efficiency. The λ/4 line

at the fundamental between these open stubs and the anode

of the diode assures that these stubs appear as open at the

third and fifth harmonics at the anode of the diode and, hence,

do not block the generation of those harmonics. Consequently,

the waveform on the diode can be very close to a square wave

as a class-F network requires. At the fundamental frequency,

however, these stubs have a capacitive reactance, and after the

λ/4 transformation, they will have an inductive reactance on

the anode of the diode. By adjusting the width of these stubs,

they can be made to resonate with the parasitic capacitance of

the diode.

A dual-polarized patch antenna was designed, and a rectifier

was placed at each port, where the two cross-polarization com-

ponents of the incident wave are independently rectified. In its

simplest reincarnation, the power from all elements within a

given polarization is combined directly in dc and drive a boost

converter as a load. The use of both polarizations provides

axial rotation angle independence for the RU. A low-power

transceiver is used to transmit the batches of the measured

rectified voltage levels back to the GU.43 The front and back

images of an RU array are shown in Fig. 27.

VII. EMULATOR

A modular emulator for the system discussed in Section VI

is developed to assess its behavior under various physical con-

figurations, system parameters (such as noise, coupling, and

element EM propagation properties), and algorithm settings.

42If the diode’s series resistance is large, this implies a large RF source
impedance. In practice, matching network losses and the limited Q factor of
the parasitic capacitance/inductance of the diode degrade the performance.
It is possible to get close to this maximum value using a diode with low
resistance and parasitic capacitance.

43Each measurement result can be captured as a byte of data, which, for
500 iterations, translates to less than a kB/s, a very low communication
overhead for the system.

Fig. 27. Front and back sides of one example implementation of the RU
array.

Fig. 28. Relationship between the intended phases (and amplitude) U and the
effective radiated fields, V, due to coupling captured by k through a moving
2-D convolution.

It consists of independently programmable modules for the

GU(s), the RU(s), EM propagation, and the algorithm, where

each accounts for non-idealities within their domains.

A. GU Emulator Module

The GU model accounts for a variety of GU non-idealities.

It provides a model for the randomness of initial fixed phase

offsets in the elements due to varying reference distribution

lengths discussed in Section VI. It also allows for adjustment

of various geometric properties of the GU (size, element

spacing, and so on).

The GU emulator module also models both amplitude and

phase noise of the active devices. Different SNR values for

the noise sources can be chosen to model the physical system

more accurately. It can also account for linear and nonlinear

couplings of adjacent elements. The linear coupling can be

modeled using matrix SGU in (1), which can be either directly

obtained through a one-time EM simulation of the GU radiator

array (or its subsections) or estimated using the simplified

coupling model.

In a GU with G = M N equally spaced elements, the radiat-

ing array is driven with given phases and amplitudes presented

as the complex matrix U. However, the radiated electric

field at the output of the elements will, in general, be a

different complex matrix V due to the element coupling. The

signal coupling between adjacent elements can happen through

various mechanisms at different levels (such as chip- and

board-level non-radiative and radiative couplings, with or with
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scattering). All these linear coupling mechanisms can be taken

into account using an aggregate complex coupling matrix k,

also known as the kernel.44 The effective coupled output V is

V = k ∗ U (38)

where ∗ represents the matrix convolution of the coupling

kernel, k, and the intended drive U. An example of U

and V is shown in Fig. 28. The GU-module calculates the

coupling kernel, k, from the individual coupling properties

using proper linear algebra operations. The conservation of

energy considerations leads to the following constraint:

hV, Vi ≤ hU, Ui. (39)

The emulator ensures that this constraint is satisfied by

optimizing the phases of U to maximize hV, Vi and then

normalizing k by this value.45

B. RU Module

The goal of the RU module is to calculate the total received

power from the fields coupled into each element. The RU can

be modeled as an array with R elements and fixed element

spacing. The RU module takes into account the effect of added

noise at the RU, the quantization noise, and the averaging

effects of analog-to-digital conversion at the RU. It can also

account for nonlinear reception and/or rectification behavior,

as well as various other non-idealities, such as EM and thermal

coupling.

C. Electromagnetic Propagation Module

The propagation module takes geometric parameters of the

GU and RU system (size, arrangement, orientation, and place-

ment) and the EM radiation patterns of the radiating elements

within the array and uses the methodology of Section II to

estimate the G × R-coupling matrix and Ŝ sub-matrix of (1).

For a given stationary configuration, this remains fixed and,

thus, needs to be calculated only once.

D. Algorithm Module

The algorithm module allows different algorithms and set-

tings to be evaluated under various physical configurations by

calling on the remaining modules to evaluate the response to

various GU settings on the output. It accounts for various non-

idealities, such as latency and batch data communication.

E. Emulator Results

The amplitude and phase noise in the GU and the noise in

the RU result in a random trajectory toward the final focusing

state. This is visible in the representative plots of Fig. 29,

where the individual effect of the noise on the final value of

the RU dc voltage is shown as a function of amplitude and

phase noise of the GU, as well as additive noise at the RU.

44k can be evaluated using a localized EM simulation or a simplified
coupling model.

45This method is known to work for equal amplitude driven elements, but
it is hypothesized that this relationship holds for the non-constant drive as
well. No counterexample has been found yet.

Fig. 29. Effect of (a) GU-amplitude-noise-induced SNR alone, (b) GU
random phase noise variance alone, and (c) RU amplitude-noise-induced SNR
on the final RU dc voltage alone. 1-σ error band for 50 runs. The dashed
asymptotes show the noiseless final value.

Fig. 30. Effect of coupling on the optimized voltage of a 16 × 16 GU
(SNRamp = 20 dB), averaged over 50 runs. Single-element sweeps were
used throughout the optimization, and 4% of the power to an element couples
to other elements.

Fig. 30 shows the effect of element coupling among the

GU elements on the performance of the algorithm versus the

performance without the element coupling. The presence of

the coupling matrix causes some of the power from one port
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Fig. 31. (a) Output spectrum of the central 2.5-GHz PLL. (b) Phase noise
spectrum of a single 10-GHz output.

Fig. 32. CMU output phase versus the digital input code to the current DAC.

to be scattered or absorbed by other ports. Element coupling

lowers the achievable power by the basic algorithm. This is

why even though the noise levels in Fig. 30 are the same,

the received power is less.

Fig. 33. Measured efficiency of the RU rectifier versus frequency.

Fig. 34. Sample measured and emulator generated dc voltage at the RU with
a 10 × 12 GU.

Fig. 35. Measured effectiveness of interpolation.

VIII. MEASUREMENT RESULTS

The output spectrum of the central PLL and the phase

noise profile of a single output channel are shown in Fig. 31.

The low reference spurs within the antenna bandwidth and
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Fig. 36. Measured effect of increasing mask size on the final focused power
of a 400-element GU.

Fig. 37. Measured power versus distance after focusing at each distance
versus the estimate obtained using (11). The focusing algorithm uses an
NPS = 2 and a CRL = 100, as well as a 1×1:2×2:2×4:4×4 segmentation
progression.

the measured integrated rms phase noise are important for

focusing algorithms that maximize the signal power at the

carrier frequency. The measured output phase versus the

digital control word is shown in Fig. 32. The measurement

results confirm a monotonic phase shift versus the input code

as expected from a thermometer-coded current DAC. The

observed non-linearity is the result of non-linearity in the

phase detector of the CMU.

The overall measured efficiency of the RU rectifier is shown

as a function of the frequency of operation in Fig. 33, where

the RU rectification maximum efficiency of 63% is designed

to be centered at 10 GHz at +17-dBm input power in this

particular implementation.

Fig. 34 shows a sample of the progression of the measured

dc voltage at the RU as the focusing algorithm runs with

10 × 12 GU and a 3 × 3 RU. In this case, the algorithm runs

with the full 10×12 mask size for all iterations. A companion

sample result from the emulator of Section VII is shown on the

same plots. The observed large jumps after periods of relative

Fig. 38. Measured power versus angle from GU central normal axis after
focusing at each angle at a distance of 152 cm. The focusing algorithms was
called with an NPS = 2, CRL = 100, and a 1×1:2×2:2×4:4×4 segmentation
progression.

Fig. 39. Measured power versus angle of the RU from the line connecting
the center of the RU to the center of the GU at a distance of 142 cm. The
focusing algorithms was called with an NPS = 2, CRL = 100, and a 1 ×
1:2 × 2:2 × 4:4 × 4 segmentation progression.

quiet are characteristic of larger mask size, visible in both the

measurement and emulator results.

Fig. 35 compares focusing where the best phase setting is

interpolated using sines and cosines versus simply choosing

the phase setting with the highest power, as explained in

Section IV-D. The interpolation can improve the convergence

of the focusing and the delivered higher final power in certain

settings. It should be noted that the received power at RU is

proportional to the voltage squared.

Fig. 36 shows the recovered dc power of a 20 ×20 GU at a

distance of approximately 2 m in two different scenarios, one

where the segmentation (mask size) is kept at 1×1 throughout

all iterations versus the segmentation increasing progressively

as the PSR decreases. It clearly demonstrates the benefits of

increasingly large segmentation (mask) size in large arrays to

improve the SNR, as is evident from the higher final focused

power. It also demonstrates the ability to batch process by

running with longer CRLs (in this case, 100) in systems with
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Fig. 40. Field strength slices at various distances from the 400-element GU of Fig. 22(c), for a beam focused using the algorithm of Section IV at a 1-m
distance from the GU along its centerline. The thermal images of the slide corresponding to the distances associated with the measurement recovered dc data
points in red on the plot. The focusing behavior visualized by the lower conceptual field profile is clearly seen from the thermal images on the top.

low bandwidth and/or large latency communication link. This

performance difference between the standard approach and the

proposed algorithm is generally observed in this system and

is not limited to this particular example.

A suite of additional measurements is performed on the

20×20 (400-element) GU. In one set of measurements, the RU

is placed at different distances from the GU, the focusing

algorithm is run multiple times, and the dc output power of the

RU into the optimum resistive load is recorded. Fig. 37 shows

a plot of the recovered dc power when the GU is focused inde-

pendently for each different location versus distance from the

GU. The solid line shows the approximate estimate provided

by (11), taking into account the estimated element radiated

power and the RU’s radiative and rectification performance

estimates.

The system and its operation were evaluated under various

geometric arrangements of the GU and RU, some of which

will be discussed next. The performance of the system when

the RU is placed at various angles off the center axis of the

GU is evaluated by maintaining a constant distance between

the GU and RU while changing the angle of the GU, as shown

in Fig. 38. This can, for example, correspond to a GU mounted

on the ceiling and powering the RUs in different locations in

the room (e.g., on tabletops). For every new angle, the focusing

algorithm is run again, and the dc power delivered to the

optimum resistive load is recorded. The measured powers cor-

respond to a 3-dB FOV of more than 70◦ in either direction.46

46This for a 2.75-m (9-ft) ceiling that roughly corresponds to a circle with

a radius of 1.4 m (4.5ft) or an approximate “3-dB area” of 6 m2 (60 ft2).

The effect of RU varying orientation is evaluated in Fig. 39,

where the RU angle with respect to the line connecting its

center to the center of GU is varied between 0 and 90◦ and

the average of the measured values is plotted. As expected,

the power drops as a smaller apparent angle of the RU

is exposed to the GU, but there is graceful degradation.

As explained in Section VI-C, the RU is capable of collecting

power from a broad range of angles due to the power aggre-

gation at dc, where phase alignment is guaranteed. This is,

of course, subject to a reduction in the apparent aperture of

cos(θ) in an infinite array due to energy considerations. It is

noteworthy that, due to the finite dimensions of the RU array,

it is still capable of collecting some power (due to endfire

element patterns and edge effects, as evident from Fig. 39).

Finally, two sets of direct measurements capture and visu-

alize the RF lensing and focusing operation. In the first set

shown in Fig. 40, the algorithm in Section IV is used to focus

the power on an 8×8-RU at approximately 1 m away from the

GU. The RU is subsequently removed, and a 60 cm × 60 cm

RF absorber foam in thermal equilibrium with the ambient

is placed parallel to the GU front plane and is exposed to

the RF beam for 90 s. A thermal camera is used to image it

immediately at the end of the 90-s period, in essence creating

a slice of the field power density at each distance. These

slices clearly show the initial convergence and the subsequent

divergence of the field under focusing operation of RF lensing.

In a second experiment, as depicted in Fig. 41, the RU is

placed back at the 1-m focal point and is loaded by the

optimum dc load to draw the maximum power, and the field

distribution is measured again. The field behind the RU is
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Fig. 41. Field strength slices at various distances from the 400-element GU, under the same setting of Fig. 40, in the presence of an 8 × 8 RU at the focal
point, feeding power into a resistive load. The thermal image slices clearly demonstrate how under normal operation the energy is mostly absorbed by the
RU and the spillover is minimized behind the RU, as also visualized by the conceptual field profile on the bottom.

clearly diminished, showing that most of the RF power is

absorbed by the RU and very little spillover is seen.47

IX. CONCLUSION

An overview of focusing and refocusing in large arrays

with an emphasis on WPT-AD was given through the study

of the EM behavior, system architecture, circuit design, and

algorithms leading to an approach based on adaptive, dynamic,

and multi-dimensional spatially independent basis masks. The

proposed approach is compatible with both near-field focusing

and far-field operation and can focus the energy onto small

focal points in the near- and far-field. Several examples of sys-

tem operation with different settings, distances, and geometries

are shown in a 400-element GU build using custom-designed

CMOS ICs. The GU works collaboratively with the RU to

maximize the amount of wireless power transferred with the

result that more than 2 W of dc power can be recovered at

distances greater than 1 m, and power can be projected more

than 10 m. This works serves as another step toward the full

realization of WPT-AD.

APPENDIX

CONSTRUCTION OF 2-D ORTHOGONAL BASES AND

PSEUDO-HADAMARD MATRICES

The Hadamard matrices, originally invented by Sylvester

[36], are square matrices whose elements are either +1 or −1

47This is important both from the overall recovery rate and meeting the
regulatory requirements for EM exposures and interference.

and whose rows (and columns) are pairwise orthogonal to each

other. Namely

Hn H T
n = nIn (40)

where Hn is the n × n Hadamard matrix, H T
n is its transpose,

and In is the n × n identity matrix.

Originally, Sylvester’s method allowed the construction of

the Hadamard matrices for which the number of rows (and

columns) is 2k , where k is an integer. This is accomplished

by using a Kronecker product (replacing each element with

the other matrix multiplied by the element) from the 2 × 2-

Hadamard matrix H2

H2 =

�

1 1

1 −1

�

(41)

namely

H2k =

�

H2k−1 H2k−1

H2k−1 −H2k−1

�

= H2 ⊗ H2k−1 (42)

where ⊗ represents the Kronecker product.48 For example

H4 =

�

H2 H2

H2 −H2

�

reorder
=

⎡

⎢

⎢

⎣

1 1 1 1

1 1 −1 −1

1 −1 −1 1

1 −1 1 −1

⎤

⎥

⎥

⎦

. (43)

In the reordering step, the rows are rearranged such that the

row with the least number of value changes from element

to element becomes the top row. The next row has the

second-to-least number of changes element-to-element, and so

48The Kronecker product is obtained by replacing each element of the first
matrix with the second matrix multiplied by the value of the element of the
first matrix in question.
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on, with the bottom row having the largest number of element-

to-element changes. Sylvester’s construction only generates

matrices with powers of 2. The Hadamard conjecture [37]

states that the Hadamard matrices exist for sizes that are

integer multiples of 4 (H4k). They can be constructed either

analytically or by computers.

In general, a perfectly orthogonal basis mask set of size

M × N can be generated if HM and HN (Hadamard matrices

of sizes M×M and N×N) exist. Rows (or columns) of N×N-

Hadamard matrices provide N 1-D vectors of length N . Thus,

individual M × N-masks can be generated by multiplying

a column of the HM matrix by a row of the HN matrix

to generate an M × N matrix (a mask). A different mask

is generated for each of the M N permutations, as shown

in Fig. 11.

However, if one of the dimensions of the full array (M

or N) or any of the dimensions of the desired segmentation

(Ms or Ns ) is not a multiple of 4, or if one of the requisite

Hadamard matrices does not exist, then perfectly orthogonal

masks cannot be generated.

Here, we propose a construct that we call a pseudo-

Hadamard matrix for matrix sizes that are not multiples of 4

(including odd numbers). Since it not possible to get Ĥ Ĥ T to

be exactly n times the identity matrix, In , it should instead be

as close to it as possible. This means that the off-diagonal

elements should be as close to zero as possible. Various

measures of this “closeness” can be considered, such as the

sum of the squares of the off-diagonal elements, the sum of

their absolute values, the maximum absolute value among

off-diagonal elements, or simply the value of the largest

deviant from 0. For example, the objective of minimizing the

squares of the off-diagonal elements can be expressed as

min
�

Ĥn Ĥ T
n − nIn, Ĥn Ĥ T

n − nIn

�

. (44)

These metrics can be applied either analytically or compu-

tationally to generate the pseudo-Hadamard matrices. Exam-

ples of such are shown in Fig. 42 for square matrix sizes of 3,

5, 7, and 10. The pseudo-Hadamard matrices can be used

to generate pseudo-orthogonal 2-D masks for the algorithm

discussed in Section IV, which forms a pseudo-orthogonal

basis. The basis is close to orthogonal if the inner product

of M × N-masks M̂i and M̂ j is as close to M N when i = j

and as close to the zero matrix for i 6= j , or in short

min |hM̂i , M̂ j i − M Nδi j | (45)

where δi j is the Kronecker delta.
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high-efficiency RF power amplifiers,” Electron. Lett., vol. 48, no. 25,
pp. 4043–4052, Nov. 2012.

Ali Hajimiri (Fellow, IEEE) received the B.S.
degree in electronics engineering from the Sharif
University of Technology, Tehran, Iran, in 1994, and
the M.S. and Ph.D. degrees in electrical engineer-
ing from Stanford University, Stanford, CA, USA,
in 1996 and 1998, respectively.

He has been with Philips Semiconductors, where
he worked on a BiCMOS chipset for GSM and
cellular units from 1993 to 1994. In 1995, he was
with Sun Microsystems, Sunnyvale, CA, where he
worked on the UltraSPARC microprocessors cache

RAM design methodology. During summer 1997, he was with Lucent
Technologies (Bell Labs), Murray Hill, NJ, USA, where he investigated
low-phase-noise integrated oscillators. In 1998, he joined the Faculty of the
California Institute of Technology, Pasadena, CA, where he is currently the
Bren Professor of Electrical Engineering and Medical Engineering, the Direc-
tor of the Microelectronics Laboratory, and a Co-Director of Space Solar
Power Project. In 2002, he co-founded Axiom Microdevices Inc., Irvine,
CA, whose fully integrated CMOS phased array (PA) has shipped around
400 000 000 units and was acquired by Skyworks Inc., Irvine, in 2009.
He is also a Co-Founder of GuRu Wireless Inc., Pasadena. He is the author
of Analog: Inexact Science, Vibrant Art (Early Draft, 2020), a book on
fundamental principles of analog circuit design, and The Design of Low Noise

Oscillators (Boston, MA, USA: Springer). He has authored or coauthored
more than 250 refereed journal and conference technical articles and has been
granted more than 120 U.S. patents with many more pending applications.
His research interests are high-speed and high-frequency integrated circuits
for applications in sensors, photonics, biomedical devices, and communication
systems.

Prof. Hajimiri is a fellow of the National Academy of Inventors (NAI).
He was selected for the TR35 top innovator’s list. He was a recipient of the
Microwave Prize. He won the Feynman Prize for Excellence in Teaching,
Caltech’s most prestigious teaching honor, the Caltech’s Graduate Students
Council Teaching and Mentoring Award, and the Associated Students of
Caltech Undergraduate Excellence in Teaching Award. He was the Gold Medal
Winner of the National Physics Competition and the Bronze Medal Winner
of the 21st International Physics Olympiad, Groningen, The Netherlands.
He was recognized as one of the top-ten contributors to ISSCC. He was
a co-recipient of the IEEE Journal of Solid-State Circuits Best Paper Award,
the International Solid-State Circuits Conference (ISSCC) Jack Kilby Out-
standing Paper Award, the RFIC Best Paper Award, and the IMS Best Advance
Practices Awards, a two-time co-recipient of the CICC Best Paper Award, and
the three-time winner of the IBM Faculty Partnership Award, the National
Science Foundation CAREER Award, and the Okawa Foundation Award.
He has served as a Distinguished Lecturer of the IEEE Solid-State and
Microwave Societies. He has served on the Technical Program Committee
of the International Solid-State Circuits Conference (ISSCC), as an Associate
Editor of the IEEE JOURNAL OF SOLID-STATE CIRCUITS (JSSC) and the
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS II (TCAS), a member
of the Technical Program Committees of the International Conference on
Computer Aided Design (ICCAD), a Guest Editor of the IEEE TRANSAC-
TIONS ON MICROWAVE THEORY AND TECHNIQUES, and a Guest Editorial
Board Member of the TRANSACTIONS OF INSTITUTE OF ELECTRONICS,
INFORMATION AND COMMUNICATION ENGINEERS OF JAPAN (IEICE).

http://dx.doi.org/10.1038/s41928-019-0247-9
http://dx.doi.org/10.1214/aos/1176344370


HAJIMIRI et al.: DYNAMIC FOCUSING OF LARGE ARRAYS FOR WIRELESS POWER TRANSFER AND BEYOND 2101

Behrooz Abiri (Member, IEEE) received the Ph.D.
degree from the California Institute of Technology
(Caltech), Pasadena, CA, USA, in 2017.

He co-founded GuRu Wireless Inc., Pasadena,
in 2017, to bring true wireless power technology
into the market, where he is currently serving as the
Chief Technology Officer and leading the Engineer-
ing Team. He holds 25 granted U.S. patents. His
research interests include RF and millimeter-wave
transceivers, monolithic mm-wave power amplifiers
and rectifiers, optical and mm-wave phased arrays,

and their applications in wireless power transmission systems.
Dr. Abiri has been awarded the Charles Wilts Prize for best Ph.D. thesis

from the Electrical Engineering Department, Caltech, in 2017, the IEEE Solid
State Circuits Society Predoctoral Achievement Award in 2014, the Analog
Devices Outstanding Student Designer Award in 2013, the Caltech Ph.D.
Fellowship in 2011, and the Edward S. Rogers Scholarship from the Elec-
trical Engineering and Computer Science (EECS) Department, University of
Toronto, in 2009. He is also the Gold Medal Winner of the 16th National
Physics Olympiad, Iran, in 2003, and the 35th International Physics Olympiad,
Pohang, South Korea, in 2004.

Florian Bohn (Member, IEEE) received the M.S.
degree in electrical and computer engineering from
the University of California at Santa Barbara, Santa
Barbara, CA, USA, in 2003, and the B.S. (Hons.)
and Ph.D. degrees in electrical engineering from
the California Institute of Technology (Caltech),
Pasadena, CA, USA, in 2001 and 2012, respectively.

From 2003 to 2005, he was an RF IC Design
Engineer with Axiom Microdevices Inc., Irvine, CA,
USA (now Skyworks Solutions, Inc.), where he
worked on the design and testing of active and

passive circuits for the world’s first GSM/GPRS CMOS power amplifiers with
total shipments exceeding 400M units. From 2011 to 2013, he developed and
designed solid-state PLL and CDR circuits for novel test and measurement
solutions at Agilent Laboratories (now Keysight Laboratories), Santa Clara,
CA. From 2013 to 2017, he developed innovative systems and circuits for
RF-based wireless power transfer systems, most recently as a Lead Scientific
Researcher at Caltech. Among other activities, he was managing engineer-
ing and operational activities of the microwave system implementation of
Caltech’s Space-Based Solar Power Project (SSPP). In 2017, he co-founded
GuRu Wireless, Inc. (formerly known as Auspion, Inc.), Pasadena, which is
marketing wireless power solutions for consumer and industrial applications.
Having served as GuRu’s Vice President of Engineering, he is the company’s
Chief Executive Officer and a member of the Board of Directors. He has
research and commercial interests in broad areas of high-frequency electronic
systems and circuits, with an emphasis on solid-state solutions.

Dr. Bohn received the Conexant Scholarship and the Analog Devices
Outstanding Student Designer Award.

Matan Gal-Katziri (Member, IEEE) received the
B.S. degree in physics and electrical engineer-
ing from Ben-Gurion University, Beersheba, Israel,
in 2009, and the M.S. and Ph.D. degrees in electrical
engineering from the California Institute of Tech-
nology (Caltech), Pasadena, CA, USA, in 2016 and
2020, respectively.

He is currently a Post-Doctoral Research Associate
with the Department of Electrical Engineering, Cal-
tech. He is a part of Caltech’s Solar-Space Power
Project (SSPP) RF team. His research interests are

integrated and large-scale phased arrays and precision sensors.
Dr. Gal-Katziri was awarded the Analog Devices Outstanding Student

Designer Award in 2015.

Mohith H. Manohara (Student Member, IEEE) is
currently pursuing the B.S. degree in electrical engi-
neering with the California Institute of Technology
(Caltech), Pasadena, CA, USA.

He joined the Caltech High Speed Integrated Cir-
cuits (CHIC) Group in 2018 as an Undergraduate
Researcher. His current research interests include RF
systems for wireless sensing, communication, and
robotics applications.

Dr. Manohara received the Henry Ford II Scholar
Award for high academic standing in 2020.


