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Abstract: This paper addresses dynamic modeling and task-space trajectory following issues 
for nonholonomic mobile manipulators moving on a slope. An integrated dynamic modeling 
method is proposed considering nonholonomic constraints and interactive motions. An adaptive 
neural-fuzzy controller is presented for end-effector trajectory following, which does not rely 
on precise apriori knowledge of dynamic parameters and can suppress bounded external 
disturbances. Effectiveness of the proposed algorithm is verified through simulations. 
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1. INTRODUCTION 
 
Intelligent and autonomous mobile manipulators 

have attracted attentions from numerous scholars in 
recent years since they have wide applications. A 
nonholonomic mobile manipulator is normally 
composed of a m-wheeled nonholonomic mobile 
platform and a n-DOF onboard manipulator. This 
combination extends workspace of the entire robot 
drastically. However, dynamic modeling and 
trajectory following become difficult to achieve due to 
their interactive motions. Also moving on a slope 
makes them even more complex.  

Neural networks (NNs) and fuzzy logic systems 
have been widely used for robotic control because 
they are universal approximators. As a combination of 
these two techniques, neural-fuzzy systems can make 
good use of both sensory numerical data and expert 
linguistic information. Unlike conventional NNs, the 
proposed adaptive neural-fuzzy controller (ANFC) 
does not need off-line training and can incorporate 
expert experience easily.  

In related research works, the authors investigated 
vibration control for modular manipulators and 
trajectory tracking control of mobile manipulators 
exploiting back propagation NNs [1,2]. Real 
experiment for mobile manipulators using NN control 
was approached [3]. Dynamic characteristics between 
the mobile platform and the manipulator were studied 

in [4]. A series of RBF NNs were adopted for dynamic 
modeling and an adaptive controller was devised for 
task-space trajectory following of robotic 
manipulators [5]. A multi-layer NN controller, which 
did not need off-line learning was designed for rigid 
robotic control [6]. A fuzzy-Gaussian NN controller 
was proposed for trajectory tracking of mobile robots 
[7]. A robust fuzzy logic controller was devised for a 
robotic manipulator with uncertainties [8].  

This paper is organized in five parts with the 
following part establishing the dynamic model. In 
Section 3, the ANFC is presented in task space and the 
systematic stable characteristic is verified. A 
simulation is carried out for a real mobile manipulator 
in Section 4. Finally, some concluding remarks are 
given in Section 5. 

 
2. INTEGRATED DYNAMIC MODELING 
 
In this paper, a 3-wheeled nonholonomic mobile 

manipulator is analyzed, as shown in Fig. 1. The 
coordinate systems are defined as follows: 

B B B BO X Y Z  forms an inertial base frame and 

S S S SO X Y Z  is a frame fixed on the slope; while 

m m m mO X Y Z  is a frame mounted on the mobile 
platform. In frame m m m mO X Y Z , mO  is selected at 
the midpoint of the line segment connecting the two 
fixed wheel centers; and Ym is along the coaxial-line 
of the two fixed wheels. The heading angle mφ  
determines posture of the mobile platform. Lφ  and 

Rφ  are rotating angles of the left and right wheel; 

md , fr , Gl , mh  and θs  are all constants as 
marked in Fig. 1.  

Considering the mobile manipulator as an 
integrated structure, we can obtain the transformation 
matrix of the 1st link with respect to frame 
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where sinθ , cosθ , sin , cos .s s s s m m m ms c s cφ φ= = = =   
According to Denavit-Hartenberg notation, trans-

formation matrix of the thi  link with respect to 
B B B BO X Y Z  can be derived. Furthermore, the 

positions ( , ,x y zp p p ) and posture vectors ( nG , oG , aG ) 
of the end-effector can also be obtained. The posture 
can also be determined by 3  independent parameters 
with Z Y Z− −  Euler angles (φ , θ ,ψ ) [9] 
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Define general coordinates of the mobile platform 
as ξ T

m m m L Rx y φ φ φ⎡ ⎤⎣ ⎦= ; on the assumption of 
low speeds, nonholonomic constraints of the mobile 

platform can be given by [10]: 

( ) ( ) 3 2ξ ξ 0 ,A S ×⋅ =    (3) 

where ( )ξA  and ( )ξS  can be detailed by  

 ( )

0
2

ξ 0 ,
2
0 0 0

m
m fm

m
m fm

m m

dc s r

dA c s r

s c

⎡ ⎤− −⎢ ⎥
⎢ ⎥
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎢ ⎥
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Let 1 ,T
L R nq q qφ φ⎡ ⎤⎣ ⎦= " ζ ,

TT
m m mx y qφ⎡ ⎤

⎢ ⎥⎣ ⎦
=  

θ ψ ,
T

x y zx p p p φ⎡ ⎤= ⎣ ⎦  then we can obtain:  

( ) 5

2

ξ 0
0ζ

n

n n n

Sx xJ
Iq

⎡ ⎤
×⎢ ⎥

⎢ ⎥
× ×⎣ ⎦

∂ ∂
= = ⋅
∂ ∂

.   (5) 

In short ζ
xJ S∂
∂= ⋅ ; here J  is the Jacobian matrix.  

Let L  be the Lagrange function, then the 
constrained dynamics can be determined by  

( ) ( )ζ τ ζ λ ,
ζ

T T
T

ext
d L L B J F C
dt ζ

⎛ ⎞
⎜ ⎟
⎝ ⎠

⎛ ⎞ ⎛ ⎞∂ ∂
− = ⋅ + ⋅ + ⋅⎜ ⎟ ⎜ ⎟∂∂ ⎝ ⎠⎝ ⎠�

(6) 

where ( 5) ( 2)
( 2) 3 ( 2) ( 2)0 ,

T n n
n n nB I + × +⎡ ⎤
+ × + × +⎢ ⎥⎣ ⎦= ∈ℜ  C= 

( 5) 3
3(ξ) 0 T n

nA + ×⎡ ⎤×⎣ ⎦ ∈ℜ ; 6
extF ∈ℜ  is a vector of 

external forces or moments added to the end-effector; 
( 2)

1τ τ τ τ τ T n
L R n

+⎡ ⎤⎣ ⎦= ∈ℜ"  is the driving torque 

vector; 1 2 3λ λ λ λ T⎡ ⎤⎣ ⎦=  are Lagrange multipliers.  
(6) can be rewritten as:  

τ λ ,T
extM V G B J F Cζ ζ ⎛ ⎞

⎜ ⎟
⎝ ⎠

⋅ + ⋅ + = ⋅ + ⋅ + ⋅�� �  (7) 

where M, V and G represent the inertial matrix, the 
centripetal and coriolis matrix, and the gravitational 
force vector respectively.  

From (5) we can obtain:  

1S J xζ −= ⋅ ⋅� � .    (8) 

Substituting (8) and its derivative into (7) and left 
multiplying T TJ S− ⋅ , yields:  

 
(a) 

 

 
(b) 

 
Fig. 1. Motion of a mobile manipulator on a slope. 
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M x V x G τ⋅ + ⋅ + =�� � ,   (9) 

where 1, (τ ),T T TT T
extM J M S J J B J FS Sτ− − −= = +  

1 11( ),T TV J M S J M S V S JS J− − −−= + +� � T TG J S−=  

;G the term 0T TJ CS− =  is eliminated.  
Remark 1: The following properties hold for (9):  
1) 0T MM = > .  

2) for any 6γ∈ℜ , γ ( 2 ) γ 0T M V⋅ − ⋅ =� .  
3) M , V  and G  are all bounded if J keeps 

nonsingular. 
 

3. ADAPTIVE NEURAL-FUZZY 
CONTROLLER DESIGN 

 
It is verified that multiple input single output 

(MISO) fuzzy logic system with center average 
defuzzifier, product-inference rule and singleton 
fuzzifier, and Gaussian membership function can 
uniformly approximate any nonlinear functions over a 
compact set nU ∈ℜ  to any degree of accuracy [11]. 
If the fuzzy logic system described above is realized 
by a NN, we can obtain a NFS, as shown in Fig. 2.  

The output of a MISO NFS in Fig. 2 is  

 
( )

( )

2

σ
1 1

2

σ
1 1

exp

,

exp

ir
i ji

ji

ir
i ji

ji

NN x
j

j i
NFS NN x

j i

w

f

ϖ

ϖ

−

= =

−

= =

⎧ ⎫⎧ ⎫⎡ ⎤⎪ ⎪ ⎪⎪⋅ −⎨ ⎨ ⎢ ⎥⎬⎬
⎢ ⎥⎪ ⎪⎪ ⎪⎣ ⎦⎩ ⎭⎩ ⎭=

⎧ ⎫⎡ ⎤⎪ ⎪−⎨ ⎢ ⎥⎬
⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭

∑ ∏

∑ ∏
 (10) 

where ix  is the thi  input variable; jw  denotes a 

real weight of the consequent part; 1 2 ii N= , , ," , and 
1 2 rj N= , , ," , with iN  and rN  denoting the 

number of input variables and rules respectively. jiϖ  

and σ ji  are the mean and standard derivations of the 
Gaussian membership functions.  

The desired trajectory, velocity, and acceleration are 
supposed to be ( )dx t , ( )d tx� , and ( )d tx�� . To avoid 
measuring accelerations, the error system can be 
defined by  

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
γ

,
Λ ,

γ Λ ,

d

d

e t x t x t
t t e tx x
t e t e t

= −
= − ⋅
= + ⋅

� �
�

  (11) 

where ( )γ t  is the well known tracking error 

measure; 6 6Λ ×∈ℜ  is a constant, positive definite 
matrix.  

Substituting (11) into (9), yields  

( ) ( ) γ γγM t V t M V Gx xγ τ⋅ + ⋅ + ⋅ + ⋅ + =� �� � . (12) 

Define 6
γ γ γ γ(ζ, , , ) .g M V Gx x x xζ = ⋅ + ⋅ + ∈ℜ� � �� �� �  

From (11) and Remark 1, we can see that g is bounded 
and belongs to a compact set as long as J keeps 
nonsingular. Therefore, according to the universal 
approximation theory mentioned above, each element 
of g can be approximated by a MISO NFS in the form 
of (10). Furthermore, from the nonholonomic velocity 
constraints and the error system defined above, inputs 
to these NFS can be selected as χ =  

ζ
TTT T T T

d d dxq x x⎡ ⎤
⎣ ⎦� � �� . Then,  

( ) ( ) ( )χ χ σ ε χk NFS k k k kg f wϖ= , , , + , (13) 

where gk is the kth element of g; σk kϖ , ∈ r iN N×ℜ , 

and rN
kw ∈ℜ  are adjustable parameter matrices for 

the NFS; ( )ε χk  is the approximated error; 
1 2 6k = , , ," .  

Assume χ [χ ]χ∈ , , [ ]g g g∈ , , if we know the 
system very well, then the adjustable parameters can 
be initialized according to human experience. 
However, if we does not have any apriori knowledge 
of the system, the adjustable parameters can be 
initialized in such a way that the centroids are 
scattered evenly in the fuzzy sets, i.e.,  

0 0

0

χ χ
χ σ ,

.

i ii i
kji kjii

r r

k k
kj k

r

j
N N

gg
gw j

N

χ χ
ϖ

− −
= + ⋅ , =

−
= + ⋅

 (14) 

Let ˆ kϖ , ˆ kσ , and ˆ kw  be estimates of kϖ , σk , 
and kw  respectively. Taking the Taylor series 
expansions of ( )χ σNFSk NFS k k kg f wϖ= , , ,  around 

( )ˆ χ ˆ ˆ ˆk k kNFSNFSk fg wϖ σ= , , , , we can obtain Fig. 2. A multiple input single output NFS. 
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( ) ( ) ( )2 2 2
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(15) 
where ˆNFSkNFSk NFSkgg g= −� , ˆkji kjikjiϖϖ ϖ= −� , 

σ ˆkji kjikjiσ σ= −� , ˆ kjkjkj ww w= −� ; 2( )kjiO ϖ� , 2( )kjiO σ�  

and 2( )kjO w�  are higher-order terms; 
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g
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∂
∂ , 

ˆ
σ
NFSk
kji

g∂
∂  

and 
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∂
∂  can be detailed as follows  
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ˆ
.NFSk

kj

g
w

∂
∂

(16) 

The ANFC presented in this paper is given by (17), 
and a control system diagram is shown in Fig. 3. 

( ) ( )

( )

1
ε

0

ˆτ = { γ

γ γ } ,

TT
NFS

t T
P I ext

B J K sgngS

K K t dt J F

−
⋅ ⋅ ⋅ − ⋅

− ⋅ − ⋅ − ⋅∫
 (17) 

where Kp, KI
6 6×∈ℜ  are respectively proportional and 

integral gain matrices; { }ε ε1 ε6K diag k k= " , and 

( ) ( ) ( )2 2 2
ε

1 1
ε .

ir NN

k k kji kji kj
j i

k O O O wϖ σ
= =

⎧ ⎫⎪ ⎪⎡ ⎤≥ + + +⎨ ⎬⎣ ⎦⎪ ⎪⎩ ⎭
∑ ∑ � � �  

Substituting (17) into (12), and considering (9), 
(13) at the same time, yields  

( )
( )

0

ε

γ γ γ

ˆ ε γ 0,

t
P I

NFS NFS

M V K K t dt

g K sgng

γ⋅ + ⋅ + ⋅ + ⋅

+ − + + ⋅ =
∫�

 (18) 

where 1 6ε ε ε T⎡ ⎤⎣ ⎦= " .  

Theorem 1: If 0PK > , 0T
I IK K= > , the close-

loop system in (18) is asymptotically stable under the 
following parameter adaptation laws given by (19). 
The error signals are convergent along with time, i.e., 
( ) ( ) 0e t e t, →� , as t →+∞ .  

σ

ˆ
Γ γ ,ˆ

ˆ
Γ γ ,ˆ σ

ˆ
Γ γ ,ˆ
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= − ⋅ ⋅
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∂
= − ⋅ ⋅

∂

∂
= − ⋅ ⋅

∂

�

�
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  (19) 

where σΓ ,Γ
kji kjiϖ and Γ

kjw are all positive constants.  

Proof: Conside the following nonnegative 
Lyapunov candidate:  

( ) ( )
0 0

2 2 26

σ1 1 1

1 1γ γ γ γ
2 2

1 0.
2 Γ Γ Γ

ir

kji kji kj

Tt tT
S I
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kji kji kj
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V M t dt K t dt

w

ϖ

ϖ σ

= = =

⎡ ⎤ ⎡ ⎤= + ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟+ ⋅ + + ≥

⎜ ⎟⎢ ⎥
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∫ ∫

∑∑ ∑
� � �

(20) 

 
Fig. 3. An adaptive neural-fuzzy controller. 
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The time derivative of Lyapunov candidate is  

( )
0

6

σ1 1 1

1γ γ γ γ
2

.
Γ Γ Γ

ir

kji kji kj

tT T
IS

NN
kji kji kjkji kji kj
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M K t dt MV

w w

ϖ
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ϖ σϖ σ

= = =

⎧ ⎫⎡ ⎤= ⋅ + +⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭
⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟+ + +
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∫

∑∑ ∑

�� �
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(21) 

Substituting (18) into (21) and considering Remark 
1 at the same time, yield  

( )ε

6

σ1 1 1

γ γ γ ε γ

.
Γ Γ Γ

ir

kji kji kj

T T
PS NFS

NN
kji kji kjkji kji kj

wk j i

K K sgngV

w w

ϖ

ϖ σϖ σ

= = =

⎡ ⎤= − − + + ⋅⎣ ⎦
⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟+ + +

⎜ ⎟⎢ ⎥
⎝ ⎠⎣ ⎦
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� �
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Notice that ˆkji kjiϖ ϖ= − ��� , ˆkji kjiσ σ= − ��� , kjw =��  

ˆ kjw− � , substituting (15), (19) into (22) and considering 

(17) at the same time, yield  

γ γ 0.T
PS KV ≤ − ⋅ ⋅ ≤�    (23) 

From (20), (23), we can see that SV  is a Lyapunov 
function. Furthermore, 0SV = and 0SV =�  have 
only one solution γ 0= . According to LaSalle’s 
theorem, we can conclude that the system is 
asymptotically stable and γ 0→  as t →∞ .  

Define 
1

0
( )

pp
px x t dt

+∞⎛ ⎞= ⎜ ⎟
⎝ ⎠∫  p-norm for ( )x t  

and ( ){ }n
p px t x= ∈ℜ : < ∞A the functional space 

over which the signal p-norm exists. From (20),(23), 
we can conclude that ( ) 2γ t ∞∈A ∩ A . From (11), we 
can see that ( ) 2e t ∞∈A ∩ A , ( ) 2e t ∈� A  and in fact 

( ) 0e t →  as t →∞ . Since 0SV ≤� , SV ∞∈A , 
which implies that kji kji kjwϖ σ ∞, , ∈A� � � , if J  keeps 

nonsingular, g will be bounded and kjiϖ ,  σkji ,  

kjw ∞∈A , so, ˆ ˆ ˆkji kji kjwϖ σ ∞, , ∈A  and ĝ  is bounded. 
It is obvious that the higher-order terms in (15) are 
bounded, so εK ∞∈A . Then, from (18), we can see 
that ( )tγ ∞∈� A . Since, ( ) 2γ t ∞∈A ∩ A  and ( )tγ�  

∞∈A , we can conclude that ( )γ 0t →  as t →∞ , 
which is followed by ( ) 0e t →� . This is the end of 
proof.                                     � 

 
4. SIMULATION RESULTS 

 
In this simulation, the mobile manipulator is 

composed of a 3-wheeled nonholonomic mobile 

platform, called “Pioneer 3-DXe”, and a 4-DOF 
onboard manipulator, named “POWER-CUBE”.  

In this simulation, each element of g is 
approximated by a NFS in rules number of Nr = 200; 
and all the adjustable parameters are initialized 
according to Eq. 14. The gradient angle of the slope is 
supposed to be 30 D . To ensure the system far away 
from singularities, a singularity free trajectory is 
predefined, as shown in Fig. 4(a). Simulation time 
interval is chosen as 12 seconds. Gain matrices and 
constants are selected as 

{ }
{ }
{ }

σ100 , Γ 0.1,

10 , Γ 0 1,

Λ 2 , Γ 0.2.

kji

kji

kj

P

I

w

K diag

K diag

diag

ϖ

= =

= = .

= =

  (24) 

To examine the disturbance suppression 
characteristics of the controller, a series of disturbance 
torques are applied which are sampled from band-
limited white noise, as shown in Fig. 4(b); and an 
external force 20extF N=  is added to the end-
effector along B BO X  at the time instant 2t s= .  

Fig. 4(a) gives the desired and controlled locus of 
the end-effector; tracking position and Euler angular 
errors are shown in Figs. 4(c)-4(d) respectively; 
Figs. 4(e)-4(f) show tracking linear and Euler angular 
velocity errors accordingly; time-variant torques will 
not be presented here because of page limitations. 
From these figures, we can see that the ANFC has a 
strong disturbance suppression ability. Small errors 
can be eliminated soon.  

Remark 2: The ANFC is designed in task-space 
directly, so calculation of inverse Jacobian can be 
avoided. However, this scheme needs some task-space 
information, such as x and x� , which is difficult to 
measure. In this case, the task-space information is 
calculated by forward kinematics and differential 
kinematics respectively. Another solution is to 
construct a vision-based control system. However, 
such a system will not be widely used in practice until 
a very powerful but not too expensive camera with 
high speed data processing ability appears. This paper 
aims to present a theoretical analysis method and the 
experiment will be carried out in our future study. 
Furthermore, the combination of a mobile platform 
with a manipulator make the robot easy to overturn in 
case of moving on a slope. Such a problem can be 
solved by adding extra balance weights or by 
adjusting self-motions for redundant mobile 
manipulators [12].  

 
5. CONCLUSIONS 

 
This paper investigates the trajectory following 

problem for nonholonomic mobile manipulators 
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moving on a slope. Firstly, an integrated dynamic 
modeling method is presented, which takes the 
nonholonomic constraints as well as interactions 
between the mobile platform and the manipulator into 
thoroughly consideration. Secondly, an adaptive 
neural-fuzzy controller is designed for trajectory 
following of nonholonomic mobile manipulators 
moving on a slope. Lastly, simulations for a real 
mobile manipulator composed of a 4-DOF onboard 
manipulator and a 3-wheeled nonholonomic mobile 
platform are carried out which demonstrate that the 
ANFC is robust in case of external disturbances 
existed. The integrated modeling method and the 
ANFC can be easily extended to study other 
nonholonomic systems as well.  
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