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Abstract Multiphase waterborne polymer particles provide

advantages in more demanding applications, and their

performance depends on particle morphology. Currently,

no dynamic model for the prediction of the development

of the morphology of multiphase latex particles is available. In

this work, a model was developed for the prediction of the

dynamic development of the morphology of multiphase

waterborne systems, such as polymer–polymer and polymer–

polymer–inorganic hybrids.
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Introduction

Waterborne polymers are used in a wide range of applications

including synthetic rubber, paints, adhesives, additives in

paper and textiles, leather treatment, impact modifiers for

plastic matrices, additives for constructing materials, cosmet-

ics, flocculants, diagnostic tests, and drug delivery [1–3].

Although homogeneous particles meet the requirements of

many of the applications, heterogeneous particles provide

advantages in the more demanding cases. Thus, two-phase

soft–hard particles have been used for coatings, which

combine a low minimum film forming temperature and a high

blocking resistance [4]. Rubber thermoplastic core–shell par-

ticles are useful to impart toughness to thermoplastics resins

[5]. Waterborne polymer–polymer hybrids (e.g., alkyd–acrylic

[6, 7], polyurethane–acrylic [8], and epoxy–acrylic [9]) have

been developed in an attempt to combine the positive proper-

ties of both polymers, avoiding their drawbacks. Waterborne

polymer–inorganic (e.g., silica and clay) hybrids led to

improvements in mechanical and thermal resistances [10–14].

Because of its scientific challenge and practical impor-

tance, particle morphology has received considerable atten-

tion in literature. An excellent review [15] is available,

which shows that the work is mainly restricted to two-

phase systems. Particle morphology depends on the interplay

between thermodynamics and kinetics. The thermodynamic

equilibrium morphology is the one that has minimum interfa-

cial energy, and it depends on the interfacial tensions. For a

two-phase system, the number of possible equilibrium mor-

phologies is small (core–shell, inverted core–shell, hemispher-

ical, and separated particles), and the equilibrium morphology

is the one that gives the minimum interfacial energy calculated

as the product of the interfacial areas and the interfacial

tensions [16–19]. These predictions have been assessed ex-

perimentally [20–22]. For three-phase systems, the number of

possible morphologies tremendously increases. Sundberg and

Sundberg [23] identified 22 distinct although somehow arbi-

trary morphologies. To make the calculus of the interfacial

area easier, some of the particle structures were a simplified

sketch of the actual morphology. Even in this case, the calcu-

lation of the equilibrium morphology required tedious calcu-

lations because of the large number of morphological

alternatives involved. This method cannot be applied for

systems with four or more phases. A novel approach has been

recently developed by Reyes and Asua [24] for the prediction

of equilibrium morphologies of multiphase waterborne

systems, such as polymer–polymer and polymer–polymer–

inorganic hybrids.
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A large number of processes are carried out under

conditions in which non-equilibrium morphologies are

obtained [15, 25–30]. These morphologies are governed by

kinetics. González-Ortiz and Asua developed a model of

morphology development under dynamic conditions for

two-phase systems [19, 31, 32]. A model for the evolution

of particle morphology of two-phase systems when graft

copolymer is produced in situ has been recently published

[33]. However, no dynamic model for systems with three or

more phases has been reported. Therefore, there is a need for

models describing the kinetics of phase morphology develop-

ment of multiphase systems, such as polymer–polymer–

inorganic composite particles. In this article, a novel model

based on stochastic dynamics is developed for the prediction of

the dynamics of the development of the particle morphology of

multiphase waterborne systems.

Mathematical model

Complex waterborne dispersed particles are mainly produced

in two-stage processes by either miniemulsion polymerization

[13, 14, 34–38] or seeded emulsion polymerization [39–41].

In miniemulsion polymerization, in the first stage, a pre-

formed polymer is dissolved in monomer, and the mixture is

dispersed in water with the help of emulsifiers. If desired,

inorganic material is added during the miniemulsification

process. The second stage involves the polymerization of the

monomer and the development of the final morphology. In the

first stage of the seeded emulsion polymerization, the seed is

prepared by emulsion polymerization. In the second stage,

another monomer is added and polymerized leading to the

formation of the particle morphology. The inorganic material

can be placed at the surface of the particle during the forma-

tion of the seed (e.g., using Pickering stabilization). This

process cannot be used to place the inorganic material within

the particles.

In this work, a system containing an inorganic material was

used as a case study. Inorganic materials are incorporated to

improve mechanical and thermal properties [11–14, 42], to

provide hiding power (opacity) [43–45] and UV resistance

[46] of the coatings and to stabilize latexes [47, 48]. Incorpo-

ration of quantum dots leads to a wide range of applications in

areas like chemical sensors [49], optoelectronic and photonics

(LED [50], solar cells [51], photonic crystals [52]), and in a

large number of biomedical applications [53].

Depending on the application, it is desirable to have the

inorganic particle either within the polymer particles or at the

surface of the particles. In the first case, the surface of the

particles should be hydrophobically modified. In the second

case, some modification of the surface of the particles is still

needed to render them partially hydrophobic and hence pro-

moting their adsorption on the surface of the particles [47].

Very hydrophilic particles stay outside of the polymer par-

ticles and are not of interest in the context of this article.

Regardless of the method used in the first stage (miniemul-

sion vs. emulsion), the starting point of the second stage is the

same for both processes: a particle containing polymer swol-

len with monomer and an inorganic material, which is the

system simulated in this work. It was assumed that the second

stage occurred in batch under isothermal conditions. In these

systems, monomer mass transfer among miniemulsion par-

ticles is undesired because it leads to a broad particle compo-

sition distribution. In practice, this is minimized by using

stable miniemulsions and short nucleation periods. In the

simulations presented in this work, it was assumed that mass

transfer through the aqueous phase was negligible.

Therefore, the particle at the beginning of the second

stage was composed of a preformed polymer swollen with

monomer and an inorganic material. The preformed poly-

mer and the inorganic material will be referred to as polymer

1 and inorganic, respectively. The monomer and the poly-

mer resulting from its polymerization will be referred to as

monomer 2 and polymer 2, respectively.

A 200-nm particle with a composition polymer/mono-

mer050/50 wt/wt is composed by about 1,500 polymer

chains (assuming a molecular weight of 750,000 g/mol,

which is very common in polymerization in dispersed me-

dia) and about 11×106 molecules of monomer. Obviously,

there is no way in which such a number of monomer

molecules can be treated independently. Therefore, we

pulled them in packs (subparticles) in such a way that

polymerization of the monomer molecules contained in

one subparticle led to one polymer chain. The discretization

of the monomer in subparticles does not allow a homoge-

neous distribution of the monomer at molecular level, but

considering that the monomer contained in a particle is

discretized in 1,564 subparticles, the distribution of the

monomer is homogeneous if a reference volume as small

as 4,000 nm3 is considered.

On the other hand, we treated the polymer chains indi-

vidually (as subparticles). Assuming a density ρ01 kg/L for

both polymer and monomer, the diameter of each subpar-

ticle would be σ013.3 nm. The system was assumed to

contain 20 % of inorganic material. In this regard, it is worth

pointing out that the model can handle any level of inorgan-

ic material. On the other hand, it was considered that the

system was colloidally stable. The water surrounding the

particle was also pulled in subparticles. In the model, each

subparticle was represented by a sphere that interacts with

its neighbors. For simplicity, the inorganic and water

spheres were considered to have the same size and density

as the monomer and polymer spheres.

In the simulations, as a case study, the system at the

beginning of the second stage was formed by polymer 1

(1,564 subparticles), monomer 2 (1,564 subparticles), and
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inorganic hybrid (782 subparticles) surrounded by water

(4,330 subparticles). A spherical simulation cell of diameter

32σ was used to fit the 8,240 subparticles of size σ. These

values should be modified according to the particular sys-

tem considered.

The non-bonded interactions between two subparticles i

and j of polymer 1–polymer 1, polymer 2–polymer 2, mono-

mer 2–monomer 2, and water–water as well as the interac-

tion between polymer 1–monomer 2 and polymer 2–

monomer 2 with relative positions ri ! rj ¼ rijr̂ij (the hat

indicating a unit vector) were modeled by the Lennard–

Jones potential,

ULJ rij
! "

¼ 4"ij
σ

rij

# $12

!
σ

rij

# $6
" #

ð1Þ

where εij is the depth potential well.

A repulsive generalized soft sphere potential was used for the

interactions between dissimilar phases: polymer 1–polymer 2,

polymer 1–inorganic, polymer 1–water, polymer 2–inorganic,

polymer 2–water, inorganic–monomer 2, inorganic–water, and

monomer 2–water. A repulsive potential was also used for

inorganic–inorganic interactions because in practice the surface

of the inorganic particles is modified to avoid aggregation. An

incomplete modification of the surface of the inorganic particles

would lead to a lower repulsion potential or even to an attractive

potential.

Ur rij
! "

¼ "ij
σ

rij

# $6

ð2Þ

In order to keep the polymer and inorganic subparticles

within the particle and to reproduce a continuous aqueous

phase out of the sphere, we introduced an impenetrable

structureless wall of the simulation sphere. Therefore, for

polymer 1, monomer 2, polymer 2, and inorganic subpar-

ticles of the system, a repulsive generalized soft sphere

potential was used to prevent them from moving from the

center of the simulation further than a distance Rc:

Upoly!wall rij
! "

¼ "ij
σ

rij

# $6

for rij > Rc ! 21=6σ ð3aÞ

Upoly!wall rij
! "

¼ 0 for rij % Rc ! 21=6σ ð3bÞ

In order to monitor the distances between subparticles and

the wall, a dummy frozen particle was placed in a center of

the simulation cell and used to determine the distances

between the particles and the wall as a difference between

the radius of the simulation cell and the distance between the

particles and the dummy frozen particle.

The interactions between water spheres and the wall of

the simulation cell were described in the same manner, using

water–frozen dummy particle interactions, which in this

case were chosen to be a Lennard–Jones potential:

Upoly!wall rij
! "

¼ "ij
σ

rij

# $6

for rij > Rc ! 2:5σ ð4aÞ

Upoly!wall rij
! "

¼ 0 for rij % Rc ! 2:5σ ð4bÞ

In Eqs. 3a, 3b, 4a, and 4b, rij is the distance between

simulation particles and the center of the simulation sphere

(the frozen dummy particle), and

Rc ¼ 16 for water subparticles ð5aÞ

Rc ¼ 14 for monomer and polymer subparticles ð5bÞ

The simulation included two steps. Firstly, the structure of

the monomer swollen initial particles was calculated. Sec-

ondly, the dynamics of the particle morphology develop-

ment caused by polymerization of monomer 2 was

simulated.

In practice, the initial waterborne dispersion is prepared

by dispersing an organic phase (polymer dissolved in/swol-

len with monomer) in an aqueous solution of surfactant. The

inorganic particles are incorporated to the organic phase

when their surface is hydrophobically modified. Otherwise,

they are incorporated to the aqueous phase. The dispersion

is formed by using a suitable homogenization device (rotor-

stator, sonicator, or high-pressure homogenizer [54, 55]).

Because of the presence of the monomer, the internal vis-

cosity of the initial particles is low, and hence, after homog-

enization, the most likely structure is that of thermodynamic

equilibrium. Therefore, the goal of the first step of the

simulation was to calculate the equilibrium structure of the

initial particles. In order to determine the structure of the

monomer swollen initial particle, a preliminary distribution

of polymer 1, inorganic, monomer 2, and water subparticles

was chosen, and then the system was equilibrated using

stochastic dynamics simulation.

The preliminary distribution of the monomer 2, polymer 1,

inorganic, and water subparticles was chosen as follows: First,

the subparticles representing the polymer 1, monomer 2,

inorganic, and water were positioned randomly within a sim-

ulation sphere of a diameter D032σ, closer to the center. The

simulation sphere was surrounded by a layer of vacuum of

2.5σ. To form the proper minimized starting configuration for

the equilibrating stochastic dynamics run, the steepest descent

method with a dimensionless maximum step size of 0.001 and

a tolerance of 10 was performed for 4,000 minimization steps

for the randomly set system. The initial structure of the mono-

mer swollen polymer particle immersed in water was then
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determined by running the stochastic dynamic simulation for

t02,000.

A problem associated to the random distribution of sub-

particles is that the density of subparticles achieved by

means of the initial random placement of the subparticles

in the simulation cell is lower than that at equilibrium.

Therefore, rearrangement of the subparticles during the

minimization of the energy of the system leads to the for-

mation of vacuum regions that disturbs the calculation of the

energy of the system because the subparticles at the borders

of the vacuum regions are not subjected to interactions with

other subparticles. This leads to unrealistic structures. In

order to avoid this problem, first, the subparticles were

randomly distributed using the values of Rc given in

Eqs. 5a and 5b, and the system was equilibrated for t0

2,000. Then, the values of Rc were modified to Rc015.7

for water particles and Rc013.2 for polymer 1, monomer 2,

and inorganic particles, and the system was equilibrated

again for t02,000. This gave the starting configuration for

the calculation of the development of the particle morphol-

ogy during polymerization using stochastic dynamics simu-

lation. Analysis of the different initial configurations

obtained with this approach showed that they were consis-

tent with the equilibrium morphologies expected in mono-

mer swollen inorganic–polymer initial particles formed by

miniemulsification.

The dynamics of the particle morphology development

was simulated by means of the velocity Langevin dynamics

performed in the NVT ensemble:

m
d2r

dt2
¼ rU ! gm

dr

dt
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2gkBTm
p

RðtÞ ð6Þ

where m is the mass of the subparticle, γ is the friction factor,

kB is the Boltzmann constant, T is the temperature, and

< RðtÞ >¼ 0;< RðtÞR t0ð Þ >¼ dðt ! t0Þ ð7Þ

A dimensionless Langevin equation was obtained by

using x0r/σ, ε*0ε/ε′, U*0U/ε′, and t*0 t/τ where t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mσ2 "0=
p

and ε′ is a reference potential that in this work

was taken as 4.74×10−21 J.

d2x

dt'2
¼ rU*!

g

"0

mσ2

! "0:5

dx

dt*

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
g

"0

mσ2

! "0:5

kBT

"0
R2ðtÞ
"0

mσ2

! "0:5

s

ð8Þ

One of the challenges during the second stage of the

synthesis of complex waterborne particles is to avoid sec-

ondary nucleation (formation of new particles by homoge-

neous nucleation) because the new particles formed will

only contain the polymer formed from the monomer.

Homogeneous nucleation is enhanced when water-soluble

initiators are used. Therefore, oil-soluble initiators are often

used and were considered in most of the simulations pre-

sented in this work. Consequently, secondary nucleation

was considered to be negligible.

Polymerization of monomer 2 was simulated by convert-

ing the monomer subparticles into subparticles of a new

polymeric phase (polymer 2), namely a new type of sub-

particles appeared in the system, but the total number of

simulated subparticles was constant during the simulation

process. Polymerization kinetics was accounted for by

means of the rate of transformation of monomer 2 subpar-

ticles into subparticles of polymer 2. For the examples

presented in this article, a constant polymerization rate was

used. This corresponds well to miniemulsion polymeriza-

tions using oil-soluble initiators [56]. The polymerization

kinetics was simulated by considering that the conversion of

monomer 2 into the polymer 2 occurred in M steps. In each

of these steps, 1/Mth of the initial monomer subparticles

were randomly chosen and gradually converted into poly-

mer 2 over a certain process period. The transformation of

the monomer into the new polymer was achieved by grad-

ually changing the values of ε in the potentials from those of

the monomer to the characteristic values of the new poly-

mer. The random choice of the monomer subparticles

implies a uniform distribution of radicals within the polymer

particles, which is consistent with the use of oil-soluble

initiators. For a polymer density of 1.1 kg/L and a monomer

density of 0.95 kg/L, this represents a reduction of 5 % in

size, which was neglected in the simulations.

If water-soluble initiators are used, the distribution of

radicals may not be uniform because of the anchoring effect

of the hydrophilic part of the entering radical to the surface

of the particle. However, this is not always the case. Thus,

non-charged water-soluble initiators (e.g., tertbutyl hydro-

peroxide that is often used in redox systems) and monomers

with a high chain transfer to monomer (e.g., vinyl acetate)

lead to much more homogeneous radical concentrations. In

order to consider a profile of radical concentration, the

distribution of radicals in the particle may be calculated

using the available methods [57, 58] and the monomer

subparticles that are going to undergo polymerization in a

given time interval are chosen according to the radical

concentration profile, namely giving a higher probability

of reaction to the monomer subparticles that are near the

surface of the particle.

The parameters of the Lennard–Jones and repulsive

potentials can be estimated from the surface and interfacial

tensions because methods for calculating surface and inter-

facial tensions from the Lennard–Jones and repulsive poten-

tials are available [59–62]. These models show that for the

Lennar–Jones potential, the fine details of dependence of the

surface tension on ε depend on the way the model is
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implemented, e.g., the cutoff distance of the Lennard–Jones

potential, but most of the results can be approximated to

surface tension ¼ a"! bkBT ð9Þ

where a and b are parameters. This means that higher values

of ε represent higher surface tensions.

The friction factor (γ) controls the rate at which the phases

move in the particle, and it increases with the internal viscosity

of the particle. High values of γ correspond to high internal

viscosity of the particle. This leads to a slow phase migration,

which for fast polymerization rates it may result in a system in

which polymer 2 remains in the place where it is formed. On

the other hand, low values of γ correspond to low particle

viscosity that may lead to equilibrium morphologies. In addi-

tion, as the viscosity increases as η÷ϕ5 (ϕ being the volume

fraction of polymer [63]), in the simulations presented in this

work, the following equation was used for the friction factor

g ¼ g0 0:5þ 0:5Xð Þ5 ð10Þ

where X is the conversion of monomer and γ0 is the value of γ

at X01. The actual value of γ0 depends on the particular

system considered, and for the sake of the simulations per-

formed in this work, the value of γ0 was estimated by consid-

ering that it is related to the diffusion coefficient (Df) as

g0 ¼
kBT

mDf
ð11Þ

Polymer diffusion has been extensively investigated dur-

ing film formation from latexes, and the diffusion coeffi-

cients have been estimated using fluorescence resonance

energy transfer methods [64–67]. In these works, it can be

seen that the value of Df depends on both the system

considered and the temperature of the experiment. Most of

the waterborne dispersed polymers are used to form films at

ambient temperature. Therefore, the polymerization temper-

ature is well above the Tg of the polymer. For T070 °C, a

value of Df05×10−18 m2s−1 is reasonable, which gives a

value of γ007.6×10
17 s−1. It is worth pointing out that,

under given conditions, the diffusion of a polymer chain

depends on both the molecular weight and the number and

length of branches (if any). As in the system there is a wide

range of molecular weights and polymer architectures, Df is

an average diffusion coefficient.

All simulations were performed using the GROMACS

4.0.7 code [68] in parallel on the computing cluster com-

prising 29 computing elements composed by two Intel

QuadCore Xeon processors. The visualization molecular

dynamics tool, VMD [69], has been used for analysis of

the SD trajectories and for creating figures for this article. In

GROMACS, the accuracy of the integration of the

dimensionless Langevin equation decreases with the increas-

ing of the product γ×τ×Δt*, whereΔt* is the time increment

in the integration. As a reference,Δt*≤0.005 should often be

used to integrate the dimensionless Langevin equation with a

reasonable accuracy. Therefore, the corresponding real time,

Δt*, which is equal to τ×Δt*, is very small (about 3×10−11 s

with the values of the parameters discussed above). This

means that to simulate a 1-h polymerization, 1.2×1014 inte-

gration steps are needed, which results in an unaffordable

computer time (the maximum affordable number of integra-

tion steps is estimated to be about 1.5×107).

A solution to this problem can be found considering the

migration of phases in a particle containing polymer 1,

polymer 2, and monomer 2 and in which no polymerization

occurs. The movement of the phase i can be described by

means of a classical material balance

@Ci

@t
¼ !r ( DfrCi ð12Þ

where Df is an effective diffusion coefficient that includes

both Brownian and the interaction terms and Ci is the concen-

tration of phase i (polymer 1, polymer 2, and monomer 2).

Equation 12 is interesting because if due to computation

limitations it is not possible to integrate it for longer than a

certain time, e.g., 1 s, it is still possible to obtain the evolution

of the concentration of phase i in the real system in which the

process occurs over a longer time scale, e.g., 104 s, by simply

using a value of the effective diffusion coefficient equal to Df×

104. In the framework of the Langevin equation, the effective

diffusion coefficient is inversely proportional to γ; therefore, if

a Langevin equation is used to describe this example, it would

be sufficient to use a value of γ equal to γ×10−4.

Therefore, in order to simulate a 1-h process using the

Langevin equation with a maximum of 1.5×107 integration

steps and a real-time increment of 3×10−11 s, the value of γ0
to be used in the simulation is γ0/(8×10

6).

For a polymerizing system, the material balance becomes:

@Ci

@t
¼ !r ( DfrCi þ Ri ð13Þ

where Ri is the rate of generation of phase i (in the case of

consumption, it appears with a negative sign). From Eq. 13 it

is evident that in order to simulate the system over a longer

time scale, the rate of generation of phase i should also be

multiplied for the same factor as Df.

Representative simulations

The model was first successfully tested in the simulation of

a two-phase system for which at least the equilibrium mor-

phology is known. Then, a three-phase system composed by

Colloid Polym Sci (2013) 291:87–98 91



a) initial particle

b) x = 0.3; t=1800 c) X = 0.5; t = 3000 d) X = 0.7; t = 4200 

e) X = 0.9; t = 5400 f) X = 1.0; t = 6000 g) aging; t = 15000 

Fig. 1 a–g Evolution of the particle morphology (run 1). Potential parameters are given in Table 1. Oil-soluble initiator. Polymer 1 (red); monomer 2

(cyan); polymer 2 (blue); inorganic (green); X is the monomer 2 conversion; t is the time in reduced units

Table 1 Values of ε used in the

simulations with partially hy-

drophobic inorganic particles

(runs 1–3)

Polymer 1 Monomer 2 Polymer 2 Inorganic Water Wall

Polymer 1 εP1–P101.3 εP1–M201.3 εP1–P200.1 εP1–Inor00.2 εP1–W03 εP1–wall06

Monomer 2 εM2–P101.3 εM2–M201.3 εM2–P201.3 εM2–inor00.1 εM2–W03 εM2–wall06

Polymer 2 εP2–P100.1 εP2–M201.3 εP2–P201.3 εP2–inor00.1 εP2–W01 εP2–wall06

Inorganic εinor–P100.2 εinor–M200.1 εinor–P200.1 εinor–inor00.1 εinor–W00.3 εinor–wall06

Water εW–P103 εW–M203 εW–P201 εW–inor00.3 εW–W01 εW–wall01

Wall εwall–P106 εwall–M206 εwall–P206 εwall–inor06 εwall–W01

92 Colloid Polym Sci (2013) 291:87–98



a) X= 0.3; t = 6000 b) X= 0.5; t = 10000 c) X = 0.7; t = 14000

d) X = 0.9; t = 18000 e) X = 1.0; t = 20000 f) aging; t = 48000 

Fig. 2 a–f Particle morphology evolution: slower polymerization rate (run 2). Potential parameters are given in Table 1. Oil-soluble initiator.

Polymer 1 (red); monomer 2 (cyan); polymer 2 (blue); inorganic (green); X is the monomer 2 conversion; t is the time in reduced units

Oil-soluble init water-soluble init Oil-soluble init water-soluble init

a) X = 0.3; t = 6000 b) X = 0.5; t = 10000

Oil-soluble init water-soluble init Oil-soluble init water-soluble init

X = 1.0; t = 20000d)X= 0.7; t = 6000c)

Fig. 3 a–d Effect of the type of initiator on particle morphology

evolution: slower polymerization rate (run 2: oil-soluble initiator; run

3: water-soluble initiator). Potential parameters are given in Table 1.

Polymer 1 (red); monomer 2 (cyan); polymer 2 (blue); inorganic

(green); X is the monomer 2 conversion; t is the time in reduced units

Colloid Polym Sci (2013) 291:87–98 93



polymer 1 (1,564 subparticles), monomer2/polymer 2

(1,564 subparticles), and inorganic material (782 subpar-

ticles) surrounded by water (4,330 subparticles) was consid-

ered. The initial particle contained polymer 1, monomer 2,

and the inorganic material.

First, the case of partially hydrophilic inorganic particles

with polymer 2 more hydrophilic than polymer 1 was con-

sidered. Figure 1 presents the evolution of the particle

morphology in the first experiment, run 1, simulated con-

sidering an oil-soluble initiator and using the parameters

given in Table 1. Figure 1a shows the morphology of the

initial particle. Monomer 2 and polymer 1 were uniformly

distributed in the particle, which corresponds to a system in

which polymer 1 is soluble in monomer 2. The inorganic

particles were placed at the surface of the particle. This

system represents well the initial state of a miniemulsion

polymerization aiming at producing a polymer–polymer–

inorganic hybrid.

Polymerization of monomer 2 (cyan) led to the formation

of polymer 2 (blue), and this polymer was not compatible

with polymer 1 (red). Therefore, phase separation occurred

and the more hydrophobic polymer (polymer 1) accumulat-

ed in the core of the particle. It is worth pointing out that, in

the context of this work, compatibility refers to interfacial

tension and phase separation refers to the movement of the

phases to form domains. The higher the interfacial tension

a) X = 0.3; t = 6000 b) X = 0.5; t = 10000 c) X = 0.7; t = 14000 

d) X = 0.9; t = 18000 e) X = 1.0; t = 20000 f) aging; t = 48000 

Fig. 4 a–f Particle morphology evolution: slow polymerization rate (run 4). Potential parameters are given in Table 2. Oil-soluble initiator.

Polymer 1 (red); monomer 2 (cyan); polymer 2 (blue); inorganic (green); X is the monomer 2 conversion; t is the time in reduced units

Table 2 Values of ε used in the

simulation of run 4 Polymer 1 Monomer 2 Polymer 2 Inorganic Water Wall

Polymer 1 εP1–P101.3 εP1–M201.3 εP1–P200.4 εP1–Inor00.3 εP1–W03 εP1–wall06

Monomer 2 εM2–P101.3 εM2–M201.3 εM2–P201.3 εM2–inor00.3 εM2–W03 εM2–wall06

Polymer 2 εP2–P100.4 εP2–M201.3 εP2–P201.3 εP2–inor00.3 εP2–W02 εP2–wall06

Inorganic εinor–P100.3 εinor–M200.3 εinor–P200.3 εinor–inor00.1 εinor–W00.3 εinor–wall06

Water εW–P103 εW–M203 εW–P202 εW–inor00.3 εW–W01 εW–wall01

Wall εwall–P106 εwall–M206 εwall–P206 εwall–inor06 εwall–W01
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(i.e., the higher the value of ε), the less compatible the

phases. At the end of the polymerization (Fig. 1f), the

particle presented a non-equilibrium morphology. Because

of the high internal viscosity, particle morphology remained

almost unchanged upon aging (Fig. 1g).

Figure 2 presents the evolution of the particle morpholo-

gy in the case of a slower polymerization rate (run 2).

Comparison with Fig. 1 shows that for a given conversion,

the morphology of the particle was closer to the equilibrium

morphology than in run 1. The reason is that the polymer

had more time to migrate toward the equilibrium morphol-

ogy. However, even after aging, because of the high internal

viscosity, the final morphology was still not at equilibrium.

Runs 1 and 2 were simulated for an oil-soluble initiator.

The effect of using a water-soluble initiator that leads to a

radical concentration profile was simulated for the case of a

slow polymerization (as the one used in run 2) using the

parameters given in Table 1. The radical concentration pro-

file was characterized by the relative probability for reaction

used in these simulations

Prob ¼ 0:2þ 0:2xþ 0:6x2 ð14Þ

where x0r/σ. Equation 14 determines that polymerization of

monomer 2 located near the surface of the particle was more

likely than that in the center of the particle.

Figure 3 compares the cross sections obtained in this

simulation with those from run 2 (simulated using an oil-

soluble initiator and the same polymerization rate and

parameters; Table 1). It can be seen that when a water-

a) X = 0.3; t = 6000 b) X = 0.5; t = 10000 c) X = 0.7; t = 14000 

d) X = 0.9; t = 18000 e) X = 1.0; t = 20000 f) aging; t = 48000

Fig. 5 a–f Particle morphology evolution: slow polymerization rate (run 5). Potential parameters are given in Table 3. Oil-soluble initiator. Polymer 1

(red); monomer 2 (cyan); polymer 2 (blue); inorganic (green); X is the monomer 2 conversion; t is the time in reduced units

Table 3 Values of ε used in the

simulations with hydrophobic

inorganic particles (run 5)

Polymer 1 Monomer 2 Polymer 2 Inorganic Water Wall

Polymer 1 εP1–P101.3 εP1–M201.3 εP1–P200.1 εP1–Inor00.2 εP1–W03 εP1–wall06

Monomer 2 εM2–P101.3 εM2–M201.3 εM2–P201.3 εM2–inor00.1 εM2–W03 εM2–wall06

Polymer 2 εP2–P100.1 εP2–M201.3 εP2–P201.3 εP2–inor00.1 εP2–W01 εP2–wall06

Inorganic εinor–P100.2 εinor–M200.1 εinor–P200.1 εinor–inor00.1 εinor–W03 εinor–wall06

Water εW–P103 εW–M203 εW–P201 εW–inor03 εW–W01 εW–wall01

Wall εwall–P106 εwall–M206 εwall–P206 εwall–inor06 εwall–W01

Colloid Polym Sci (2013) 291:87–98 95



soluble initiator was used, polymer 2 accumulates in the

region in which it is formed, namely near the surface of

the particle.

Figure 4 shows the evolution of the particle morphology in

run 4 that corresponds to a system in which partially hydro-

philic inorganic particles were used, but polymer 2 was more

hydrophobic than in runs 1–3. In addition, the compatibilities

between the polymers and between the polymers and the

inorganic material were reduced. A slow polymerization rate

(as in run 2) was used. Table 2 presents the values of ε used in

run 4. Figure 4 shows that particle morphology evolved to-

ward a kind of hemispherical morphology with the inorganic

material partially covering the polymer phases. Nevertheless,

even upon aging, the equilibrium morphology was not

reached.

Figure 5 presents the evolution of the particle morphology

in a system that contained inorganic particles as hydrophobic

as polymer 1 (run 5). The values of ε used in the simulation are

given in Table 3. In this system, polymer 1 was more com-

patible with polymer 2 than with the inorganic particles. An

oil-soluble initiator with a slow polymerization rate was used.

It can be seen that in the initial particle, the inorganic material

was at the outer part of the particle. The reason was that the

inorganic material was incompatible with both monomer 2

and polymer 1. A strong phase separation occurred during

polymerization, and when 100 % conversion was reached, the

inorganic particles were partially covered by the more hydro-

philic polymer 2. However, even after aging, the equilibrium

morphology was not reached.

Conclusions

In this work, a dynamic model was developed for the

prediction of the evolution of the particle morphology of

multiphase waterborne systems. The model accounts for the

effects of phase compatibility and internal viscosity of the

particles and is able to predict the morphologies of interesting

new materials such as polymer–polymer and polymer–

polymer–inorganic complex hybrids, which could not be

calculated with the existing methods.
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