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Abstract—This paper presents the design and prototyping of
a computing architecture which dynamically reconfigures
itself depending on the environment in which it resides.  The
system switches among three modes of operation (parallel
processing, low power, and radiation tolerant) depending on
an external radiation sensor and application input from the
user.  The system was prototyped on a Xilinx Virtex-5
FPGA to verify its feasibility when controlling a series of
peripherals under the three modes of operation.  This type of
system is ideal for robust, real-time applications such as
spacecraft control systems. 1 2
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1. INTRODUCTION

Triple Modulo Redundant (TMR) processing has been
proven to be an effective method to mitigate Single Event
Upsets (SEUs) in aerospace computing systems [1-3].  With
the recent advances in the size and performance of Field
Programmable Gate Arrays (FPGA), there is now a cost
efficient path to implementing multiple processors in a
single part while still meeting performance specifications
[4,5].  The ability to dynamically reconfigure an FPGA to
contain an arbitrary number of processors opens up many
possibilities to tailor the operating characteristics of a
processing system to meet various design objectives.  This
is especially of interest in aerospace applications where
stringent design constraints such as increased reliability
under radiation bombardment, power efficiency, and
computation power are present [6,7].
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In this work, we present an FPGA-based processing
system that is dynamically reconfigured during operation to
achieve different performance objectives.  An FPGA part is
selected which has enough logic resources to accommodate
three soft processing cores plus additional glue logic.  The
system is designed to control a basic set of peripherals
(keyboard, mouse, and LCD) as an initial proof of concept.
The system is designed to seamlessly control the peripherals
under each of the following three modes of operation:

Mode 1: Parallel Processing:  The three processors are
configured to perform non-redundant, parallel processing.
This mode is used when the system is not in  a  harsh
radiation environment and processing power is the primary
design constraint.  Processing tasks are assigned to a
dedicated processor in order achieve the highest system
performance.

Mode 2: Low Power:  A single processor is implemented
in the FPGA to reduce power consumption in environments
where radiation is not present and power reduction is the
primary design constraint.  All processing is performed in a
sequential manner just as in a traditional uni-processor
computer system.

Mode 3: Radiation Tolerant:  Three processors are
configured in a triple modulo redundant configuration to
perform error checking and correction using a voting and
correction  system.   This  configuration  is  used  for  the
mitigation of single-event upsets in harsh radiation
environments.

This approach assumes that an external radiation detector
exists that can notify the FPGA-based processing system
when radiation is present.  When the system resides in an
environment in which cosmic radiation is present, the
system automatically reconfigures into Radiation Tolerant
Mode.  This mode of operation always has the highest
priority.  When the system is not in radiation, the system
configures itself into either Parallel Processing Mode or
Low Power Mode depending on user input.  System-in-
Package (SiP) technology has enabled the integration of low
cost radiation sensors within the same package as traditional
CMOS substrates to notify the computing system when
radiation is present [8,9].  A number of sensing techniques
have been demonstrated that can be used to monitor for
radiation in VLSI systems including RADFETs [10], Total
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Ionizing Dose (TID) monitors [11], and built-in current
sensors (BICS) [12,13].  This work assumes that a radiation
sensor is incorporated within the same package as the FPGA
to notify the processors when to reconfigure into Radiation
Tolerant Mode.

The system is designed to continuously service the
peripherals when switching between modes of operation and
also when recovering from a faulted processor in radiation
tolerant mode.  This work presents the design and
prototyping of our system on a Xilinx, Virtex-5 FPGA using
the PicoBlaze soft processing core.  This hardware has a
well established development environment which enables
the adoption of our system without any proprietary software.
Our paper will describe the design and implementation of
the system including the performance metrics in each of the
three operating modes.  We also present the implications of
reconfiguration time on overall system performance.  This
work represents a new research effort that is being initiated
at Montana State University, Bozeman on the design of
radiation tolerant computing systems for aerospace
applications based on reprogrammable fabrics.  This project
lays the initial foundation for more advanced research into
the area of reconfigurable computing.

2. SYSTEM DESIGN

Our system is designed to control a set of basic
peripherals as a proof of concept for operation in a real-time
application.  The peripherals are a PS2 Keyboard, PS2
Mouse,  and  a  Liquid  Crystal  Display  (LCD).   The
computing system continually monitors the input keyboard
and mouse and writes the inputs to the LCD.  The system
hardware was implemented on a Xilinx ML507 evaluation
board with a Virtex-5 FPGA.  The system switches between
modes of operation by reconfiguring the FPGA with
different hardware using the Xilinx SystemACE and a
256Mb compact FLASH card which holds the different
FPGA  designs.  An  off-chip  EEPROM  is  used  to  hold  the
program variable information during a reconfiguration
event.  Figure 1 shows the prototype system.

Mode 1:  Parallel Processing

The first mode of operation for this system is parallel
processing. In this mode, the FPGA is configured to assign
the various tasks of the application to dedicated
microprocessors.  Three PicoBlaze soft processors are used
in this mode.  One processor is dedicated to controlling the
mouse, one is dedicated to controlling the keyboard, and one
is  used  for  writing  to  the  LCD.   The  mouse  and  keyboard
processors use interrupts to notify the LCD processor that
new information has been received and needs to be
displayed.  The variable information for this application is
stored to an off-chip EEPROM when a reconfiguration
event is scheduled.  The software in each of the three
PicoBlaze processors is designed to read in this variable
information upon start-up so that the system can continue
operation  in  same  state  as  a  previous  design  upon
reconfiguration.  Figure 2 shows the block diagram of the
parallel processing hardware configuration.

Xilinx ChipScope  was used to monitor the internal signals
on the FPGA to verify the operation of the system.  Figure 3
shows a Chipscope screenshot of the address and instruction
busses within the processors while in parallel processing
mode.  This screenshot shows the bus states at the moment
when the processor controlling the mouse interrupts the
processor controlling the LCD to indicate that new data has
been received and needs to be written.  The reset vector for
the LCD control processor is 0x3FF.

Fig. 3.  Block diagram of parallel processing mode.

Fig. 1. Prototype system demonstrating the control of
basic peripherals (keyboard, mouse, LCD) under different
modes of operation using a Xilinx Virtex-5 FPGA.
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Mode 2: Low Power

The second mode of operation for this system is low
power.   In  this  mode,  the  FPGA is  configured  to  control
all of the peripherals using a single processor.  All of the
peripheral control is implemented using a sequential
program flow.  This mode reduces power by using a
single processor but sacrifices the speed advantages of
having multiple dedicated processors.  The block diagram
for this mode is shown in figure 4.

Mode 3: Radiation Tolerance

The third mode of operation for this system is radiation
tolerant.   In  this  mode,  the  FPGA  is  configured  to  use
three redundant processors and a TMR voting circuit to
monitor for failures.  For our initial prototype system, we
performed TMR voting on the ROM interface within each
of  the  three  processors  in  addition  to  the  I/O lines.   The
TMR circuitry also contains the logic for recovering from
a fault.  In this configuration, each of the three processors
are executing the same program code that is duplicated in
each of the three processors’ memory.  In this proof of
concept, redundancy is only implemented on the
processors.  The TMR voting and recovery circuitry is not
redundant  and is  implemented  on  the  same FPGA as  the
three  processors.   This  block  diagram  for  this  mode  is
shown in figure 5.

Reconfiguration

Each of the three configurations are self contained
FPGA designs that are stored in the Xilinx SystemACE
ROM component on the system board.  Each of the three
configurations contain the necessary logic to
communicate to the SystemACE in order to prepare for a
reconfiguration.  A reconfiguration is triggered by one of
two events.  The first event is the detection of radiation by
the integrated sensor.  Note that this detection is not of an
SEU itself, rather that radiation is present and the system
needs to reconfigure to fault tolerant mode to prepare for
the potential for SEUs. The second event is a change in

Fig. 3. Waveforms showing the parallel processing mode of operation.  Address 0x03FF indicates that the processor
controlling the mouse (3) has initiated an interrupt on the processor controlling the LCD (1).

Fig. 5.  Block diagram for radiation tolerant mode.

Fig. 4.  Block diagram for low power mode.
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the user input indicating that either low-power or
increased computation is the primary operating objective.
The radiation sensor and user input are read by the FPGA
as Mode Select lines.   Anytime  there  is  a  change  in  the
Mode Select lines, the system will finish its current task
and then it will write any necessary variable information
to an external EEPROM.  The designs will then
communicate with the SystemACE device to indicate
which new configuration is to be used.  Finally, the design
will send the Start Programming signal to the
SystemACE to begin the FPGA reconfiguration.  Figure 6
shows the algorithmic flow chart of the reconfiguration
procedure.  This procedure is used in all three of the
FPGA designs.

3. FAULT RECOVERY

In the radiation tolerant mode, the TMR circuit
monitors the memory interface and I/O lines for faults.
The TMR circuit also contains a state machine for the
recovery of a faulted processor.  When a fault is detected
on one of the processors, the system attempts to recover
the bad processor using the procedure flow-charted in
figure 7.

Upon reset, each processor will read in its initial
register values from the TMR/recovery system.  All
processors are reset at the same time in order to ensure
they are synchronized and initialized to the beginning of
the main program loop.

The processors then enter their main program loop
which  services  the  peripherals.   At  the  end  of  the  main
program loop, an Error_Flag is checked to see if a TMR
failure has been detected by the recovery circuit.  If no
failure has been indicated, the computer continues to
execute its main program loop.

In  the  event  that  a  failure  is  detected  by  the  TMR
circuit, the recovery state machine sends an interrupt to all
processors.   An  interrupt  service  routine  sets  the
Error_Flag indicating that a fault has been detected and
processor recovery is necessary.  When the main program
loop checks the Error_Flag and sees it is asserted, it will
then proceed to write all of its register and variable
information  to  the  off-chip  memory  and  then  wait  for  a
reset.  In this manner, the processors will complete their
current peripheral tasks prior to beginning the recovery
sequence.  The TMR vote ensures that only valid
information is written to the off-chip memory.  The
recovery state machine then resets all processors and each
processor reinitializes to a known state.

Figure  8  shows  a ChipScope screenshot  of  the   three
processors being reset during a recover cycle.  This event
occurred due to a fault detected on processor 1.  Figure 9
shows operation during a continuous fault on processor 1
as would occur if physical hardware damage occured.
The system performs its recovery sequence each time
through the main program loop.  The system will continue
to operate with lower performance.

Fig. 7.  Fault recovery process during radiation tolerant mode.

Fig. 6.  Reconfiguration algorithm for all modes.
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4. SYSTEM PERFORMANCE

One of the key timing parameters for our system is the
time it takes for the recovery sequence to complete.
(illustrated in figure 7).   It was determined that the
recovery of a faulted processor took 23.2ms on a Virtex-5
FPGA with a system clock of 100MHz.  This time will
vary for other designs depending on the amount of
variable information that is stored off-chip during each
recovery.

The time it takes to write to and read from the off-chip
memory via IIC protocol is given as

where n is the number of bytes to read or write, fSCL is the

IIC clock rate, tWR is  the  page  write  time,  and N is the
page size.  For this design, fSCL is 400 kHz, tWR is 5ms and
N is 16.  During a fault recovery, tSM is the amount of time
it takes the recovery state machine to execute.

  Another important timing parameter is the amount of
time it takes to reconfigure the FPGA.  This value is given
as

where k is the number of MCU register writes to the
system ace, fSACLK is the clock frequency of the system
ace, and tRC is  the  time  it  takes  the  system  ace  to
reconfigure the FPGA. For this design k is  4, fSACLK is
33MHz, and tRC is 504ms.  This time is the same
regardless of which configuration is being loaded due to
the FPGA needing all logic to be configured each time it
is programmed.  For this work, we did not investigate
partial reconfiguration.  Table I shows the timing impact
of the design and Table II shows the area impact of each
of the three configurations used in this work.

Fig. 8. ChipScope view of the processor busses during a reset event.  This event is caused by a detected fault on
processor #1 which triggers the recovery sequence.

Fig 9. ChipScope view of the processor busses during a continuous fault on processor 1.  The recovery sequence attempts
to  recover processor #1 each time through the main program loop.  The peripherals are served each time through the
program loop to ensure continuous system operation.
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System Event Timing
Dependencies Total Time

Initial Power On tmouse + tLCD + tOCMW
+ tsysace + tOCMR

0.7ms + 1.67ms + 21.6ms +
504.0ms + 1.6ms = 529.6 ms

Mode Config Change tOCMW + tsysace +
tOCMR

21.6ms + 504.0ms + 1.6ms =
527.2ms

Fault Recovery tOCMW + tSMt+ tOCMR
21.6ms + 30.0ns+ 1.6ms =

23.2ms

FPGA Resources Resources Used

Parallel
Processing

Low
Power

Radiation
Tolerant

Number of Slice Registers 261 102 355

Number of Slice LUTs 470 194 562

Number of occupied Slices 187 96 280

Number of LUT Flip Flop pairs 498 210 635

5. FUTURE WORK

This work was an initial effort at Montana State
University to develop a knowledge base on reconfigurable
computing for mitigating faults from space radiation.
Future work will include more computationally intense
aerospace algorithms, partial FPGA reconfiguration,
scrubbing, and investigation into optimal TMR
monitoring for a multi-processor system [1].

6. CONCLUSION

This paper presented the design and prototyping of a
reconfigurable computing platform that switches between
a parallel processing, low power, or radiation tolerant
mode depending on its current environment and user
input.  The system is based on the existence of a radiation
sensor which indicates whether radiation strikes are
present.  If radiation is detected, the system configures
into a TMR architecture with circuitry to recover faulted
processors.  When not in a radiation environment, the
system configures between a high performance, parallel
processing mode or a single-processor, low power mode
depending on user input regarding the  application.  The
system  was  prototyped  on  a  Xilinx  Virtex-5  FPGA
platform using the PicoBlaze soft processing core.
Timing and area information on the design was presented
to provide feasibility of this system for consideration in
aerospace applications.
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