
Abstract
Recently, a lot of research effort has been spent on cross-layer system design. It
has been shown that cross-layer mechanisms (i.e., policies) potentially provide sig-
nificant performance gains for various systems. In this article we review several
aspects of cross-layer system optimization regarding wireless OFDM systems. We
discuss basic optimization models and present selected heuristic approaches realiz-
ing cross-layer policies by means of dynamic resource allocation. Two specific
areas are treated separately: models and dynamic approaches for single transmit-
ter/receiver pairs (i.e., a point-to-point communication scenario) as well as models
and approaches for point-to-multipoint communication scenarios (e.g., the downlink
of a wireless cell). This article provides basic knowledge in order to investigate
future OFDM cross-layer-optimization issues.
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s ever higher data rates are to be conveyed by
wireless communication devices, the bandwidth
requirements of modern wireless equipment are
constantly increasing. Since the frequency-selec-

tive nature of the wireless channel imposes some problems to
broadband systems that rely on conventional single-carrier
techniques, more and more wireless devices are based on the
multicarrier technique orthogonal frequency-division multi-
plexing (OFDM). Although the basic principle of OFDM has
been known for quite a while, the application to mass market
communication systems started a few years ago.

OFDM systems: The basic principle of OFDM is paralleliza-
tion. Instead of transmitting symbols sequentially over the
communication channel, the channel is split into many sub-
channels and the data symbols are transmitted in parallel over
these subchannels. The smaller the subchannel bandwidth, the
longer the transmission period of the data symbol on that
channel. Therefore, the impact of intersymbol interference
(ISI) decreases (i.e., the fading per subchannel is flat). This
property of OFDM has led to the specification of various sys-
tems. Modern digital audio and video broadcasting systems
rely on OFDM. Some well-known wireless local area network
(WLAN) standards (e.g., IEEE 802.11a/g) are based on
OFDM, as well as other wireless network standards such as
WiMax (IEEE 802.16e). The properties associated with
OFDM have led to its consideration as a candidate for high-
rate extensions to third-generation communication systems as
well as for fourth-generation mobile communication systems.

Cross-layer optimization: As OFDM systems provide excel-

lent physical layer properties, they also offer interesting
opportunities regarding link layer aspects. Due to the relative-
ly fine granularity of the subchannels, resource requirements
of terminals can be served in principle without much overpro-
visioning of bandwidth. In addition, due to the diversity of
such systems (in frequency, time, and space), the modulation
type and the transmit power per subchannel can be adapted in
order to increase spectral efficiency. In a multi-user OFDM
system, diversity can be exploited by dynamically assigning dif-
ferent sets of subcarriers to different terminals. Cross-layer
optimization approaches attempt to dynamically match the
requirements of data link connections to the instantaneous
physical layer resources available in order to maximize some
system metric. In this survey we review a few representative
basic approaches for point-to-point and point-to-multi-point
communications, which serve as design references for future
system concepts (Fig. 1).

Dynamic Schemes for Point-to-Point
Communications
In this section we review results with respect to the adaptation
of transmit power and modulation types for OFDM systems if
a transmitter is communicating with a single receiver.
Throughout this section we refer to transmitter schemes that
adapt to any channel variation as dynamic. In contrast,
schemes that do not adapt to channel variations are referred
to as static. In general, different subchannels experience dif-
ferent attenuation conditions (if their spacing in frequency is
larger than the coherence bandwidth, Fig. 2). If we assume
this frequency-selective behavior to stay constant for some
time span (i.e., the attenuation of each subchannel stays con-
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stant for the considered time duration), we might ask the
question: “Does it make sense for the transmitter to adapt to
the frequency-selective attenuation of the channel in order to
transmit data better (i.e., faster, more reliable, etc.)?”

Information theory, in particular the water filling theorem
[1], provides an important answer to this question. In gener-
al, knowing the transfer function of a channel, its capacity
can be found (where capacity is defined as the maximum bit
rate at which data can be transmitted with an arbitrary small
bit error probability). According to the theorem, the chan-
nel’s capacity is achieved by adapting the transmit power to
its transfer function. Roughly speaking, given a certain
power budget, more transmit power is applied to frequencies
experiencing lower attenuation. Thus, given the transfer
function, the optimal power distribution is similar to invert-
ing the transfer function and pouring a liquid (i.e., power)
into the shape (Fig. 2). Consequently, the scheme was
termed water filling. The higher the variance of the transfer
function (assuming a constant average attenuation), the
higher the resulting capacity. Hence, a flat transfer function
delivers the lowest capacity for a certain power budget and
average attenuation.

Apart from the fact that the optimal power distribution is
somewhat computationally difficult to obtain, the mathemati-
cal derivations of the water filling theorem cannot be applied
directly to OFDM systems due to two factors:
• The water filling theorem assumes continuous frequency

attenuation functions. In OFDM systems usually one atten-
uation value per subchannel is available, yielding a discrete
(sampled) version of the attenuation function (as shown in
Fig. 2). In other words, water filling
requires “systems” featuring an unlim-
ited number of subchannels of infinite-
ly small bandwidth, which is
impractical.

• The water filling theorem is based on a
continuous relationship between the allo-
cated power and the achievable capacity.
Since in real systems only a finite set of
modulation types is available, the result-
ing power allocations per subcarrier dif-
fer from the water filling ones.

As a consequence, in order to leverage
the water filling benefits in OFDM sys-
tems, a discrete version of the scheme is
necessary.

Finite Tones Water Filling

To evolve from the continuous nature of the water filling
theorem to a discrete version, let us consider a system of
bandwidth B with a discrete number of subchannels N ,
each featuring a subchannel bandwidth ∆f = B/N [2]. The
instant subchannel states are represented by a vector of
signal-to-noise ratio (SNR) values γ(t) = (γ1

(t) … γ(
n
t)), where

SNR value γn
(t) depends on subchannel n’s instant attenua-

tion and transmit power share. Using Shannon’s capacity
formula, a consequent transformation of the capacity prob-
lem for the N-subchannel case is given by the following
formulation:

(1)

Equation 1 states that the capacity is obtained by opti-
mally distributing the transmit power among the subchan-
nels, where γ(

n
t) increases with subchannel n’s power share.

Thus, with an infinite amount of transmission power, an
infinite capacity would theoretically be possible. However,
note that in our case the power distribution is subject to a
total power budget. The combination of the optimization
goal in Eq. 1 and this total power constraint forms a non-
linear continuous optimization problem, which is referred
to as the finite tones water filling problem [3]. It can be
solved analytically by applying the technique of Lagrangian
multipliers [4].

Solving the finite tones water filling problem delivers
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continuous rate shares for discrete subchannels. To take a
further step toward discrete water filling, the real-valued
rate shares need to be replaced by whole-numbered bit
assignments.

Loading Algorithms
Only a fixed amount of modulation types are available for
subchannel data transmission of realistic OFDM systems.
Thus, for those systems Shannon’s formula, as used in Eq. 1,
is not a valid option to translate a subchannel’s state into its
rate share. Instead, modulation assignments from a finite set
need to be derived from the channel states. Denote by F the
adequate function that delivers the rates of the available mod-
ulation types mn = F (γn

(t), Perr) with respect to the SNR and a
predetermined target error probability Perr. Note that F is a
piece-wise constant function over the SNR. Substituting Shan-
non’s formula by F in Eq. 1 leads to the following optimiza-
tion formulation:

(2)

In combination with a constraint on the transmit power,
this optimization goal specifies the bit rate maximization inte-
ger programming problem. Solving the problem results in
optimal power and modulation type per subchannel choices
with respect to the total power budget. In general, integer
programming problems are difficult to solve. Fortunately, sim-
ple greedy algorithms already yield optimal solutions for this
class of problems. Note that maximizing the bit rate is only
one possible metric. Another option is minimizing the trans-
mit power for a given rate, or minimizing the bit error proba-
bility for a certain rate and power budget. There are several
algorithms for each of these metrics.

Such algorithms are often referred to as loading algorithms.
The group of loading algorithms can be subdivided into bit-
and power-loading algorithms. Bit-loading algorithms adapt
the number of bits transmitted per subchannel according to
the subchannel states. Correspondingly, power-loading algo-
rithms adapt the transmit power. However, as in most cases
the number of bits is adapted together with the transmit
power, both schemes and their combination are referred to as
loading algorithms in the following.

The earliest of these algorithms was proposed by Hughes-
Hartogs [5]. Its principle is quite simple (compare the flow
chart in Fig. 3): for each subchannel, calculate the amount of
power required to transmit data with the lowest modulation

type. Then the subchannel that requires the least amount of
power is selected, the amount of power is allocated to it, and
the required additional power for applying the next higher
modulation type is calculated for this subchannel (while the
total power budget is decreased by the allocated amount).
The algorithm terminates if no more transmit power is avail-
able. It determines for a discrete amount of modulation types
the optimal power allocation with respect to the target bit
error probability while maximizing the data rate. Hence, it
solves the bit rate maximization problem. Note that the same
scheme can also be used to determine the optimal power allo-
cation in order to minimize the transmit power subject to a
rate constraint (the margin maximization problem). In this case
the algorithm simply runs until the target data rate is reached.
Although the Hughes-Hartogs algorithm does not enumerate
all feasible solutions, the required amount of steps is quite
high. For example, assume the M modulation steps to differ
by one bit. Then, for transmitting a total of 1000 bits the algo-
rithm will have to perform 1000 iterations.

Therefore, faster schemes reaching the optimal or near-
optimal power allocation have been of interest. For example,
Chow et al. [6] presented a faster loading algorithm in order
to minimize the transmit power while maintaining a required
data rate. They propose to start with an equal power distribu-
tion, and then alter this distribution in order to reach the
required rate. Many further bit-loading approaches have been
presented. For an extensive discussion of different approaches
see [7].
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Dynamic Schemes for Point-to-Multi-Point
Communications
In this section we review results regarding the application of
dynamic mechanisms in point-to-multipoint scenarios (i.e.,
the downlink transmission direction). The basic setup of a
multi-user downlink transmission is shown in Fig. 4. In such a
scenario the given system resources (power, bandwidth, time)
are shared by several terminals. For example, in IEEE
802.11a/g systems the system resources are shared in time
with the carrier sense multiple access (CSMA) protocol rul-
ing the medium access between stations. Each terminal j is
allowed to exclusively use all subchannels after the acquisi-
tion of the channel for some time period. During this time
span the connection becomes a point-to-point connection,
allowing the application of dynamic schemes presented in the
previous section.

However, another opportunity arises from an effect referred
to as multi-user diversity. As several terminals are located in
the cell, subchannels are likely to be in different quality states
for different terminals. In other words, the multi-user commu-
nication scenario is characterized by spatial selectivity of the
subchannels. The reason for this spatial selectivity is the fact
that the fading process is, in general, statistically independent
for different terminals, as long as their receive antennas are
separated considerably (by a minimum spacing of one wave-
length). In the following we describe a dynamic channel allo-
cation scheme for the downlink direction that allows this
additional multi-user diversity to be exploited.

Dynamic OFDMA
For the general system setup, we assume the attenuation of
subchannels to be stable for a certain time span (coherence
time). The access point knows the instant channel state infor-
mation values. Based on that knowledge, a dynamic algorithm
at the access point generates disjunctive sets of subchannels
assigned to each terminal, possibly including individual modu-
lation types and different power assignments per subchannel.
Thus, the channel allocation is performed as frequency-divi-
sion multiplexing (FDM). In the context of OFDM the notion
of an orthogonal frequency-division multiple access
(OFDMA) system is common, although the techniques
described below do not refer to a medium access protocol for
the uplink direction. In the considered downlink direction, the
access point informs each terminal of its next assignment set
before it starts the payload data transmission. We assume the
sets to be valid for the length of one downlink phase.

Multi-User Raw Rate Maximization
Recall the system model that was introduced earlier as a basis
for the finite tones water filling problem in Eq. 1. However, as
in the multi-user case J terminals are present in the cell, there
is one SNR value γj,n

(t) for each terminal j regarding each sub-
carrier n. Thus, in the multi-user scenario the set of all instant
SNR values forms a J × N matrix to which we refer as Γ(t). As
the dynamic scheme under consideration operates on an
FDM basis, different subchannels are assigned to different
terminals. The specific assignment xj,n

(t) of subchannel n to ter-
minal j at time t is a variable of the system, where

The set of all assignment variables xj,n
(t) forms the binary assign-

ment matrix X(t). Based on the power rate function F, for
each terminal/subchannel combination <j × n> one out of the
M modulation types is selected depending on the instant SNR

value γj,n
(t). Recall that the SNR value depends on the current

channel state, as well as on the transmission power share the
access point assigns to terminal j on subchannel n. Regarding
this system model, a straightforward optimization approach is
to maximize the overall bit rate of the cell per downlink
phase, where the SNR values and assignment matrix are the
system variables:

(3)

In combination with the total power and disjunctive sets
constraints, the optimization goal in Eq. 3 forms the multi-
user raw rate maximization problem. Again, the first constraint
limits the overall transmit power as in the case of the finite
tones water filling problem in Eq. 1, whereas the second one
is specific to the multi-user scenario: it limits the assignment
of each subchannel to at most one terminal at a time. As in
the case of the finite tones water filling problem, we
encounter an integer optimization problem. However, in this
case it is required to find the optimal power allocation (and
thus SNR values) plus decide on the allocation variable xj,n

(t)

for each terminal/subchannel pair. Fortunately, as in the
finite tones water filling case, the resulting integer program-
ming problem can be solved easily by a greedy algorithm
described in [8].

However, the multi-user raw rate maximization exhibits a
fairness issue, as terminals in good positions (e.g., close to the
access point) are always favored when it comes to subchannel
distribution. As a consequence, some terminals experience
high transmission delays for packets if they receive anything at
all. This is due to the optimization goal in Eq. 3 that aims to
maximize the raw cell throughput (i.e., the sum rate of the cell
for each downlink phase). Alternatively, different optimization
goals can be formulated that account for intracell fairness.

Rate Adaptive Optimization
In general, fairness among the terminals comes at the cost of
a decreased sum rate throughput of the cell. In the case of the
rate adaptive optimization approach, for each downlink phase
the bound ε of each terminal’s throughput is maximized:

(4)

This formulation is equivalent to maximizing the through-
put of the weakest terminal. Note that the power and disjunc-
tive sets constraints are again part of the overall problem
formulation (for the complete mathematical formulation, we
refer to [9]).

Margin Adaptive Optimization
As different terminals most probably require different data
rates, system fairness might be increased by considering each
terminal j’s specific data rate requirement, which translates
into a certain amount of bits rj

(t) required per down-link phase.
The objective of this margin adaptive optimization approach is
to minimize the overall transmit power (the sum over the
individual power shares per subcarrier pn), while guaranteeing
the individual rate requirements:

(5)
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Generating Optimal and Suboptimal Solutions

Both the margin and rate adaptive optimization problems
belong to the group of integer programming (IP) problems. IP
is in general known to be difficult. Although the amount of
possible solutions is finite, finding the optimal solution
remains a difficult task, possibly requiring a “brute force”
enumeration and comparison of all feasible solutions.

In fact, the margin and rate adaptive optimization problems
have been claimed to be NP-hard. A mathematical proof is
provided in [7]. As a consequence, significant computational
overhead can be expected at the access point to solve them
optimally. However, since it has been shown that the perfor-
mance gain due to dynamic OFDMA is quite large compared
to OFDM systems that statically assign subchannels, a lot of
research work has been spent on developing schemes that

deliver optimal or nearly optimal solutions at low cost. Most
of these proposals for solving the rate or margin adaptive
optimization problem belong to one of three different meth-
ods.

Relaxation — The first method is to relax the integer con-
straint on the bit or subchannel assignments. Thus, for calcu-
lation purposes each subchannel is allowed to carry a
noninteger amount of bits and can be assigned to multiple dif-
ferent terminals during one downlink phase. By relaxing the
integer constraint on the rate and margin adaptive optimiza-
tion problems, both become linear programming (LP) prob-
lems, which can be solved efficiently. However, after solving
the relaxed problem, the LP solution has to be reevaluated as
only integer solutions are feasible from a system’s point of
view. Usually, this is done by reassigning the subchannels to

n Figure 5. Principle of the bandwidth assignment based on SINR (BABS) algorithm.
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terminal ĵ holding

the smallest
subchannel share.

Exclude terminal ĵ
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the terminals with the largest noninteger fraction. This
approach was first presented by Wong et al. [10]. It serves as
comparison basis for multiple later studies on the margin-
adaptive problem.

Problem Splitting — Following the second proposal, the opti-
mization problem is split into two less complex problems [11].
First, the number of subchannels sj

(t) each terminal needs (in
order to fulfill its rate requirements) is determined (referred
to as subchannel allocation). Then the specific subchannel/ter-
minal pairs are generated (i.e., the best matching subchannels
are selected per terminal). This can be done efficiently by the
use of state-of-the-art matching algorithms [12].

Heuristics — A third common approach is to solve the rate or
margin adaptive problem by heuristics that are mostly based
on sorting procedures. One such approach is presented by
Kivanc et al. in [11]. It is the heuristic realization of the ana-
lytical two-step approach presented above. Resource alloca-
tion (determining the number of subchannels each terminal
should receive) is done using the greedy bandwidth assign-
ment based on signal-to-interference-plus-noise (SINR)
(BABS) algorithm (shown as a flow chart in Fig. 5). Once the
resource allocation is determined for each terminal, the spe-
cific assignment of the subchannels is done by the amplitude
craving greedy (ACG) algorithm (Fig. 6). Simulations show
that the power requirements of combined BABS/ACG are
only slightly higher than those of Wong’s relaxation approach
[10] mentioned above, while CPU runtimes are smaller by a
factor of 100. An overview of further heuristics can be found
in [7].

Performance Results
Jointly optimizing power and frequency allocations in
OFDMA systems is a complex task. In this section we present
some results that motivate the usage of the cross-layer opti-
mization approaches presented in this article despite the
increase in system complexity. After discussing the computa-
tional effort required to optimally allocate power and bits to
subchannels, and subchannels to terminals, the most impor-
tant question relates to the performance gain that can be
achieved by doing so. In [13] we have investigated the poten-
tial gain for several optimal variants. In Fig. 7 the average
throughput and transmission delay results are given for four
different rate adaptive approaches:
• Static subchannel assignment with adaptive modulation
• Static subchannel assignment with power loading
• Dynamic subchannel assignment with adaptive modulation

• A fully dynamic scheme (i.e., dynamic subchannel assign-
ment with power loading)

In schemes with adaptive modulation the transmit power is
equally divided between the subchannels (no dynamic power
adaptation). The best modulation type with respect to the tar-
get error rate is chosen according to the resulting SNR. Eight
terminals are located in the cell assuming a system bandwidth
of 16.25 MHz divided into 48 subchannels, four different
modulation types are available (binary phase shift keying,
BPSK, quaternary PSK, QPSK, and 16- and 64-quadrature
amplitude modulation, QAM), the target symbol error rate is
10–2, the transmit power is set to 10 mW, and one uplink and
downlink phase has a duration of 1 ms applying a time-divi-
sion duplex (TDD) mode.

As the radius increases, the path loss spread between termi-
nals at different positions increases. Potentially, the dynamic
schemes outperform static schemes quite a lot. In terms of the
average throughput the gain is up to 100 percent and even
larger for the maximum transmission delay of an IP packet of
1500 bytes. It is important to note that the power adaption
does yield a significant performance increase, which is much
larger in dynamic subchannel assignments than in static sub-
channel assignments, especially regarding average throughput.

However, be aware that these results assume perfect chan-
nel knowledge at the access point and do not include the
impacts of necessary signaling overhead. Also, the results rely
on optimal IP solutions that cannot easily be achieved in real-
world systems. Hence, the performance gain in real systems
will be smaller. While no detailed investigation has been per-
formed so far on the influence of channel knowledge, the
impact of the signaling overhead has been studied in [14]. It
reveals that the signaling overhead strongly depends on sever-
al system parameters, but dynamic OFDMA schemes still pay
off in comparison to static schemes. For a detailed discussion
of channel knowledge accuracy, signaling overhead, and sub-
optimal solutions, we refer the reader to [7].

Conclusions
Cross-layer optimization can significantly increase the perfor-
mance of wireless OFDM systems by letting the transmitter
and receiver pair constantly adapt transmission parameters to
channel conditions. For point-to-point communications the
transmitter generates power and modulation assignments per
subchannel. Subchannels with relatively low attenuation con-
vey more information, subchannels with relatively high attenu-
ation contribute less to the transmission. It has been shown
that such schemes lead to either a much lower bit error rate,
much lower transmit power, much higher throughput, or even

n Figure 7. Average throughput and packet transmission delay of four different rate-adaptive approaches.
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a combination of these performance gains. This comes at the
cost of more computational resources required at the trans-
mitter and the exchange of control information for signaling
(conveyed from the transmitter to the receiver) and channel
knowledge (conveyed from the receiver to the transmitter).

In point-to-multipoint communications, the cost is higher.
In addition to the power and modulation assignment per
subchannel, the available subchannels have to be assigned
to multiple terminals. The resulting optimization problems
(the rate and margin adaptive approaches) are difficult (NP-
hard). Despite the relatively high cost, the potential perfor-
mance increase achieved by dynamic OFDMA schemes is
quite high (about 100 percent and more). Thus, many sub-
optimal schemes have been studied recently, such as linear
relaxation, the two-step approach, as well as low-complexity
heuristics.

In this article we have provided an overview of the related
mathematical optimization problems, as well as the basic
heuristics to achieve suboptimal solutions at low (computa-
tional) cost. Thus, it serves as a starting point for future
research in the field of cross-layer optimization in wireless
OFDMA systems. There is a need for better heuristics, and
more complete optimization models that include real-world
scenario constraints, as signaling overhead, packet losses, or
channel estimation inaccuracies.

References
[1] T. Cover and J. Thomas, Elements of Information Theory, Wiley, 1991.
[2] H. Liu and G. Li, OFDM-Based Broadband Wireless Networks, Wiley, 2005.
[3] I. Kalet, “The Multitone Channel,” IEEE Trans. Commun., vol. 37, no. 2, Feb.

1989, pp. 119–24.
[4] D. Bertsekas, Nonlinear Programming, 2nd ed., Athena Scientific, 1999.
[5] D. Hughes-Hartogs, Ensemble Modem Structure for Imperfect Transmission

Media, U.S. Patents 4,679,227 (July 1987), 4,731,816 (Mar. 1988),
4,833,706 (May 1989).

[6] P. Chow, J. Cioffi, and J. Bingham, “A Practical Discrete Multitone Transceiv-
er Loading Algorithm for Data Transmission over Spectrally Shaped Chan-
nels,” IEEE Trans. Commun., vol. 43, no. 2, Feb. 1995.

[7] J. Gross and M. Bohge, “Dynamic Mechanisms in OFDM Wireless Systems:
A Survey on Mathematical and System Engineering Contributions,” Tech.
rep. TKN-06-001, Telecommun. Networks Group, Technische Univ. Berlin,
May 2006.

[8] J. Jang and K. Lee, “Transmit Power Adaption for Multiuser OFDM Systems,”
IEEE JSAC, vol. 21, no. 2, Feb. 2003, pp. 171–78.

[9] I. Kim et al., “On the Use of Linear Programming for Dynamic Subchannel
and Bit Allocation in Multiuser OFDM,” Proc. Global Telecommun. Conf.,
Nov. 2001.

[10] C. Y. Wong et al., “Multiuser OFDM with Adaptive Subcarrier, Bit and
Power Allocation,” IEEE JSAC, vol. 17, no. 10, Oct. 1999, pp. 1747–58.

[11] D. Kivanc, G. Li, and H. Liu, “Computationally Efficient Bandwidth Alloca-
tion and Power Control for OFDMA,” IEEE Trans. Wireless Commun., vol. 2,
no. 6, Nov. 2003, pp. 1150–58.

[12] A. Schrijver, Combinatorial Optimization, Springer, 2003.
[13] M. Bohge, J. Gross, and A. Wolisz, “The Potential of Dynamic Power and

Sub-Carrier Assignments in Multi-User OFDM-FDMA Cells,” Proc. IEEE
GLOBECOM 2005, St. Louis, MO, Nov. 2005.

[14] J. Gross et al., “Performance Analysis of Dynamic OFDMA Systems with
Inband Signaling,” IEEE JSAC, vol. 24, no. 3, Mar. 2006, pp. 427–36.

Biographies
MATHIAS BOHGE (bohge@tkn.tu-berlin.de) studied electrical engineering at Techni-
cal University Berlin (TUB), Germany, and Rutgers University, New Jersey, where
he has been a member of the WIreless Networks Laboratories (WINLAB) group.
He received his Diploma degree in electrical engineering from TUB in 2004.
Currently, he is a Ph.D. student at the Telecommunication Networks Group (TKN)
of TUB, where he is involved in cross-layer resource optimization and protocol
design for future cellular systems.

JAMES GROSS (gross@tkn.tu-berlin.de) studied computer engineering at TUB, Ger-
many, and the University of California, San Diego (UCSD). He received his
Diploma degree from TUB in 2002 and his Ph.D. degree (with distinction) in
2006. Since 2002 he has been with the Telecommunication Networks Group,
TUB, where he is currently a senior researcher. His research interests are related
to wireless communication systems, especially dynamic multi-user OFDM and
cognitive radio.

MICHAEL MEYER (michael.meyer@ericsson.com) received his Diploma and Ph.D.
degree in electrical engineering from the University of Paderborn, Germany, in
1991 and 1996, respectively. In 1996 he joined Ericsson Research, Herzogen-
rath, Germany. He holds the position of senior specialist and leads a perfor-
mance analysis team. Currently, he is involved in the concept development for
evolved 3G systems. His research interests include the design and analysis of
link-layer protocols for wireless systems.

ADAM WOLISZ (awo@ieee.org) received his degrees (Diploma, 1972; Ph.D.,
1976; Habilitation, 1983) from Silesian University of Technology, Gliwice,
Poland. After a period with Polish Academy of Sciences (until 1990) and GMD-
Fokus, Berlin (1990–1993), he joined TUB in 1993 where he is a chaired pro-
fessor of telecommunication networks and executive director of the Institute for
Telecommunication Systems. He is also adjunct professor at the Department of
Electrical Engineering and Computer Science, University of California at Berke-
ley. His research interests are in architectures and protocols of communication
networks. Recently he is focusing mainly on wireless/mobile networking and sen-
sor networks.

BOHGE LAYOUT  1/4/07  1:17 PM  Page 59

                                      


