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Abstract

We consider a dynamic shortest path problem with stochastic disruptions in the network. We use both

historical information and real-time information of the network for the dynamic routing decisions. We

model the problem as a discrete time finite horizon Markov Decision Process (MDP). For networks with

many levels of disruptions, the MDP faces the curses of dimensionality. We first apply Approximate

Dynamic Programming (ADP) algorithm with a standard value function approximation. Then, we im-

prove the ADP algorithm by exploiting the structure of the disruption transition functions. We develop

a hybrid ADP with a clustering approach using both a deterministic lookahead policy and a value func-

tion approximation. We develop a test bed of networks to evaluate the quality of the solutions. The

hybrid ADP algorithm with clustering approach significantly reduces the computational time, while still

providing good quality solutions.

Keywords:

Dynamic shortest path problem, Approximate Dynamic Programming, Disruption handling, Clustering

1. Introduction

In traffic networks, disruptions due to accidents and traffic bottlenecks cause traffic congestions that lead

to a drastic increase in travel times and decrease the probability of being on-time at the destination.
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The travel time along a highway changes depending on the levels (types) of these disruptions. Further-

more, as the uncertainty in traffic networks increases due to recurrent and non-recurrent incidents, the

planners need to take into account many levels of disruptions. Having real-time traffic information by

using intelligent navigation systems and taking into account the stochastic nature of disruptions for the

dynamic routing decisions can significantly reduce delays. As a trade-off, for networks with many levels of

disruptions, computing dynamic routing decisions considering detailed information takes very long. Note

that in real-life applications (as in navigation devices), low computation times enabling fast and high

quality routing decisions are very important. Therefore, we need fast and efficient techniques to make the

dynamic routing decisions considering stochastic disruptions.

In this paper, we consider dynamic shortest path problems with stochastic disruptions on a subset of

arcs. We develop dynamic routing policies by using both historical information and real-time information

of the network. We observe the disruption status of the network when we arrive to each node. The

disruption status for the following stage is dependent on the travel time of the current arc. We denote

this property as travel-time-dependency. We model the problem as a discrete time finite horizon Markov

Decision Process (MDP). In our model, the dynamic routing policies are found based on the state of the

system which can be retrieved with real time information.

MDP formulation provides a practical framework to find dynamic routing decisions for each decision

epoch. However, for large scale networks with many levels of disruptions, obtaining the optimal solution

faces the curses of dimensionality, i.e., states, outcomes, and decisions (Powell 2007 and Powell 2011).

Therefore, in the dynamic shortest path problem literature with a MDP formulation, either approximation

algorithms are developed or the structure of the optimal solution is investigated to deal with the curses

of dimensionality .

The approximations or reduction techniques in the dynamic shortest path literature were shown to deal

with binary levels of disruption, i.e. congested or not congested. The current empirical studies on the

features of traffic congestion show that highways can have more than two levels of disruption which are

specified according to the speed level and possible spillbacks (Helbing et al. 2009 and Rehborn et al. 2011).

However, increase in disruption levels leads to an exponential state- and outcome-space growth causing
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the well-known curses of dimensionality. Therefore, we need efficient approximation techniques to deal

with many levels of disruptions.

In this paper, we focus on the networks with many levels of disruptions which are similar to the real-

life situations. We use an Approximate Dynamic Programming (ADP) algorithm which is a well-known

approximation approach to effectively deal with the curses of dimensionality. In the literature, ADP is

shown to be a powerful method to solve large-scale stochastic problems (e.g. Powell et al. 2002, Powell

and Van Roy 2004, Simão et al. 2009).

The ADP algorithms used in this paper are based on value function approximations with a lookup

table representation. First, we employ a standard value function approximation algorithm with various

algorithmic design variations for updating state values with efficient exploration/exploitation strategies.

Then, we improve the standard value function approximation algorithm by developing a hybrid ADP

with a clustering approach. In this hybrid algorithm, we combine a deterministic lookahead policy with

a value function approximation (Powell et al. 2012). We exploit the structure of disruption transition

function to apply the deterministic lookahead policy. We form a cluster for each stage consisting of the

nodes that are within the two-arcs-ahead neighborhood of the each intersection of roads. The decision is

chosen from the cluster depending on a exploration/exploitation strategy. Then, we apply value function

approximation until the destination.

Hybrid ADP algorithms with a lookahead policy and value function approximation is suggested by Powell

et al. (2012). Similar approaches can be found in the literature on the hierarchal solution for large MDPs

and using factored MDPs. In the factored representation of MDP, the states and/or decisions are clustered

according to their specific properties. The value functions are then computed by using these compact

representations (Boutilier et al. 2000, Givan et al. 2003, Kim and Dean 2002, Barry et al. (2011)).

In this paper, instead of clustering the states, we expand the action set from the neighboring nodes into

the set of nodes in a cluster. By a learning process, the hybrid algorithm clusters the nodes such that

the approximate value until the destination is lower depending on the current disruption status. The

state variables that are considered in the value function approximation are then visited and updated

more frequently while their state values become more accurate. This leads to higher quality approximate
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values for the state variables and reduces the computational cost significantly by eliminating the steps for

updating and exploring the states that are already included in the lookahead policy. To our knowledge,

the hybrid ADP algorithm with the clustering approach has not been investigated so far for the dynamic

shortest path problems.

The main contributions of this paper are as follows:

1. We construct a hybrid ADP with a clustering approach considering a lookahead policy and a value

function approximation to solve for the road networks with many levels of disruptions. The results

show that the hybrid ADP algorithm with a clustering approach reduces the computational time

significantly. Furthermore, the quality of the solution is higher compared to the standard ADP

algorithm. We also provide a test bed consisting of random networks to compare the performance

of the ADP algorithms with a stochastic lookahead policy shown to perform well in binary disruption

levels.

2. We provide various algorithmic design variations for the ADP where multiple initial solutions and

both single and double pass algorithms are used with efficient exploration/exploitation strategies.

We provide insights about the performance of these variations based on different network structures.

2. Literature Review

The dynamic and stochastic shortest path problems are widely discussed in the literature, considering

various solution approaches as adaptive routing, recourse policies (Fu 2001 and Polychronopoulos and

Tsitsiklis 1996) and Markov decision process (MDP). The recourse approach updates the routes based

on the realization of disruptions, while traveling through the network. The shortest paths are generated

and updated during the trip as real-time information is retrieved from a navigation system. In this case,

re-optimization is potentially executed after each retrieval of the online information.

Kim et al. (2005b) dealt with dynamic shortest path problems with anticipation using MDP for the optimal

vehicle routing problem. Here, whenever there is new information about a disruption, the model takes

into account the congestion dissemination and anticipates the route accordingly. For larger networks, as
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the formulation becomes intractable, Kim et al. (2005a) proposed state space reduction techniques where

they identified the traffic data that has no added value in decision making process. Thomas and White

(2007) also formulated the dynamic shortest path problem as an MDP. They provided conditions on which

the optimal routing decision does not change even the network state changes. Bertsekas and Yu (2010)

also formulated the stochastic shortest path problem as an MDP. For solving large scale problems, they

developed a Q-learning algorithm with a policy iteration technique. They showed that their stochastic

Q-learning algorithm is bounded and converges to the optimal at any initial solution.

Güner et al. (2012) considered non-stationary stochastic shortest path problem with both recurrent and

non-recurrent congestions using real time traffic information. They formulated the problem as an MDP

that generates dynamic routing policy based on the state of the system. To prevent the state explosion,

they limit the formulation to two-links-ahead formulation where they only retrieve the state information

for only two links ahead of the current location. Sever et al. (2013) also formulated the dynamic shortest

path problems with travel-time-dependency using a MDP formulation. In this paper, the computational

time is reduced by using different levels of the real-time, spatially dependent probabilistic disruption

information and historical information for different parts of the network.

In this paper, we formulate the dynamic shortest path problem as an MDP. We apply ADP with value

function approximation. We improve the standard ADP algorithm by developing a hybrid ADP algorithm

with a clustering approach.

3. Markov Decision Process

We model the dynamic shortest path problem with stochastic disruptions as a discrete time finite horizon

Markov Decision Process (MDP). Consider a traffic network represented by the graph G(N, A, Av) where

N represents the set of nodes (or intersections), A the set of directed arcs and Av the set of vulnerable

arcs, potentially in disruption (Av ⊆ A). The number of vulnerable arcs is R: R = |Av|. Each of

these vulnerable arcs has a known unit-time transition probability matrix for all disruption levels. Each

vulnerable arc, r ∈ Av, can take any value from the disruption level vector, U r, whose dimension depends
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on the specific vulnerable arc.

The travel time on an arc is assumed to be predictable from historical data and follows a discrete distri-

bution, given the disruption level of the arc. We receive the real-time information about the disruptions

for all vulnerable arcs when we arrive at a node. At each node, we make a decision on the next node to

visit. Our objective is to travel from the origin node to the destination node with the minimum expected

travel time. We derive the optimal routing decision using the MDP formulation with a finite number of

stages, T . Stage t represents the number of nodes that have been visited so far from the origin node. The

end of horizon, T , is reached by arriving at the destination node.

States

The state of the system at stage t, St, is represented by two components:

• The current node, it ∈ N .

• The disruption status vector, D̂t, gives the disruption statuses for all vulnerable arcs. Each vulner-

able arc, r, can take any value from the disruption level vector U r. For each vulnerable arc, there

can be Kr different types of disruption levels: D̂t(r) ∈ U r: U r = {u1, u2, ...uKr}, ∀r ∈ Av. Note

that at each stage, we use a realization of the disruption vector, D̂t.

The state of the system at stage t is then: St = (it, D̂t). We set the initial state as: S0 = (origin node, D̂0)

and the final state as: ST = (destination node, D̂T ) where D̂0 and D̂T are the realizations of the disrup-

tions for all vulnerable arcs at the initial and final stage, respectively.

Actions

Our action, xt, is the next node to visit given the state St. We note that each action, xt, is an element of

the set of all possible actions X (St) which is the neighbor set of the current node:

xt = it+1 (1)
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Exogenous Information

The disruption statuses of the vulnerable arcs may change as we proceed to the next stage. The exogenous

information consists of the realization of the disruption statuses of all the vulnerable arcs. Let D̂t+1 denote

the disruption status realization that becomes known between stages t and t+ 1.

Wt+1 = D̂t+1 (2)

Cost Function

The cost is calculated as the travel time from the current node, it to the next node, xt = it+1, given the

realized disruption status, D̂t:

C(St, xt) = tit,xt(D̂t) (3)

State Transition Function

At stage t, the system is in state St, we make a decision xt and then observe the exogenous infor-

mation Wt+1. The system transits to a new state St+1 according to the transition function: St+1=

SM (St, xt,Wt+1)

The state transition involves the following transition functions:

it+1 = xt (4)

Dt+1 = D̂t+1 (5)

The disruption status vector transits from D̂t to D̂t+1 according to a Markovian transition matrix. Note

that Dt+1 is the vector of random variables representing the disruption status of each vulnerable arc in

the network for the next stage. We define the transition matrix for a vulnerable arc r from stage t to

t+ 1 as Θr(t|St, xt). This transition matrix is dependent on the state and the travel time of the current
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arc: the probability of being in the disruption status of the next stage D̂t+1, depends on the travel time

between it and it+1 given the disruption status realization, D̂t. Let p
r

u,u
′ denote the unit-time transition

probability between any two disruption levels for the vulnerable arc r, pr
u,u

′ = P{D̂t+1(r) = u
′
|D̂t(r) = u}.

Θr(t|St, xt) is the transition vector for the vulnerable arc r from a disruption status realization, D̂t(r) = u,

to a random disruption status at stage t+ 1, Dt+1(r) = u
′
.

Θr(t|St, xt) =
[

pr
u,u1 pr

u,u2 ... pr
u,uKr

]tit,xt (D̂t)
(6)

The probability of having the new disruption status D̂t+1 given D̂t is then calculated as:

P (D̂t+1|D̂t) =

R
∏

r=1

Θr

u,u
′ (t|St, xt) (7)

Objective Function

The objective is to minimize the expected total travel time from the initial state until the final state:

min
π∈Π

❊(

T
∑

t=1

C(St,X
π(St))), (8)

where π denotes a policy or decision rule and Π denotes the set of all policies.

4. Approximate Dynamic Programming Approach

The optimization problem in Equation (8) can be solved using the Bellman Equations:

Vt(St) = min
xt∈Xt

C(St, xt) +
∑

St+1

P (St+1|St)Vt+1(S
M (St, xt,Wt+1)) (9)

Here, Vt(St) is the value of being in state St. Our solution becomes:

x∗t = argmin
xt∈Xt

C(St, xt) + ❊(Vt+1(St+1)) (10)
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The MDP faces the curses of dimensionality with the increase in the number of disruption levels and the

number of nodes. To solve large scale problems with many disruption levels, the dynamic programming

approach for solving the Bellman’s equations becomes computationally intractable. In the literature,

many techniques such as state-reduction techniques (Kim et al. 2005a and Thomas and White 2007) and

stochastic lookahead algorithms (Güner et al. 2012 and Sever et al. 2013) are used to solve for the MDP

problems with reduced computational time. As an alternative the Approximate Dynamic Programming

(ADP) approach is a powerful tool to overcome the curses of dimensionality, especially for complex and

large scale problems (Powell 2007, Powell 2011).

In this paper, we use an ADP approach with value iteration (Powell 2007, Powell 2011). The essence of

this approach is to replace the actual value function, Vt(St), with an approximation which is denoted as

V̄t(St). Furthermore, instead of working backward through time as in the traditional DP approach, ADP

works forward in time.

The optimization problem using the ADP approach is given in Equation (11):

v̂nt = min C(Sn
t , x

n
t ) +

∑

St+1

P (St+1|St)V̄
n−1
t+1 (SM

t+1(St, xt,Wt+1) (11)

Post-decision State Variable

The value of being in state Sn
t , v̂

n
t contains the expectation over all possible states at the next stage. For

large scale problems with many disruption levels, the state- and outcome-space explodes and computing

the expectation can be computationally intractable. In other words, we can experience the curses of

dimensionality due to state- and outcome-space and the expectation. Thus, in this paper, we adopt the

post decision state variable as suggested by Powell (2007) and Powell (2011). We define the post-decision

state as Sx
t which represents the state immediately after we make a decision. The post-decision is defined

as follows:

Sx
t = SM,x(St, xt) = (xt, D̂t) = (it+1, D̂t) (post-decision state) (12)
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The post-decision state eliminates the expectation in Equation (11) by using the deterministic value of

choosing an action, xt, given the current state St.

Value Function Approximation with Lookup Table Representation

We use lookup table representation for the value function approximation. This means that for each

discrete state St, we have an estimate V̄t(St) which gives the approximate value of being in state St. We,

then, update our estimate using a deterministic harmonic stepsize rule. As we use a post-decision state,

we should update the value of being in the post-decision state of the previous stage by using v̂nt .

V̄ n
t−1(S

x,n
t−1) = (1− αn−1)V̄

n−1
t−1 (Sx,n

t−1) + αn−1v̂
n
t (13)

Exploration/Exploitation Strategy

In the ADP algorithm, we should decide on the trade-off between exploration and exploitation when

making a decision given a certain state. If we only exploit, i.e., only choose the action with the minimum

value, only the values of certain states with the minimum cost are updated, while the value of the rest of

the states are not updated and remain at their initial values. This causes the approximate state values

not improving as we do not explore other states. On the other hand, if we use exploration, we choose the

action among an action vector and we reduce the probability of being stuck in suboptimal solutions.

In the early iterations, the value of being in a state is highly dependent on the sample path and the initial

solution. Therefore, we need to use the exploration more in the early iterations to improve the quality of

the state values. For this purpose, we use a mixed exploration and exploitation strategy (Powell 2007). To

do this, we select a random probability of choosing the best action and choosing alternative actions. We

ensure that the probability of choosing the best action increases as we visit the state more. Therefore, we

choose to use exploration rate, ρt, for choosing the next best alternative as ρt = b/n′(St). We should note

that the exploration rate decreases with the number of visits to the particular state, n′(St) and increases

with the parameter “b”.

10



Initialization Heuristics

According to Powell (2007) and Powell (2011), initial values play an important role for the accuracy of the

approximate values and the computational performance of an ADP algorithm. For this purpose, in this

paper, we investigate the effect of two initialization heuristics: a deterministic approach and a stochastic

two-arcs-lookahead policy with memoryless probability transitions (denoted as DP (2,M)).

In the deterministic approach, we determine initial state values by solving a deterministic shortest path

problem, assuming that the probability of having a disruption is zero. In determining the route, we only

consider the non-disruption state for all vulnerable arcs. In the transition probabilities for all vulnerable

arcs, the no-disruption state becomes an absorbing state in Equation (6). Then, we solve Equation (9).

The output from this initialization heuristics is the same initial value for all the state variables.

As the dynamic shortest path problem is travel-time-dependent, including disruption status dependent

initial values in the ADP algorithm may improve the quality of the solutions. For large size instances,

solving for the stochastic shortest path problem with the memoryless probability transitions for all vul-

nerable links in the network can be computationally challenging. Therefore, we use a lookahead policy.

The stochastic two-arcs-lookahead policy with memoryless probability transitions, DP (2,M) considers

the memoryless probability transitions for the arcs that are only two-arcs-ahead from the current node.

We calculate the expected travel time until the destination for the arcs that are beyond the two-arcs-ahead

neighborhood of the current node.

In this policy, we have online information for only two-arcs-ahead from the current node. Therefore, the

state space for the current node it is modified as St = (it, D̂
it
t ) where D̂it

t = {u
rit1
t , u

rit2
t , .., u

ritK
r
it

t } where

with rit which is the vector of the vulnerable arcs that are two-arcs-ahead neighborhood of the node it

and Rit = |rit |, Rit ≤ R. For the rest of the arcs, we calculate expected travel times. The transition

probability vector, in Equation (6) is no longer travel-time-dependent and we only consider the limited

part of the transition matrix where only the vulnerable arcs that are maximum two-arcs-ahead from the

current node is included. The output from this initialization heuristics is an initial value for each state

variable.

11



Updating the value function

In designing an ADP algorithm, an important decision to make is the way we update the approximate

value. Two different approaches are developed for updating the value function: single-pass and double-

pass. In this paper, we investigate the effect of both methods.

In this paper, we first present the standard ADP algorithm using the algorithmic variations described

above. Then, we develop a hybrid ADP with a clustering approach by combining a deterministic lookahead

policy with the value function approximation (Powell et al. (2012)). In the following sections, we first

describe the standard ADP algorithm and then the hybrid ADP algorithm with a clustering approach.

4.1. The Standard Approximate Dynamic Programming Algorithm

In the standard ADP, we adopt the value function approximation algorithm with a post-decision state vari-

able. We use a mixed exploration and exploitation strategy to update the value function approximations.

Two different approaches are developed for updating the value function: single-pass and double-pass.

ADP Algorithm: Single-Pass Version (ADPS)

In the ADP algorithm with single-pass, updating the value function takes place as the algorithm progresses

forward in time. According to the Algorithm 4.1, in Step 2a, at time t, we obtain an updated estimate

of the state value of being in state St. In step 2b, we then update the estimate of V̄ n
t−1 by using the state

value from the previous iteration and the current value estimate v̂nt . Note that we collect information as

we proceed in time due to the fact that the disruption status of the future stages is dependent on the

current state.

ADP Algorithm: Double-Pass Version (ADPD)

As an alternative to the single-pass value iteration algorithm, we also use a double-pass algorithm (Al-

gorithm 4.2). In this algorithm, we step forward in stages by creating a trajectory of states, actions and
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Algorithm 4.1 ADP Algorithm with Single-Pass

Step 0: Initialization

Step 0a: Initialize V̄ 0
t , ∀t by using the value from the initialization heuristic.

Step 0b: Set n=1.

Step 1: Choose a sample disruption vector with Monte Carlo simulation for n and for t = 0, ωn
0 and initialize Sn

0 =

(start node, D̂n
0 ).

Step 2: Do for all t = 0, ..., T − 1 (where T is reached by arriving to the destination node)

Step 2a: Choose a random probability p and find an exploration rate ρt as ρt = 0.2/n′

v̂nt = min
xt∈I,xt∈Xt

C(Sn
t , x

n
t ) + V̄ n−1

t (xt, D̂
n
t ) (14)

The node xt that gives the optimal value is denoted as x∗n
t

v̂nt =







v̂∗nt if p ≥ ρt

solve Equation 14 for xt 6= x∗n
t o.w

The node that is chosen is denoted as xn
t and becomes the next node to visit.

Step 2b: If t > 0, update V̄ n
t−1(S

x,n
t−1) using:

V̄ n
t−1(S

x,n
t−1) = (1− αn−1)V̄

n−1
t−1 (Sx,n

t−1) + αn−1v̂
n
t (15)

Where we use harmonic stepsize: αn−1 = a
a+n′(St)−1

and n′(St) is the total number of visits to state St.

Step 2c: Find the post-decision state: Sx,n
t = (xt, D̂

n
t )

Step 2d: Find the next pre-decision state: Sn
t+1 = (xt,W

n
t+1)

Step 3: Increment n. If n ≤ ◆ go to Step 1.

Step 4: Return the value functions (V̄ N
t )Tt=1

outcomes (Step 2). Then, we update the value function by stepping backwards through the stages (Step

3). The update of the value function is conditional on whether we exploit or explore. If we exploit at

stage t (choosing the action with the minimum value), then we update the value function of the state at

stage t. If we choose exploration, then we update the value function if the chosen action improves the

value function compared to the exploitation (Step 3b). Otherwise, we do not update.
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Algorithm 4.2 ADP Algorithm with Double-Pass

Step 0: Initialization

Step 1: Choose a sample disruption vector with Monte Carlo simulation for n and for t = 0, ωn
0 and initialize Sn

0 =

(start node,Wn
0 ).

Step 2: Do for all t = 0, 1, ..., T − 1 (where T is reached by arriving to the destination node)
Step 2a: Solve:

x∗n
t = argmin

xt∈I,xt∈Xt

C(St, xt) + V̄ n−1
t (xt, D̂

n
t ) (16)

xn
t =







x∗n
t if p ≥ ρt

solve Equation 16 for xt 6= x∗n
t o.w

The node xt that gives the optimal value is denoted as x∗n
t and x∆n

t if it is from the exploration.

Step 2b: If we choose exploration with x∆n
t find :

V̄ ∗n
t−1(S

x,n
t−1) = (1− αn−1)V̄

n−1
t−1 (Sx,n

t−1) + αn−1v̂
∗n
t (17)

v̂∗nt = C(i, x∗n
t , D̂n

t ) + V̄ n−1
t (x∗n

t , D̂n
t ) (18)

Step 2c: Find the post-decision state

Step 2d: Find the next pre-decision state

Step 3: Do for all t = T − 1, ..., 1

Step 3a: Compute v̂nt using the decision xn
t from the forward pass:

v̂nt = C(Sn
t , x

n
t ) + v̂nt+1 (19)

Step 3b: If t > 1, update V̄ n
t−1(S

x,n
t−1) using:

If we have explored at time t with action x∆n
t , let:

V̄ ∆n
t−1(S

x,n
t−1) = (1− αn−1)V̄

n−1
t−1 (Sx,n

t−1) + αn−1v̂
n
t (20)

Then update the value function by:

V̄ n
t−1(S

x,n
t−1) =







(1− αn−1)V̄
n−1
t−1 (Sx,n

t−1) + αn−1v̂
n
t if x∗n

t

(1− αn−1)V̄
n−1
t−1 (Sx,n

t−1) + αn−1v̂
n
t if x∆n

t &V̄ ∆n
t−1(S

x,n
t−1) < V̄ ∗n

t−1(S
x,n
t−1)

Where we use harmonic stepsize: αn−1 = a
a+n′(St)−1

and n′(St) is the number of visits to the current state.

Step 4: Increment n. If n ≤ ◆ go to Step 1.

Step 5: Return the value functions (V̄ N
t )Tt=1
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4.2. Hybrid ADP with Clustering Approach : a Deterministic lookahead policy with Value Function Ap-

proximations

The state variable in our MDP formulation is a representation of the nodes and the disruption statuses

for the vulnerable arcs. When the network size and the number of disruption levels increases, the number

of state and value function approximations in the lookup table also increases. To improve the solution

quality and to reduce the computational time for large size instances, we need to improve the standard

ADP algorithm. To do this, we exploit the structure of the disruption transition function in Equation

(6) which is travel-time-dependent. The structure of the disruption transition function shows that the

shorter the travel time between two stages, the disruption status of the vulnerable arcs at the next stage

is similar to the disruption status at the current stage. In other words, in a close neighborhood of the

current node, it, the disruption status of the observed vulnerable arcs from the stage t hardly changes at

the stage t+ 1.

This structure is a good motivation to cluster the homogeneous neighborhoods of nodes that are close

to each other. Using this clustering idea, we develop a hybrid ADP algorithm. In this hybrid algo-

rithm, we first apply a deterministic lookahead policy for the cluster and then we use the value function

approximation until the destination.

By a learning process, the hybrid algorithm clusters the nodes such that the approximate value until the

destination is lower depending on the current disruption status. The state variables that are considered

in the value function approximation are then visited and updated more frequently while their state values

become more accurate. This leads to higher quality approximate values for the state variables and reduces

the computational cost by eliminating the steps for updating the states that are already included in the

lookahead policy. In this way, we achieve an efficient exploration/exploitation process with more accurate

approximations.

Figure 1 illustrates how we do the clustering and perform the hybrid ADP algorithm. At stage t, we have

the state variable St = (it, D̂t). We form the cluster of the current node, it, by simply considering the

nodes that are two-arcs-ahead from it. We denote the cluster of it as: clit . Because we assume that the

disruption status, D̂t does not change within two-arcs-ahead, we apply a deterministic lookahead policy
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Figure 1: The Hybrid lookahead policy Value Function Approximation Process
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within the cluster. The lookahead policy consists of solving the Dijkstra’s deterministic shortest path

algorithm (Dijkstra 1959) for the cluster. In this way, we determine the shortest path from it until the

next node it+1 which is in the current cluster clit . The cost from the current node to the selected next

node given the disruption status is determined by the Dijkstra’s shortest path algoritm and it is denoted

as C̃t(it, xt, D̂t).

After finding the next node to visit with the exploration/exploitation strategy, we then approximate the

current state value, St using a harmonic stepsize rule. Then, we continue to find the next cluster consisting

of the two-arcs-ahead nodes of the next node and approximate its value. We always go further towards

the destination node. We apply the same process until the destination node (Figure 1).

The hybrid ADP algorithm with the clustering approach has three types of algorithmic variations: by

formulation of the value function, by deciding on which nodes to update when we determine a shortest

path and whether we use single-pass or double-pass.

Hybrid ADP with Clustering Approach : a Deterministic Lookahead Policy with Value Function Approximations-

Type 1 (C1)

In the hybrid ADP with the clustering approach type 1, the clusters are formed by considering the nodes

that are two-arcs-ahead from the current node. We apply the deterministic lookahead policy to obtain

the cost between it and xt, C̃t(it, xt, D̂
n
t ). We, then add the minimum value of the travel time from node

xt to the next node j given the current disruption status (where j can be within the cluster or outside

of the cluster) and the approximate value function from the node j to the destination node. Here, we

should note that we always ensure that we take the deterministic travel time within the cluster. Note

that by this formulation actually, we consider the clustering of the nodes that are three-arcs-ahead from

the current node. In this way, we also investigate the effect of the size of the clustering horizon.

One of the variations of the hybrid algorithm is to decide whether to update the state values of the

nodes within the shortest path or not. For each shortest path, we obtain a path consisting of nodes to

travel until xt. So, we also investigate whether updating the state values of the path obtained from the

17



lookahead policy improves our solution or not. For instance, our current node is it and we choose to go

to node xt by using the shortest path it − z − xt. If we only update the state value of node it, we call

this as “No-Update”, NU . If we also update the state value of node z, then we call this as “Update”, U

(Note that as in standard double pass algorithm, we update the state value of path nodes if they improve

our approximate value function).

For the single-pass algorithm with Clustering 1 approach with or without updating of the deterministic

shortest path (C1 −ADPS,U , C1 −ADPS,NU ), we replace Equation (14) with the equation below:

v̂∗nt = min
xt∈clit

C̃t(it, xt, D̂
n
t ) + min

j∈Neighbor(xt)
{C(xt, D̂

n
t , j) + V̄ n−1

t (j, D̂n
t )} (21)

For the double-pass algorithm with Clustering 1 approach with or without updating of the deterministic

shortest path (C1 −ADPD,U , C1 −ADPD,NU ), we replace Equation (16) with the equation below:

x∗nt = argmin
xt∈clit

C̃t(it, xt, D̂
n
t ) + min

j∈Neighbor(xt)
{C(xt, D̂

n
t , j) + V̄ n−1

t (j, D̂n
t )} (22)

Hybrid ADP with Clustering Approach : a Deterministic Lookahead Policy with Value Function Approximations-

Type 2 (C2)

As in C1, we apply the deterministic lookahead policy to obtain the cost between it and xt, C̃t(it, xt, D̂
n
t )

for the cluster of nodes that are two-arcs-ahead from the current arc. We, then add the value function

approximation from xt to the destination node. Compared to clustering type 1, this approach considers

clustering only the nodes that are two-arcs-ahead from it.

For the single-pass algorithm with Clustering 2 approach with or without updating of the deterministic

shortest path (C2 −ADPS,U , C2 −ADPS,NU ), we replace Equation (14) with the equation below:

v̂∗nt = min
xt∈clit

C̃t(it, xt, D̂
n
t ) + V̄ n−1

t (xt, D̂
n
t ) (23)

For the double-pass algorithm with Clustering 2 approach with or without updating of the deterministic

shortest path (C2 −ADPD,U , C2 −ADPD,NU ), we replace Equation 16 with the equation below:

x∗nt = argmin
xt∈clit

C̃t(it, xt, D̂
n
t ) + V̄ n−1

t (xt, D̂
n
t ) (24)
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5. Dynamic Programming with Stochastic Two-arcs-lookahead policy (DP (2,H))

As the number of disruption levels and network size increases, the MDP becomes computationally in-

tractable. At large instances, we cannot compare the performance of the ADP algorithms with the optimal

algorithm via a MDP. Therefore, we need another benchmark heuristic for the large size instances. We

provide a dynamic programming approach with two-arcs-lookahead policy, (DP (2, H)) that was devel-

oped in Sever et al. (2013). This algorithm is reasonable to use as a benchmark, because it is shown

that it performs only slightly worse than the optimal algorithm. This algorithm considers limited online

information for each stage. The intuition behind this is that due to the structure of the disruptions (where

the probability of experiencing the disruption decreases within time), by the time we arrive to the further

arcs, we will experience the steady-state probabilities. Therefore, we eliminate the computational burden

to calculate the transition probabilities for all vulnerable arcs.

In this policy, we have online information for two-arcs-ahead from the decision node. Therefore, the

state space of the hybrid policy for any current node it is modified as St = (it, D̂
i
t) where D̂i

t =

{u
rit1
t , u

rit2
t , .., u

ritRit
t } with rit which is the vector of the vulnerable arcs that are two-arcs-ahead neigh-

borhood of the node it and Rit = |rit |, Rit ≤ R. For the rest of the arcs, we calculate the memoryless

distributions.

Given the state is St, a transition is made to the next decision state, St+1 = (xt, D̂
xt

t+1). For hybrid

policies, we use the travel-time-dependent state transition matrix for the vulnerable arcs for which we

have online information. The probability distribution of being in state St+1 from the state St given travel-

time-dependent transition matrix is the same as the one give in Equation (6) except we only consider the

limited part of the transition matrix where only the vulnerable arcs that are maximum two-arcs-ahead

from the current node is included.

6. Computational Experiments and Analysis

In this paper, for our experimental design, we evaluate and compare the algorithms that are summarized

with following variations:
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Single/Double-Pass Update Clustering

ADPS Single NA No

ADPD Double NA No

C1 −ADP(S,NU) Single No-Path-Update Type 1

C1 −ADP(D,NU) Double No-Path-Update Type 1

C1 −ADP(S,U) Single Path-Update Type 1

C1 −ADP(D,U) Double Path-Update Type 1

C2 −ADP(S,NU) Single No-Path-Update Type 2

C2 −ADP(D,NU) Double No-Path-Update Type 2

C2 −ADP(S,U) Single Path-Update Type 2

C2 −ADP(D,U) Double Path-Update Type 2

In the experimental study, we fix the parameters for algorithmic variations of the ADP algorithms. We

get initial state values from the solution of the deterministic approach and from the two-arcs-lookahead

dynamic shortest path problem with memoryless transitions. After performing several preliminarily tests,

we set the constant in the harmonic stepsize rule to a = 5 for a reasonable convergence and higher quality

of solutions. We also set the exploration rate for choosing random alternative decisions as 0.2/n′(St)

where n′(St) is the number of visits to the state. Also, we fix the iteration counter to N = 100000 for the

ADP algorithms to ensure the convergence.

In what follows, we describe our test instances. Then, we present the results of the ADP algorithms with

different algorithmic design variations. Finally, we compare the algorithms’s performances with respect

to solution quality and computational time.

6.1. Design of Test Instances

We generate different network types using a number of network properties to characterize1. These network

properties are as follows:

1All instances and their detailed results are available from the authors upon request
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Network Size The network consists of small, medium and large size networks with 16, 36 and 64 nodes,

respectively. The network is designed such that the origin-destination pairs are situated from the

top-left to the bottom-right corners. With this structure, we prevent evaluating unnecessary nodes

far from the shortest path. Clearly, this does not limit the applicability of our results, but merely

reduces the number unnecessary calculations for further nodes.

Number of Vulnerable arcs Vulnerable arcs are randomly assigned to the shortest paths that are

found with a dynamic process every time a new vulnerable arc is added to the network. We have

instances with low and high numbers of vulnerable arcs. Specifically, 50% (low number) or 80%

(high number) of the arcs in the shortest path are labeled to be vulnerable.

Number of Disruption Levels For each vulnerable arc the possible disruption levels are kept the same

and there can be K different types of disruption levels. In this experimental study, we have 2, 3

and 5 levels of disruptions.

Travel Times Each arc has a randomly selected travel time taken from a discrete uniform distribution

U [1, 10]. If there is a disruption, the travel time length is multiplied with 3 at most. If there are more

than 2 disruption levels, we keep the same expected travel time for various number of disruption

levels.

Probability of having a disruption on the arc Define a lower probability of having disruptions to

be between [0.1− 0.5) and a higher probability between [0.5− 0.9).

We define “network type” as the network that has specific network dimensions. For instance, small size

network with low number of vulnerable arcs with low disruption probability is a unique network type.

In this paper, we generate 36 different network types with the relevant properties as seen in Table 1.

For each of the network type, we randomly generate 50 instances with random travel times and random

locations for vulnerable arcs. So, in total we generate 1800 test instances.
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Table 1: Network Dimensions

Number of Nodes Number of vulnerable arcs Probability of having a disruption Number of disruption levels

Low High Low High

16 3 5 [0.1- 0.5) [0.5- 0.9) 2, 3, 5

36 5 7 [0.1- 0.5) [0.5- 0.9) 2, 3, 5

64 7 9 [0.1- 0.5) [0.5- 0.9) 2, 3, 5

6.2. Evaluation of the Algorithms

We analyze the performance of the standard ADP algorithms, the Hybrid ADP algorithms with type 1

and 2, the dynamic programming algorithm with stochastic two-arcs-lookahead policy (DP (2, H)) and

the optimal algorithm via a MDP. For the evaluation of the algorithms, we use two procedures: an exact

evaluation and an evaluation via a simulation. We perform an exact evaluation for the networks where

the optimal algorithm is computationally tractable (N=16). For instance, for the networks with lower

levels of disruption and lower number of vulnerable arcs, the optimal algorithm is tractable. In the

exact evaluation, for each algorithm, we obtain routing policies considering each possible state. Then,

we compute the exact value function using the Equation (9) with these pre-determined policies for each

instance. This value gives the expected cost of the algorithm considering all possible states.

For the networks where the optimal algorithm is no longer tractable, we simulate each algorithm with a

sample size of 5000 for each network instance (N > 16). We ensure that each algorithm uses the same

sample of transition probabilities for each instance. For each network instance, we find the average travel

time and computational time by calculating the average values of the simulations.

For each type of the network, we run 50 different instances and then provide the average travel time and

the percentage gap with respect to the benchmark heuristic, i.e. DP (2, H). Note that we choose the

DP (2, H) algorithm as a benchmark because the optimal policy can only be obtained for the network

instances with lower levels of disruptions and low vulnerability.
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6.3. Experimental Results and Discussion

In this section, we report on the computational experiments that implement the ADP algorithms, the

benchmark heuristic and the optimal algorithm. We report the experimental results by aggregating them

according to these network properties: the disruption rate, the network size, the vulnerability of the

network and the number of disruption levels. We first analyze the effect of using different algorithmic

properties for the ADP algorithms. Then, we compare the performance of the hybrid ADP algorithms

with the optimal algorithm, the standard ADP algorithm and the DP(2,H). We will ground our analysis

by comparing their expected travel times, the percentage error with respect to the benchmark heuristic

and the computational time.

The algorithms presented in this paper are programmed in Java. All experiments are conducted on a

personal computer with an IntelCore Duo 2.8 Ghz Processor and 3.46 GB RAM.

Effect of Algorithmic Properties of The ADP Algorithms

We compare the performance of the ADP algorithms that use different algorithmic properties by providing

the expected travel times for only the small and medium size networks with 2 and 3 disruption levels.

Effect of Initialization Heuristics

In the ADP algorithms, we use two different initialization heuristics for obtaining the initial value function

estimates: a deterministic approach and a stochastic two-arcs-lookahead policy with memoryless proba-

bility transitions (DP (2,M)). In the ADP, the value function estimate, V̄ n−1
t used in iteration n affects

the choice of the action taken and the next state visited. Therefore, it is important to choose an efficient

initialization heuristic such that we have accurate value function estimates.

Figure 2 shows the expected travel times from the ADP algorithms using these initial values for small

and medium size networks with 2 and 3 disruption levels. When there are 2 disruption levels, the ADP

algorithms using deterministic initial values perform slightly worse than or similar to the ADP algorithms

using DP (2,M) as the initialization heuristic. However, as the number of disruption levels and the
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network size increases, the ADP algorithms with the deterministic initial values perform much worse.

This indicates that when we have more states, starting with the state-dependent initial values (as in

DP (2,M)) provides more efficient exploration and exploitation such that we obtain higher quality value

function estimates. In the deterministic initial solutions, we start with lower and same approximate values

for all states. Then, the higher cost paths are chosen and updated initially such that we may stuck into

suboptimal solutions.

For the rest of the numerical analysis, we adopt DP (2,M) as the initialization heuristic for the ADP

algorithms because it gives higher solution quality.

Single-Pass versus Double-Pass

To investigate the effect of the way we update the value functions, we both use single-pass and double-pass

procedures in the ADP algorithms. Figure 3 and Figure 4 illustrate the expected travel times for both

the Standard ADP and the Hybrid ADP algorithms for different network sizes and different number of

vulnerable arcs respectively.

Figure 3 shows that double-pass approach for the standard ADP algorithms does not perform well on the

large size networks. While both of the algorithms perform similarly in the small and the medium size

networks. Moreover, in the double-pass algorithm (Algorithm 4.2), the update is done via a backward

pass, the frequent change in actions and paths may prevent the algorithm to give better estimates.

On the other hand, for the hybrid ADP algorithms with the clustering approach, double-pass algorithms

generally perform better than the single-pass algorithms.

The effect of using single-pass and double-pass approaches in our ADP algorithms is even more visible

when we aggregate the networks according to their number of vulnerable arcs. Figure 4 shows that ADPD

performs worse than ADPS in the networks with two and three disruption levels. For the hybrid ADP

algorithms with the clustering approach, double-pass algorithms again perform better than the single-

pass algorithms. In the figure, it is shown that C1 − ADP(S,.) and C2 − ADP(S,.) performs worse than

C1 −ADP(D,.) and C2 −ADP(D,.) algorithms.
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Figure 2: The expected travel time from the ADP algorithms with Deterministic and DP(2,M) initial

solutions for different network sizes with 2 and 3 disruption levels
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Figure 3: The expected travel time from ADP algorithms for different network sizes with 2 and 3 disruption

levels
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The performance difference between C1−ADP(S,.) and C1−ADP(D,.) is significantly high. In C1−ADP(S,.),

we perform a deterministic lookahead policy for the three-arcs-lookahead neighborhood. So, this shows

that the value updates are overestimated or underestimated indicating that in three-arcs-lookahead time

the deterministic disruption status hardly stays the same. This causes lower solution quality. When we

use double-pass, however, the expected travel time decreases as the update of the value function estimates

are done if there is an improvement (Figure 4).

Path-Update versus No-Path-Update

In the hybrid algorithms, we either update the state values within the deterministic lookahead or not.

Figures 3 and 4 show that the performance of the update of state values depends on whether we use double-

pass or single-pass approach. In most of the network settings, single-pass algorithms with path-update

perform worse than the single-pass no-path-update algorithms. In all of the networks, C1 − ADP(S,U)

performs significantly worse than C1 and C2 single-pass no-path-update algorithms. This is because in
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Figure 4: The expected travel time from ADP algorithms for low and high number of vulnerable arcs

with 2 and 3 disruption levels
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single-pass, we update all the state values in the path, no matter the update improves the solution or not.

Furthermore, in the C1 algorithms, due to the longer horizon of the deterministic lookahead policy, the

value functions are more biased.

On the contrary, in the double-pass approach, the update procedure leads to higher solution quality. The

double-pass no-path-update algorithms perform worse than the double-pass update algorithms. This is

relevant with intuition as in the double-pass approach, we update the states values in the path, only if

they improve the solution.

For the rest of the numerical analysis, we adopt the double-pass and the path-update properties for the

hybrid ADP algorithms with clustering approach as the algorithms with these properties give consistently

higher solution quality. For the standard ADP algorithms we adopt both the single-pass and the double-

pass property.

Computational Time

Figure 5 shows the normalized computational times (in logarithmic scale) of the standard ADP algorithm

with double pass, the hybrid ADP algorithm with clustering type 2 adopting double-pass and path-update

approach and the benchmark heuristic DP (2, H) with respect to the number of disruption levels. We

observe that the hybrid ADP algorithm with the clustering approach’s computational time has the lowest

rate of increase as the state space increases exponentially. The standard ADP algorithm are much slower

than the hybrid ADP algorithms. Due to the use of deterministic lookahead policy with the clustering

approach, the updates of the values functions are faster with an efficient exploration/exploitation strategy.

The computational time of DP (2, H) increases at a higher rate when the number of disruption levels

increases. Although DP (2, H) has relatively good solution quality, for large scale networks with many

disruption levels the hybrid ADP algorithms with the clustering approach becomes more attractive with

lower computational time and high solution quality for practical implementation.
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Figure 5: Relative Computation times for the different algorithms

Algorithm comparison: Solution quality

In this section, we analyze the performance of the ADP algorithms, the optimal algorithm (if applicable)

and DP (2, H) algorithm with respect to their total expected travel time. We also provide the percentage

performance gap of each algorithm with respect to the benchmark algorithm, DP (2, H). As we can

not compute the optimal solution for all networks, we choose DP (2, H) as the benchmark heuristic. We

aggregate the average results over all 1800 network instances depending on the network size, the disruption

rate and the rate of vulnerability. For each of these network properties, we investigate the performance

of the algorithms on the networks with different disruption rates and various number of disruption levels.

Network Size

Tables 2, 3 and 4 show the expected travel time and the percentage gap with respect to DP (2, H) with

2, 3 and 5 levels of disruptions respectively for different network sizes (Negative sign for the percentage

gap means that the algorithm performs better than the benchmark heuristic).

In all of the network sizes, the hybrid ADP algorithms outperform the standard ADP algorithms. For

instance, the performance gap difference between ADPD and C2−ADP(D,U) increases from 3.31% (small

size networks) to 5.28% (large size networks) for 2 disruption levels and low disruption probability (Table
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2). Furthermore, as network size increases from 16 nodes to 64 nodes, the performance of the standard

ADP algorithms decreases whereas the the performance of the hybrid ADP algorithms improves. This

shows that the combination of deterministic lookahead policy with the value function approximation

provides better updates of the value functions for larger networks. This performance change is more

significant when the number of disruption states increases with the level of disruptions.

The experimental results show that on large size networks, the hybrid ADP algorithms with the clustering

approach outperforms DP (2, H) and the standard ADP algorithms regardless the disruption rate and the

number of disruption levels. For instance, the average percentage performance gap of C2 − ADP(D,U)

changes from 0.39% ( small size networks) to −0.29% (large size networks) with respect to DP (2, H)

(Tables 2 and 4). Also, we observe that the percentage gap between the optimal and the hybrid ADP

algorithms decreases as the network size increases. This indicates the power of using a combination of

a deterministic lookahead policy with value function approximations. When we proceed in clusters, the

critical value functions are learned and these value functions are visited and updated more frequently.

The rest of the value functions in the lookup table are handled within the deterministic lookahead policy.

As a result of this, we obtain higher quality solutions with lower computation times (Tables 2, 3 and 4).

When we compare C1 and C2, we observe that C2 performs on average similar or better than C1 for all

network sizes. As the number of disruption levels increases and the disruption rate becomes higher, C2

outperforms C1. When we consider, small size networks with low disruption probability, the performance

gap difference between the C1−ADPD,U and C2−ADPD,U increases from 0.03%, 0.23% to 0.58% with 2,

3 and 5 disruption levels respectively (Tables 2, 3 and 4). This indicates that considering longer horizon

for deterministic lookahead policy under high disruption rates and many disruption levels decreases the

performance of the hybrid ADP algorithms. Thus, considering clusters of two-arcs-ahead neighborhood

provides higher quality solutions than considering three-arcs-ahead neighborhood.

Vulnerability

Tables 5, 6 and 7 show the expected travel time and the percentage gap with respect to DP (2, H) with

2, 3 and 5 levels of disruptions respectively for low and high vulnerability networks where the number of

vulnerable arcs is either low or high.
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Table 2: The expected travel time and percentage gap with respect toDP (2, H) for the routing algorithms

in networks with 16, 36 and 64 nodes, with 2 levels of disruptions

Network Size Small Size Network Medium Size Network Large Size Network

Disruption Rate Low High Low High Low High

Algorithms\Performance ETT* Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%)

Opt 25.29 -2.60 29.48 -0.27 39.85 -0.21 43.97 -0.14 n.a n.a n.a n.a

DP(2,H) 25.97 n.a 29.56 n.a 39.93 n.a 44.03 n.a 55.90 n.a 58.48 n.a

ADPS 26.96 3.82 30.02 1.55 41.82 4.74 44.96 2.11 58.11 3.96 60.52 3.48

ADPD 26.93 3.70 29.76 0.68 41.70 4.42 45.35 3.00 58.71 5.02 61.41 5.01

Cluster1- ADP(D,U) 26.08 0.42 29.66 0.33 40.15 0.55 44.41 0.86 55.94 0.07 58.71 0.40

Cluster2- ADP(D,U) 26.07 0.39 29.54 -0.05 40.12 0.47 44.24 0.49 55.76 -0.26 58.21 -0.46

* Expected Travel Time

Table 3: The expected travel time and percentage gap with respect toDP (2, H) for the routing algorithms

in networks with 16, 36 and 64 nodes, with 3 levels of disruptions

Network Size Small Size Network Medium Size Network Large Size Network

Disruption Rate Low High Low High Low High

Algorithms\Performance ETT* Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%)

DP (2, H) 25.58 n.a. 27.99 n.a 39.95 n.a. 42.14 n.a 53.72 n.a. 55.98 n.a.

ADPS 26.61 4.03 28.47 1.74 42.59 6.62 44.04 4.52 56.71 5.57 58.71 4.87

ADPD 26.18 2.34 28.25 0.94 41.50 3.88 43.65 3.59 56.93 5.97 59.01 5.41

C1 − ADP(D,U) 25.74 0.63 28.08 0.34 40.25 0.77 42.53 0.94 53.52 -0.36 56.08 0.18

C2 − ADP(D,U) 25.68 0.40 27.93 -0.22 40.09 0.36 42.24 0.24 53.53 -0.34 55.80 -0.32

* Expected Travel Time

Table 4: The expected travel time and percentage gap with respect toDP (2, H) for the routing algorithms

in networks with 16, 36 and 64 nodes, with 5 levels of disruptions

Network Size Small Size Network Medium Size Network Large Size Network

Disruption Rate Low High Low High Low High

Algorithms\Performance ETT* Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%) ETT Gap(%)

DP(2,H) 27.66 n.a. 29.21 n.a 40.93 n.a. 43.25 n.a 53.83 n.a. 57.40 n.a

ADPS 28.12 1.66 29.99 2.64 42.84 4.65 45.21 4.54 56.67 5.27 59.53 3.71

ADPD 27.92 0.94 29.36 0.50 42.92 4.86 44.88 3.77 57.33 6.49 60.40 5.23

Cluster1- ADP(D,U) 27.75 0.32 29.21 0.00 41.17 0.58 43.55 0.68 54.10 0.49 57.47 0.12

Cluster2- ADP(D,U) 27.58 -0.27 29.03 -0.62 41.05 0.28 43.27 0.04 53.68 -0.29 57.30 -0.16

* Expected Travel Time
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According to the Tables 5, 6 and 7, the hybrid ADP algorithm always perform better than the standard

ADP algorithm on both low and high vulnerable networks regardless the disruption rate and the number

of disruption levels. As the networks become more vulnerable, the standard ADP algorithm performs

significantly worse. For low vulnerable networks with 2 disruption levels, ADPS performs on average

3.39% worse than the benchmark heuristic. As the network becomes highly vulnerable, this gap increases

to 4.95%.

The hybrid ADP algorithms perform slightly worse than the optimal solution on low vulnerable networks

with two disruption levels. Table 5 shows that the optimal algorithm performs 0.47% and 0.30% better

than DP (2, H) on the networks with low and high disruption rates respectively while C2 − ADP(D,U)

performs only 0.04% and 0.15% worse than DP (2, H).

The numerical results show that as the number of disruption levels increases and the networks become

highly vulnerable, the hybrid ADP algorithms perform better. For instance, the performance gap dif-

ference of C2 − ADP(D,U) decreases from 0.19%, 0.08% and −0.13% for 2, 3 and 5 disruption levels

respectively with high vulnerable networks under low disruption rate. Especially, C2 algorithm performs

better than DP (2, H) on the high vulnerable networks with high disruption levels (Tables 5 versus 7).

Similar to the results regarding the network size, C2 algorithm gives higher quality solutions then C1

algorithm for both low and high vulnerable networks as C1 considers the deterministic lookahead policy

for a longer horizon. The results also show that as the networks become more vulnerable, the performance

of C1 improves.

7. Conclusion

In this paper, we consider dynamic shortest path problems with stochastic disruptions on a subset of arcs.

Both historical and real-time information for the network are used for dynamic routing decisions. The

disruption state of the following stages are dependent on the travel time of the current arc. We denote

this property as travel-time-dependency. We model the problem as a discrete time finite horizon Markov

Decision Process (MDP).
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Table 5: The expected travel time and percentage gap with respect toDP (2, H) for the routing algorithms

in networks with low and high number of vulnerable arcs and 2 levels of disruptions

Vulnerability Low Vulnerability High Vulnerability

Disruption Rate Low High Low High

Algorithms\Performance Expected Value Gap(%) Expected Value Gap(%) Expected Value Gap(%) Expected Value Gap(%)

Opt 39.72 -0.47 42.56 -0.30 n.a n.a n.a n.a

DP(2,H) 39.91 n.a 42.68 n.a 41.29 n.a 45.36 n.a

ADPS 41.26 3.39 43.59 2.12 43.33 4.95 46.74 3.04

ADPD 41.56 4.14 43.93 2.93 43.33 4.94 47.08 3.79

Cluster1- ADP(D,U) 40.05 0.35 43.01 0.77 41.39 0.25 45.51 0.32

Cluster2- ADP(D,U) 39.93 0.04 42.75 0.15 41.37 0.19 45.25 -0.25

Table 6: The expected travel time and percentage gap with respect toDP (2, H) for the routing algorithms

in networks with low and high number of vulnerable arcs and 3 levels of disruptions

Vulnerability Low Vulnerability High Vulnerability

Disruption Rate Low High Low High

Algorithms\Performance Expected Value Gap(%) Expected Value Gap(%) Expected Value Gap(%) Expected Value Gap(%)

DP (2, H) 39.09 n.a. 41.32 n.a. 40.40 n.a. 42.75 n.a.

ADPS 41.15 5.27 43.04 4.14 42.79 5.90 44.45 3.97

ADPD 40.68 4.05 42.72 3.39 42.39 4.92 44.55 4.21

C1 − ADP(D,U) 39.19 0.25 41.61 0.68 40.49 0.20 42.86 0.27

C2 − ADP(D,U) 39.10 0.02 41.33 0.02 40.44 0.08 42.64 -0.24

Table 7: The expected travel time and percentage gap with respect toDP (2, H) for the routing algorithms

in networks with low and high number of vulnerable arcs and 5 levels of disruptions

Vulnerability Low Vulnerability High Vulnerability

Disruption Rate Low High Low High

Algorithms\Performance Expected Value Gap(%) Expected Value Gap(%) Expected Value Gap(%) Expected Value Gap(%)

DP(2,H) 40.29 n.a. 42.34 n.a. 41.33 n.a. 44.23 n.a.

ADPS 42.40 5.24 44.52 5.14 42.68 3.27 45.30 2.41

ADPD 42.60 5.74 44.40 4.85 42.85 3.66 45.36 2.56

Cluster1- ADP(D,U) 40.46 0.43 42.50 0.37 41.55 0.53 44.32 0.19

Cluster2- ADP(D,U) 40.26 -0.06 42.29 -0.12 41.28 -0.13 44.11 -0.27
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MDP formulation provides a practical framework to find dynamic routing decisions for each decision epoch.

However, for large scale networks with many levels of disruptions, obtaining the optimal solution faces the

curses of dimensionality, i.e., states, outcome, and decisions. Therefore, we use an Approximate Dynamic

Programming (ADP) algorithm which is a well-known approximation approach. The ADP algorithms

used in this paper are based on the value function approximations using a lookup table representation.

First, we employ a standard value function approximation algorithm with various algorithmic design

variations for updating the state values with efficient exploration/ exploitation strategies. Then, we

improve the value function approximation algorithm by developing a hybrid ADP with a deterministic

lookahead policy and value function approximations using a clustering approach. We develop two types

of hybrid ADP algorithms. Type 1 considers a longer horizon (three-arcs-ahead neighborhood) for the

deterministic lookahead policy and type 2 considers a shorter horizon (two-arcs-ahead neighborhood).

We develop a test bed of networks to evaluate the efficiency (both in computational time and solution

quality) of our algorithms. The generated networks vary in network size, number of vulnerable arcs,

number of disruption levels and rate of disruption for the vulnerable arc. We use a benchmark heuristic,

a stochastic limited lookahead policy, shown to perform well in binary disruption levels. In our numerical

analysis, we show that the hybrid ADP algorithms with the clustering approach outperforms the stan-

dard ADP algorithms. Furthermore, we observe that considering a shorter horizon for the deterministic

lookahead policy improves the solution quality. The hybrid ADP algorithms outperforms the benchmark

heuristic as the network size gets larger and the disruption rate gets higher.

The computational time of the hybrid ADP algorithms shows the slowest rate of increase with respect to

the exponential increases in the state space. The computational time of the benchmark heuristic increases

at a higher rate when the number of disruption levels increases. Although the benchmark heuristic has

relatively good solution quality, for large scale networks with many disruption levels the hybrid ADP

algorithms with the clustering approach becomes more attractive with lower computational time and

high solution quality for practice.

This paper provides an exploratory analysis on solving the dynamic shortest path problems using hybrid

ADP algorithms in large scale networks with many levels of disruptions. Furthermore, we provide an
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extensive analysis on the effect of using different algorithmic properties for ADP algorithms for the

problem on hand. Future research involves integrating the hybrid ADP algorithms for the dynamic

shortest path problems into the stochastic vehicle routing problem with dynamic travel times.
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