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Abstract
A survey of dynamic systems (DS) methods appropriate for testing systems-based models in developmental
psychopathology is provided. The rationale for developing new methods for the field is reviewed first. In line with
other scholars, we highlight the fundamental incompatibility between developmentalists’ organismic, open systems
models and the mechanistic research methods with which these models are tested. Key DS principles are explained
and their commensurability with developmental psychopathologists’ core theoretical concerns are discussed. Next, a
survey of research designs and methodological techniques currently being used and refined by developmental DS
researchers is provided. The strengths and limitations of each approach are discussed throughout this review. Finally,
we elaborate on one specific dynamic systems method, state space grids, which addresses many of the limitations of
previous DS techniques and may prove most useful for the discipline. This approach was developed as a middle
road between DS methods that are mathematically heavy on the one hand and purely descriptive on the other.
Examples of developmental and clinical studies that have applied state space grids are reviewed and suggestions for
future analyses are made. We conclude with some implications for the application of this new methodology for
studying change processes in clinical research.

Decades ago, Lewin (1931) criticized psychol- thologists have been particularly concerned
with their inherited mechanistic paradigm.ogy for its overreliance on methodologies that

were originally designed for studying closed, Many of them have developed heuristically
rich, complex models based on open systemsphysical systems. These methods, he warned,

were inappropriate for the study of complex, concepts, but little headway has been made in
finding alternative analytic tools appropriatedevelopmental processes. Over 70 years later,

the same criticisms continue to be raised with for testing these models, a predicament Rich-
ters (1997) dubbed “the developmentalist’sincreasing urgency. Specifically, leading theo-

rists (Cicchetti & Cohen, 1995b; Ford & Ler- dilemma.” Methods derived from dynamic
systems (DS) theory may provide techniquesner, 1992; Hinde, 1992; Kagan, 1992; Keating,

1990; Overton & Horowitz, 1991; Richters, critical for addressing this gap.
There are three objectives in the present1997) suggest that there is a fundamental in-

compatibility between developmentalists’ or- paper: (a) to briefly outline key DS principles
and highlight their commensurability with de-ganismic, open systems models and the mech-

anistic research methods with which these velopmental psychopathologists’ core concep-
tual concerns; (b) to provide a survey of re-models are tested. Developmental psychopa-
search designs, methodological techniques,
and measurement strategies currently being
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1999) was developed as a middle road be- view (Bergman & Magnusson, 1997), and the
epigenetic view (Gottlieb, 1991). As a classtween DS methods that are mathematically

heavy on the one hand (and, thus, often in- of models, these approaches focus on process-
level accounts of human behavior and on theaccessible or inappropriate for the study of

many phenomena in developmental psycho- context dependence and heterogeneity of de-
velopmental phenomena. They are concernedpathology) and purely descriptive DS meth-

ods on the other. Our aim is not to present an with the equifinality and multifinality of de-
velopment, the hierarchically embedded na-exhaustive list of all the DS-based methodolo-

gies that have been developed. Rather, we ture of intrapersonal (e.g., neurochemical ac-
tivity, cognitive and emotional biases) andhave selected specific examples that seem to

be most appropriate for addressing the types interpersonal systems (e.g., parent–child rela-
tionships; peer networks), and the mechanismsof research questions developmental psy-

chopathologists tend to pursue. Our selection that underlie change (as well as stability) in
normal and clinically significant trajectories.is also biased towards relatively simple tech-

niques—there are some more sophisticated As a result of inadequate measurement tech-
niques, however, the complex developmentalmathematical and graphical methods that are

frankly impossible to describe with adequate models informed by the language of systems
thinking remain largely untested (Richters,detail in a review article. In the end, however,

our main purpose is to provide a clear enough 1997). For example, in the field of childhood
aggression, a number of leading scholars havepicture of various DS methods to inspire de-

velopmental psychopathologists to expand their become concerned with highlighting the het-
erogeneity of aggressive youth and advocat-analytic repertoire and, thus, move closer to

testing their systems-based models. ing the development of causal models that
recognize the equifinality of aggression (e.g.,
Cicchetti & Richters, 1993; Hinshaw & Zu-

The Developmentalist’s Dilemma
pan, 1997; Moffitt, 1993). But it remains dif-
ficult to test these models because most of ourBefore proceeding to discuss DS theory and

its methodological “bag of tricks,” we will re- current research methods and analytic tech-
niques (e.g., regression analyses, t tests, pathview briefly the strong rationale for develop-

ing new methods for the field of develop- analyses) rely on strategies that aggregate
overtly similar subjects into one group ormental psychopathology (also see Cicchetti &

Cohen, 1995b). Developmental psychopathol- another (e.g., aggressive and nonaggressive
children) to conduct group-level statisticalogists have adopted an organismic, holistic,

transactional framework for conceptualizing analyses. Thus, although we may know that
aggressive children show the same behavioralindividual differences in normal and atypical

development (e.g., Cicchetti, 1993; Cicchetti pattern for very different reasons (e.g., abuse,
permissive parenting, marital conflict, birth of& Cohen, 1995a, 1995b; Cummings, Davies,

& Campbell, 2000; Garmezy & Rutter, 1983; a new sibling), this variability cannot be sys-
tematically addressed because multivariate ana-Sameroff, 1983, 1995; Sroufe & Rutter, 1984).

These scholars often frame their models in lytic strategies carry an a priori assumption of
within-group homogeneity. This is not just aterms of organizational principles and systems

language. The systems theories that inform niggling statistical detail. Several leading
methodologists have argued that in mostthese models include general systems theory

(Sameroff, 1983, 1995; von Bertalanffy, 1968), cases, these assumptions are completely un-
founded and have likely led to serious mis-developmental systems theory (Ford & Ler-

ner, 1992), the ecological framework (Bron- interpretations of data (e.g., Hinshaw, 1999;
Lykken, 1991; Meehl, 1978; Richters, 1997).fenbrenner, 1979), contextualism (Dixon &

Lerner, 1988), the transactional perspective How did this gap between methods and de-
velopmental models come about? Numerous(Dumas, LaFreniere, & Serketich, 1995), the

organizational approach (Cicchetti & Schnei- past critics (e.g., Hinde, 1992; Lykken, 1991;
Meehl, 1978; Overton & Horowitz, 1991;der–Rosen, 1986), the holistic–interactionistic
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Richters, 1997) have pointed to psychology’s (e.g., Freud, Klein, Winnicott, Bowlby, Erik-
son) who, like Piaget and Vygotsky, formal-“original sin” for an explanation: in an effort

to gain credibility and align itself with the ized theories based on detailed observations
of children in their natural environments (Cic-“hard” sciences, psychology appropriated the

methods and analytic techniques of mechanis- chetti, 1990; Cicchetti & Cohen, 1995b). These
original, individual-based, ethnographic meth-tic, 19th-century physical sciences. This para-

digm is inappropriate for the study of self- ods, however, are rarely applied in contem-
porary research (but see Cicchetti & Aber,organizing, active, reactive, interactive, and

adaptive organisms (i.e., the stuff of psychol- 1998; and Sullivan, 1998, for exceptions).
Thus, the field of developmental psycho-ogy). The irony is that psychology’s embrace

of this mechanistic paradigm came at the same pathology seems to be at an impasse. On the
one hand, some scholars have suggested thattime as the physical and biological sciences

were advancing a radically new one, one systems approaches to studying development
have provided an interesting metaphor, but of-based on open systems concepts (Overton &

Horowitz, 1991; Richters, 1997). fer little more (Cox & Paley, 1997; Reis, Col-
lins, & Bersheid, 2000; Vetere & Gale, 1987).For some domains of psychology, adopting

techniques from statistical mechanics may not Thus, one option is to give up the grail, aban-
don this well-intentioned enterprise, and buildbe as paralyzing, as it has become for devel-

opmental psychology (Thelen & Smith, 1994, simpler, more appropriate models that can be
tested with established statistical rigor. An-1998; Thelen & Ulrich, 1991; van Geert,

1998). At the heart of developmental ques- other option is offered by Richters: “Resolv-
ing the developmentalist’s dilemma will requiretions, however, is how things change. By

what process do novel structures (e.g., formal more than a recognition of the inadequacies of
the existing paradigm. It will require intensiveoperational thought) or skills (e.g., walking,

language) emerge? The pioneers of develop- efforts to develop indigenous research strate-
gies, methods, and standards with fidelity tomental science (i.e., Piaget, Vygotsky, Wer-

ner) concerned themselves with the pursuit of the complexity of developmental phenomena”
(1997, p. 226). In the closing of his essay,abstract laws or properties that govern devel-

opment: the structural explanation of how de- Richters offered some general instructions for
how this new generation of studies shouldvelopment unfolds (van Geert, 1998b, 1998c).

As van Geert (1998b) argued, however, change proceed: (a) there should be intense focus
placed on understanding individuals and theand the emergence of novelty may no longer

be the focus of contemporary developmental causal structures that underpin specific indi-
viduals’ development, with particular atten-psychology. This state of affairs can be traced

to the “adoption of a statistics that was de- tion paid to “well-characterized exemplars”
(i.e., nonextreme) cases; (b) no single methodsigned for different purposes, namely distin-

guishing populations characterized by some should be held as superior or inferior (e.g.,
case based, variable based, cross-sectional,special feature . . . and estimating the linear

association between the variance of some in- longitudinal, historical, ethnographic); instead,
methodological pluralism should be encour-dependent variable on the one hand and a de-

pendent variable on the other” (van Geert, aged and may vary in degree depending on
the phenomena investigated; (c) “ritualized”1998b, p. 146). The adoption of such statistics

seems to have missed the point of the original hypothesis testing should be generally aban-
doned for more exploratory, creative approach-questions laid out by the founding scholars of

developmental science (Thelen & Smith, 1994; es that emphasize the discovery process; and
(d) a narrow focus on “explained variance”van Geert, 1998b).

Developmental psychopathology, having and prediction should take a secondary role to
explanatory power. These directions providegrown in part from this tradition, inherited the

same schism. It is interesting that develop- the springboard from which to consider the
potential contributions DS methods can makemental psychopathology also shares its roots

with the founders of child psychoanalysis to addressing systems-inspired models.
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erarchically nested and mutually influential.
Principles of DS

The context or ecology in which the system is
embedded is critical for understanding a DS’Developmental psychopathologists will be fa-

miliar with most of the concepts in DS theory behavior. Also consistent with various sys-
tems perspectives, development is conceptual-because of their long-standing familiarity with

systems concepts in general. Nevertheless, for ized as movement toward greater levels of
complexity through the interplay between pos-the sake of clarity and precision, we believe

it is important to delineate this framework from itive and negative feedback cycles.
As will become clear from our selection ofthe ones mentioned previously. Formally, a

DS is a set of equations that specify how a methods, we are most strongly influenced by
the pioneering work of Esther Thelen, Lindasystem changes over time. The principles that

describe this set of equations make up a tech- Smith, Alan Fogel, Marc Lewis, and Paul van
Geert, developmental psychologists who broughtnical language originally developed in the

fields of mathematics and physics. The terms DS principles to the attention of the field at
large. Because our focus is on methods specif-that are most commonly associated with this

framework include: attractors, repellors, per- ically, a thorough discussion of DS concepts
and their relevance to developmental scienceturbations, bifurcations, catastrophe, chaos,

hysteresis, complexity, nonlinearity, far from is precluded; thus, the reader is strongly en-
couraged to refer to reviews by Thelen andequilibrium, and so on. Thus, what is referred

to as DS theory in general is a metatheoretical Smith (1994, 1998), Fogel (1993), and Lewis
(2000). In the following discussion, we high-framework that encompasses a set of abstract

principles that have been applied in different light some key principles and then move on
to their methodological implications.disciplines (e.g., physics, chemistry, biology,

psychology) and to various phenomena (e.g.,
lasers, ant colonies, brain dynamics) at vastly

State space, attractors, and dynamic stability
different scales of analysis (from cells to eco-
nomic trends; Lewis & Granic, 2000). Dynamic, self-organizing systems share sev-

eral key properties, some of which have al-Consistent with developmental DS theorists
(e.g., Fogel, 1993; Lewis, 2000; Thelen & ready been mentioned. One key feature of

open systems is that, although theoreticallySmith, 1994, 1998), we use the term “DS” to
refer to the systems themselves (not the equa- they have the potential to exhibit an enormous

number of behavioral patterns, they tend totions) that change over time (Lewis & Granic,
2000). DS theory provides a framework for stabilize in a limited range of these possibili-

ties. Stable patterns emerge through feedbackdescribing how novel forms emerge and stabi-
lize through a system’s own internal feedback among many lower order (more basic) system

elements; these patterns are referred to as at-processes (Prigogine & Stengers, 1984). This
process is known as self-organization and re- tractors in DS terminology. Attractors may be

understood as absorbing states that “pull” thefers to the spontaneously generated (i.e.,
emergent) order in complex, adaptive sys- system from other potential states. Behavior

moves in a trajectory across the state spacetems. In fields as various as physics (e.g., Ha-
ken, 1977), chemistry (e.g., Prigogine & Steng- toward these attractors in real time. Over de-

velopmental time, attractors represent recur-ers, 1984), biology (e.g., Kauffman, 1993), and
neuroscience (Freeman, 1995), DS principles rent patterns that have stabilized and are in-

creasingly predictable. As noted by Thelenhave proven essential for providing process-
level accounts of the structure and organization and Smith (1994), all developmental acquisi-

tions can be described as attractor patternsof system behavior, and changes in that struc-
ture over time (Lewis & Granic, 2000). that emerge over weeks, months, or years.

As recurring stable forms, attractors are of-DS principles resonate with most systems
concepts in general. DS approaches to devel- ten represented topographically as valleys on

a dynamic landscape. The deeper and wideropment emphasize the multiple reciprocal in-
teractions among system elements that are hi- the attractor, the more likely it is that behavior
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falls into it and remains there, and the more which the two or more levels of analysis are
related to each other is subsequently exam-resistant it is to small changes in the environ-

ment. As the system develops, a unique state ined. Thus, DS-informed studies often involve
collecting real-time, observational data overspace, defined as a model of all possible

states a system can attain, is configured by repeated sessions in a longitudinal design
such that moment to moment behavioral pat-several attractors. Critically, living systems are

characterized by multistability (Kelso, 1995); terns and changes in those patterns can be
traced along a longitudinal trajectory. The ex-that is, their state space (i.e., behavioral reper-

toire) includes several coexisting attractors. tent to which real- and developmental-time
scales are interrelated is further clarified whenContextual constraints probabilistically guide

behavior toward the dominant attractor at any considering perturbations and their relation to
phase transitions.given moment in time.

As we will see later, the concepts of state
space, attractors and multistability have in-

Perturbations, phase transitions,
formed several research designs and method-

and nonlinear change
ologies in recent years. The operationalization
of these principles, either graphically, mathe- Through the amplification properties of posi-

tive feedback, nonlinear changes in the or-matically, or heuristically, have helped DS re-
searchers uncover previously undetected be- ganizational structure of a dynamic system

can be observed. These abrupt changes are re-havioral variability, as well as the processes
by which this variability stabilizes into un- ferred to as phase transitions and they occur

at points of bifurcation or junctures in the sys-predicted, but nevertheless stable attractor
patterns. tem’s development. At these thresholds, small

fluctuations have the potential to dispropor-
tionately affect the status of other elements

Interrelations between time scales leading to the emergence of new forms. Nov-
elty does not have to originate from outsideDS researchers are always fundamentally con-
the system; it can emerge spontaneously throughcerned with the interplay between different
feedback within the system. During a phasetime scales. From a DS perspective, the same
transition, these systems are extremely sensi-principles of change and stability can be ap-
tive to perturbations. Between these points,plied at the moment to moment scale (real
however, self-organizing systems tend towardstime) as they can to developmental time (weeks,
coherence and stability.months, years). The interplay between nested

Phase transitions are characterized by in-time scales is constant and reciprocal (Thelen
terrelated changes in real and developmental& Smith, 1994, 1998). Self-organization at
time. In developmental time, periods of stabil-the real-time scale constrains self-organiza-
ity and relative predictability are followed bytion at the developmental scale, which, in
a phase transition characterized by disequilib-turn, constrains real-time behavior (Port &
rium and the destabilization of establishedvan Gelder, 1995). Thelen and Smith (1998)
patterns. After this period of flux, develop-elaborate:
mental systems restabilize and settle into new
habits of interactions. Corresponding to this. . . each behavioral act occurs over time . . . but ev-
developmental profile, real-time behavior dur-ery act changes the overall system and builds a his-
ing a phase transition is more variable, flexi-tory of acts over time . . . Habituation, memory,

learning, adaptation, and development form one ble, and sensitive to perturbations; behavior
seamless web built on processes over time—activi- may change from one state to another fre-
ties in the real world. (p. 593) quently and is less likely to settle in any one

state for very long. However, before and after
the phase transition, real-time behavior is farResearch designs based on DS principles

almost always measure behavior on at least less variable: only a small number of behav-
ioral states are available to the system; andtwo time scales. The manner and extent to
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once the system settles into one of these sta- Structural changes in parent–adolescent inter-
actions at the early adolescent stage transitionble patterns, it tends to remain there for an

extended time period (e.g., Thelen & Smith, have also been shown to exhibit the properties
of a phase transition (Granic, Dishion, & Hol-1994; van der Maas & Molenaar, 1992; van

Geert, 1998a). lenstein, 2003; Granic, Hollenstein, Dishion,
& Patterson, 2003). As we discuss in the finalDS researchers have used the concept of

perturbations on a real-time scale as an empir- section of this article, change processes in
psychotherapy can be examined empiricallyical design innovation to test the relative sta-

bility of observed behavioral patterns. Pertur- as phase transitions in individual development
and may provide new insights about the ap-bations have the potential to abruptly “push”

the system from one stable pattern to another propriate developmental window for targeting
interventions.(Fogel, 1993; Thelen & Smith, 1994). How-

ever, this is only a potential: whether and how Many of the DS concepts described are
clearly resonant with other systems views.a system becomes reorganized is determined

by its underlying structure. Thus, context sen- But as a point of distinction, we suggest that
there are four principles that are central to thesitivity for DS researchers is not just “a form

of jargon for anything environmental, as if in- DS framework which are either neglected or
less emphasized in other approaches and whichvoking the term suggests compliance with cur-

rent scientific and conceptual canons” (Boyce hold the most promise for new empirical di-
rections. First, DS principles are primarilyet al., 1998, p. 145). DS researchers systemat-

ically observe changes in behavior, as it varies concerned with the emergence of novelty
through the process of self-organization whereas,with contextual forces, in order to infer the

underlying structure of the system (e.g., Fo- with some notable exceptions (Ford & Lerner,
1992), most of the emphasis in more generalgel, 1993; Granic & Lamey, 2002; Lewis &

Granic, 1999; Thelen & Smith, 1994; Thelen systems views is on mechanisms of stability
(i.e., negative feedback processes, cybernetic& Ulrich, 1991).

On a developmental scale, principles of models; Granic, 2000; Lewis & Granic,
1999). Second, although systems views maynonlinear change, phase transitions, and per-

turbations have been most often used for the acknowledge the nonlinear nature of change
in developmental systems, it is the hallmarkexplicit purpose of studying the structural pro-

file of developmental transitions (e.g., Fo- principle in DS approaches to development
and provides the foundation for a group ofgel & Thelen, 1987; Lewis, 2000; Thelen &

Ulrich, 1991; van Geert, 1991, 1994). Neo- methodological strategies grouped under ca-
tastrophe theory (e.g., van der Maas & Molen-Piagetian scholars such as van der Maas and

Molenaar (1992) have used a particular type aar, 1992) or the study of phase transitions.
Third, variability represents critical data inof dynamic model, the cusp-catastrophe model,

to represent the nonlinear nature of stage tran- DS research; it indexes a less stable, or multi-
stable system, a system at a bifurcation point,sitions. Borrowing from Gilmore (1981), they

suggest a number of criteria or “flags” that and/or a system poised to change. Thus, mea-
sures of variability are often considered “thecan be used to operationalize a transition.

Among the transition flags are: a sudden jump signal, not the noise” (e.g., Thelen & Ulrich,
1991). Fourth, DS theorists are fundamentallyfrom one parameter value to another, evi-

dence of hysteresis (i.e., when the same con- concerned with the interrelations between time
scales of development and put a great deal ofditions elicit different behaviors, depending

on the immediate prior history of the system), emphasis on understanding the unfolding pat-
terns of real-time behavior (Thelen & Smith,anomalous variance, and increased sensitivity

to perturbations. Transitions in motor, cogni- 1998). This final principle is perhaps the most
critical in terms of its methodological impli-tive, linguistic and socioemotional develop-

ment have been successfully modeled by the cations, and it is most often ignored in other
systems frameworks.application of variants of these flags (Case et

al., 1996; Lewis et al., 1999; van der Maas In the following sections, we describe a
number of dynamic systems approaches to re-& Molenaar, 1992; van Geert, 1991, 1994).
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search designs and measurement strategies. able) that captures the coordination of the ele-
ments of a multidimensional system. BecauseTo limit the scope of our review, we will not

be discussing connectionist or neural network Thelen and Ulrich (1991) were interested in
motor development, they chose the phasing ofapproaches, nor will we touch on the exciting

work emerging in the neurosciences (a field alternating steps as the collective variable that
condensed the many aspects of interlimb co-that has long embraced the principles of self-

organization). We also spend much less time ordination. Changes in this collective variable
can then be tracked over developmental time.on the mathematical modeling techniques than

the graphical, descriptive and statistical ones This is the first step, and probably the most
difficult to apply to developmental psycho-because we believe that the latter group of

methodologies are generally more accessible pathology; unlike in physical systems, it is
exceedingly difficult to identify a collectiveand may ultimately prove more appropriate

for the types of research questions put for- variable in psychological systems. Extensive
developmental observations and experimentsward by developmental psychopathologists.

We first review some methodological and are recommended as a first step towards this
goal. An example relevant to developmentalresearch design strategies put forth by leading

DS scholars (e.g., Thelen & Smith, 1994; psychopathologists might be the observed in-
tensity of a child’s oppositional behavior, aThelen & Ulrich, 1991). Next, we discuss the

types of data most suitable for DS analyses. collective variable that may capture the co-
ordination of mood states, arousal level, ap-We follow by providing a list of graphical

techniques and quantitative strategies appro- praisal processes, and so on (these processes
themselves would need to be assessed in mul-priate for the analysis of real-time and devel-

opmental data; these descriptions are supple- tiple contexts across different levels).
mented with actual or hypothetical examples
relevant to developmental psychopathologists.

Step 2: Describe the attractors
We also highlight the limitations inherent in

for that system
some of the techniques and argue that a newly
developed DS methodology, state space grid This involves mapping the real-time trajectory

of the collective variable in various contextsanalysis, may help address a number of these
weaknesses. The last part of this paper pro- across different developmental periods and

identifying its relative stability. Thus, the con-vides a detailed description of the state space
grid technique which combines graphical meth- texts in which a child’s oppositional behavior

is most stable can be identified, as well as theods with statistical analysis in such a way that
fidelity to DS concepts is maintained. We pro- contexts in which such behavior is less stable

(i.e., more easily changed), is never observed,vide several examples of programs of research
and individual studies that have used varia- or is rarely observed. High stability indicates

an attractor state. Attractor states may be testedtions of this approach.
by examining the variability of the collective
variable given particular contexts (e.g., how

Research Design Strategies Informed
often does the child become highly opposi-

by DS Principles
tional in response to a request to clean up at
home vs. at school?).Thelen and colleagues have explicitly laid out

a methodological strategy for developmental
psychologists interested in dynamic analyses

Step 3: Map the individual developmental
(Thelen & Smith, 1994, 1998; Thelen & Ul-

trajectories of the collective variable
rich, 1991). Their strategy includes six steps.

This step requires collecting observations at
many time points in a longitudinal design

Step 1: Identify the collective variable
(also see Fogel, 1993). The density of time

of interest
samples depends on the developmental period
in question (i.e., in infancy, weekly observa-A collective variable must be an observable

phenomenon (not a construct or latent vari- tions may be needed, whereas in late child-
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hood, data collected monthly might suffice; progress. This possibility can be empirically
verified by using simple descriptive statisticsFogel, 1993). Then, developmental profiles

can be graphed on a case by case basis and (e.g., looking for an increase in standard devi-
ations and variance, and a break-down of cor-the similarities and differences among profiles

can be described. Stable (i.e., fixed or cy- relations) or more formal techniques (de-
scribed later in the section on SSGs). Forcling) segments of the time series denote an

attractor. At this stage, the multifinality and example, treatment progress, operationalized
as a destabilization of the system, may beequifinality of developmental trajectories can

be discovered. Some developmental profiles tested by examining the observed amplitude
of oppositional outbursts. Evidence for a clin-may start out looking similar and then, from

very small differences that become amplified, ically induced phase transition may include an
increase in the standard deviations of the am-trajectories may diverge. Other developmental

profiles may show the opposite pattern of dif- plitude of outbursts and a decrease in within-
subject correlations between, for instance,ferent initial conditions being “pulled” toward

a particular attractor. The key at this stage is different contexts and the occurrence of oppo-
sitional behavior.to create individual profiles rather than aggre-

gate across subjects, otherwise, the variability
inherent in developmental processes will be

Step 5: Identify control parameters
obscured. In developmental psychopatholo-
gy, a similar point has been emphasized by In DS language, control parameters are the

“agents of change.” The purpose of trackingresearchers doing a case-based or person-
oriented analysis (e.g., Bergman & Magnus- the collective variable across different con-

texts and developmental transition points is toson, 1997).
ultimately identify the mechanisms underly-
ing processes of change. Control parameters

Step 4: Identify phase transitions
are not simply independent variables (al-

in development
though they can be considered a special type).
Usually, independent variables are static mea-As described earlier, transitions in develop-

ment are characterized by increased variabil- sures which are assumed to have a linear ef-
fect on outcomes. Control parameters are con-ity, a breakdown of stable patterns, and the

emergence of new forms. The various catas- tinuous and changes in these values result in
abrupt threshold effects on a collective vari-trophe flags described earlier can help re-

searchers identify points of transition. Transi- able. Moreover, these nonlinear changes oc-
cur at different values depending on whethertion periods are critical to mark because it is

at this stage that researchers have access to, the control parameter is increasing or decreas-
ing. For example, through fine-grained longi-and may manipulate, mechanisms underlying

change. This point is particularly relevant for tudinal observations, Thelen and Ulrich (1991)
were able to identify overall changes in mus-developmental psychopathologists interested

in clinical interventions. For instance, there cle tone as the control parameter that was re-
lated to improvements in infants’ treadmillmay be normative stage transitions in chil-

dren’s development during which, as a result stepping. In many areas of developmental
psychopathology, however, this step is theof normal maturational processes, the coordi-

nation among system elements begin to break most difficult because psychological systems
are incredibly complex and the problem ofdown, previous attractors are destabilized, and

there is potential for new patterns to emerge identifying one or very few causal mecha-
nisms that can be manipulated to test their im-(e.g., Lewis & Granic, 1999; Lewis et al.,

1999). Clinical interventions may have their pact on the system is often insoluble. More-
over, a control parameter may not always begreatest impact if they are targeted at these

“sensitive periods.” Also, interventions may something that can be manipulated (e.g., so-
cioeconomic status, temperament, parental de-induce a phase transition which may be one

compelling way to characterize treatment pression). Nevertheless, DS researchers urge
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us to at least keep the concept in mind for implementing their general strategy. First, it
requires collecting continuous time-series datafuture studies, after careful microlevel obser-

vations have been completed. (e.g., physiological data, behavioral observa-
tions coded in real time); this type of data is
time consuming and expensive to collect.

Step 6: Manipulate control parameters to
More importantly, time-series data may not

experimentally generate phase transitions
capture the type of information pertinent to
many developmental psychopathologists. Sec-This suggestion is a familiar one to many de-

velopmental psychopathologists. Simply put, ond, and related, unlike motor or cognitive
development in which some skill or task per-once a causal factor has been hypothesized

from careful descriptive analysis, it should formance increases or decreases quantitatively
over time, psychopathology may not involvebe experimentally manipulated to examine

whether it does indeed trigger the expected such graded changes (cf. Lewis et al., 1999).
Instead, the development of psychopathologyshift in behavior. In this respect, intervention

studies are an exceptional avenue for testing may better be characterized as emergent pat-
terns of interconnected changes in differentthe role of specific control parameters in de-

velopmental psychopathology (e.g., Dishion, domains (e.g., biological, cognitive, emo-
tional) that are nonlinearly related to one an-Bullock, & Granic, 2003; Dishion & Patter-

son, 1999; Eddy & Chamberlain, 2000; For- other and change qualitatively, as well as
quantitatively. We will address this issue atgatch & DeGarmo, 1999). One of the best ex-

amples of following this proposed strategy greater length when we discuss SSG analysis
and the limitations it addresses in this regard.comes from the work on the etiology and

treatment of aggressive behavior. For in-
stance, based on decades of microsocial ob-

Suitable Data for DS Analyses
servational studies with families, coercive
parent–child interactions have been identified There are several types of data that develop-

mental psychopathologists collect that are ap-as a causal mechanism underlying the etiol-
ogy of childhood aggression (e.g., Patterson, propriate for DS analyses. Because a DS per-

spective is fundamentally about changes in1982; Patterson, Reid, & Dishion, 1992). To
confirm these findings experimentally, For- time, the most important data characteristic is

that there are multiple measurements overgatch and DeGarmo (1999) investigated the
impact of a randomized control intervention time. Thus, questionnaire data collected at

one, or just a few, time points would be inap-that aimed to decrease the rate at which par-
ents engaged in coercive interchanges. Results propriate for tapping processes that unfold

over time (cf. Cummings et al., 2000). Belowconfirmed that, indeed, changes in parenting
resulted in decreases in children’s aggressive we list the four types of data that lend them-

selves most easily to DS analyses and namebehavior. From a DS perspective, parental at-
titudes toward discipline, for example, could some examples of analytical techniques that

can be conducted. These techniques are thenhave been the control parameter that was ad-
justed through the intervention. Again, it is explained in more detail in the following sec-

tion. Table 1 lists the techniques and the ap-important to note that many developmental
psychopathologists already manipulate con- propriate data types for each and provides ex-

amples of empirical papers that have appliedtrol parameters. The unique contribution of
Thelen and Smith’s work is contextualizing the various DS methods.
this step within the broader framework of DS
theory, which provides specific rules about

Type 1: Observational data—continuous
the types of control parameters to manipulate
and the nature of changes in the collective These data are obtained in time units of less

than 1 s; these data often comprise physiolog-variable (Thelen & Smith, 1998).
Despite the advantages of Thelen and Smith’s ical measures. The density of data points

allows for the more sophisticated techniques(1998) approach, there are some problems with
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Table 1. Summary of DS methods and related data types, DS concepts,
and studies applying these techniques

Type of Data

Techniques Obs-d Obs-c Dev-s Dev-l DS Concept Examples

Graphical
Phase plots X X y y Phase space Bakeman & Gottman

Attractors (1997)
Granic & Dishion (2001)
Sabelli et al. (1995)
Totterdell et al. (1996)

Karnaugh maps X y y y Phase transition Dumas et al. (2001)
State space

SSGs X y y X State space Granic & Lamey (2003)
Perturbation
Attractors

Real time
Case studies X X Self-organization Fogel (1990, 1993)
Fourier analysis X y Attractors Newtson (1994, 1998)

Schroeck (1994)
Coupled equations X X Feedback Gottman et al. (1997)

Nowak & Vallacher
(1998)

Ryan et al. (2000)
Nonlinear dynamics X X X X Attractors Guastello (2001)

Phase space Heath (2000)
Feedback Newell & Molenaar
Chaos (1998)
Determinism

SSGs X X State space Lewis et al. (1999)
Attractors
Phase transitions

Developmental
Descriptive X X Phase space Thelen & Ulrich (1991)

developmental Attractors Thelen & Smith (1994)
profile Self-organization

Dynamic growth X X Phase space van Geert (1994, 1998)
modeling Attractors Ruhland & van Geert

Self-organization (1998)
Thelen et al. (2001)

Catastrophe X X Phase transition Hartleman et al. (1998)
Hysteresis van der Maas & Molenaar

(1992)
SSGs y X Phase transition Granic, Dishion, et al.

State space (2003)
Granic, Hollenstein, et al.

(2003)

Note: Obs-d, observation discrete; Obs-c, observation, continuous; Dev-s, developmental short; Dev-l, developmental
long. X, data that were actually used in the study; y, data that could potentially be used with the method.

adopted from the natural sciences where this and catastrophe models. Quantitative mea-
sures of chaos—Lyupanov exponents, en-type of data is most common. These tech-

niques are often based on time-series analysis tropy, correlational dimensions, and so on—
can also be derived from such continuousand include the domain of elaborate mathe-

matical models based on coupled equations data. Furthermore, all of the methods avail-
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able to the other data types are available with modeling, developmental profile analysis, and
catastrophe modeling can be applied. De-this kind of data as either time series or sum-

maries of time series. velopmental phase transitions are detectable
through the application of these techniques.

Type 2: Observational data—discrete
Real-Time Measures

This includes live and taped observational
data that are converted to codes along time As most teachers of research methods and sta-

tistics in general will insist, “eyeballing” yourunits as small as 1 s. These codes can repre-
sent the sequence of behavior for one or more data is an important part of the analytic proce-

dure. For DS researchers, graphical techniquessubjects and are typically inappropriate for
time-series techniques unless they have suffi- provide the core of their analytic armament.

Perhaps because dynamic systems theory is aciently dense data points. For the purposes of
this paper we will also include in this category descriptive framework and because it aims to

describe phenomena in geometric terms (re-observed measures of one point in time, as
these data can be used with a small subset of call our discussion of behavioral trajectories

on a state space), plotting data is the mainstaythe methods described below. By applying DS
graphical techniques such as state space grids, of DS researchers (Abraham, Abraham, &

Shaw, 1990; Norton, 1995). As described be-Karnaugh maps, and phase plots, the temporal
patterns embedded in the temporal sequence low, a number of these real- and develop-

mental-time graphical methods can be com-can be uncovered. These data can be used to
identify attractors, perturbations, phase transi- plemented with various quantitative tools.
tions and other DS patterns.

Case studies
Type 3: Longitudinal data—short

Perhaps the one common recommendation DS
researchers offer is to start with fine-grained,This type of data may be thought of as a spe-

cial case of discrete time-series described in real-time observations of the phenomenon of
interest and follow this behavior across a sig-data type 2. It can include, for example,

hourly/daily/weekly self-report measures (e.g. nificant developmental period. One of most
basic first steps toward this end is the carefuldiary or “beeper” studies), repeated phone in-

terviews, or repeated observational sessions description of case studies. Fogel’s (e.g., 1990,
1993) research on mother–infant relationship(e.g. therapy sessions). The time points may

be frequent enough to allow the use of some processes is exemplary in this respect. His re-
search relies heavily on detailed descriptionsof the real-time techniques available to the

second type of data or may be analyzed using of videotaped interactions, as they proceed in
real-time. He uses these case histories as atechniques applicable to developmental-time

data (Type 4). “means to seek patterns in sequences of action
in a context, in both real and developmental
time scales” (Fogel, 1990, p. 343). Metaphors

Type 4: Longitudinal data—long
based on DS principles serve as guides for
identifying dynamically stable dyadic patternsThe last type includes any combination of the

above data types collected at different time and changes in those patterns across develop-
ment. Although these narrative descriptionspoints that may span weeks, months, or years.

The main distinction from data type 3 is the are rich in detail and provide ample fodder for
generating hypotheses, they are intentionallytime span between the first and last measure-

ments. Data collected in three or more waves not quantified. As such, this method does
not address developmental psychopatholo-is often used to depict change, growth, or in-

tervention effects; and a variety of DS meth- gists’ search for techniques to test their con-
ceptual models.ods including SSG analysis, dynamic growth
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time in that deviant pattern. Phase plots were
Phase plots and time series

created as a first step toward examining this
question.Phase portraits most generally are state spaces

filled with behavioral trajectories. More often “Deviant” (or “rule-break”) and “norma-
tive” talk were coded continuously from vid-these plots are called phase plots when the

variables being plotted are dynamic, such as eotaped interactions between best friends. A
time series representing the duration of eachvelocity and displacement. With the continu-

ous data sometimes used by developmental successive bout of deviant talk was created
for each dyad. Then, using a “floating win-psychopathologists, it is possible, for exam-

ple, to create plots that depict the magnitude dow,” we plotted each value on the time se-
ries such that the duration value at time t wasof change against the rate of that change (e.g.,

with galvanic skin response or heart rate represented on the x axis and the duration
value at time t + 1 was plotted on the y axis.data).

For the more common type of discrete ob- The plots look much like scatterplots of first-
order autocorrelations except that a trajectoryservational data that developmental psycho-

pathologists collect, phase space can be “re- connects successive points; thus, the temporal
integrity of the interaction is maintained. Fig-constructed” by plotting behavior at time T

against behavior at time T + 1 (sometimes ure 1 is an example of an antisocial dyad’s
phase plot. The plot shows that this dyad be-called a lag 1 plot). These types of plots can

alert researchers to different types of attractor gan with very short durations in the deviant
(rule-break bout on plot) talk pattern (pointsstates (i.e., cyclical, fixed point, oscillating)

and, thus, uncover process-level information 1–3), but, over time, they spent more and
more time in this state (points 49–52). Thenot otherwise accessible. For example, in a

recent study, Granic and Dishion (2001) used plot suggests that for this antisocial dyad, an-
tisocial talk was an attractor state, the strengthphase plots to explore the dynamic patterns

underlying adolescent friendship interactions. of which held the dyad in the pattern for longer
and longer time periods. Eventually, this dy-Past research suggested that antisocial adoles-

cents can be distinguished from their proso- adic system may move toward continuous de-
viant talk. There are several other possiblecial counterparts by the extent to which they

engage in reciprocal deviant talk (e.g., talk patterns that phase plots can exhibit. For ex-
ample, a large proportion of prosocial dyadsabout stealing, lying; Dishion, Capaldi, et al.,

1995; Dishion et al., 1996, 1997). Observa- showed a relatively “random” phase plot sim-
ilar to the example presented in Figure 2, sug-tional studies showed that antisocial peers had

a higher mean duration of deviant talk than gesting that deviant talk was not an attractor
for these peers.prosocial peers. Central tendency measures,

however, do not speak directly to the pro- Bakeman and Gottman (1997) analyzed
data from marital couples’ interactions usingcesses underlying these interactions. More-

over, they obscure potentially critical tempo- this technique, except they plotted the inter-
event interval between successive displays ofral patterns. To come closer to a process-level

explanation, we began by conceptualizing de- negative affect (i.e., the time in between one
negative affect and the next, across the inter-viant talk as an attractor for antisocial, but not

prosocial, peers. Thus, our interest was not in action). They showed that, for distressed dy-
ads, the time between each negative affectexamining whether one group showed more

deviant talk than another, but whether, over display became shorter and shorter over the
course of the conversation; thus, negative af-the course of an interaction, antisocial adoles-

cents became increasingly engrossed in topics fect was an absorbing state for distressed
couples.organized around deviancy. One way to ex-

plore this hypothesis was to examine whether,
Fourier analysis or spectral decompositionas the interaction unfolded and antisocial dy-

ads repeatedly returned to talking about devi- This technique can be used for finding period-
icities (i.e., cyclic patterns) in time-series dataant topics, they also spent increasingly more
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Figure 1. A phase plot for an antisocial dyad.

such as those used in phase plots. In general, like “contempt,” “argue,” “beligerance,” and
“whining.” To conduct Fourier analysis, thesethis procedure treats a time series as a wave

form, breaks it down into a collection of pure codes would have to fall along a single di-
mension (e.g., intensity of negativity). Thiswaves of uniform frequency, and identifies

the most prominent waves (Schroeck, 1994). type of collapsing is often either conceptually
unfeasible or unappealing because of its over-Newtson (1994, 1998) used this method to an-

alyze the coupled dynamics of dyadic interac- simplification.
tions. The relative amplitudes and temporal
synchrony of these “behavior waves” were as-

Karnaugh maps
sociated with the degree of mutuality or com-
petition in interpersonal relationships. In other Inspired by synergetics, a type of dynamics

developed by Haken (1977), Dumas, Lemay,applications, different types of attractors in-
cluding oscillating and periodic attractors can and Dauwalder (2001) adapted this technique

from Boolean algebra to study parent–childbe identified. For behavioral scientists, how-
ever, this method has its limitations. Like all interactions. Karnaugh maps depict all possi-

ble combinations of up to four binary variablestime-series procedures, it requires the re-
searcher to collapse meaningful categorically in one table or grid. A simple two-variable

Karnaugh map is basically a cross-tabulationcoded observational data into one or very few
continuous dimensions (e.g., Bakeman & Gott- of event frequencies with one dichotomous

variable to each axis. Three- and four-variableman, 1997). For example, most observational
coding schemes used in developmental psy- maps are somewhat more complicated. Figure

3 shows a schematic four-variable Karnaughchopathology (e.g., SPAFF, Gottman, Mc-
Coy, Coan, & Collier, 1986; FPC, Dishion, map. Each variable (A, B, C, and D) can have

a value of 0 or 1 and each is displayed on oneGardner, Patterson, Reid, & Thibodeaux, 1983;
MAX, Izard, 1979) code discrete behaviors side of the square table (bottom, left, top, and
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Figure 2. A phase plot for a prosocial dyad.

right). Each cell in the map can be represented between the groups, mostly involving positive
interactions and cycles of maternal control andas a unique combination of the binary values

of the four variables. Thus, a Karnaugh map child compliance. In addition to the graphical
depiction of interaction sequences, the authorsis a state space of all possible states of the

system and represents the relative frequencies computed a “complexity index” that was de-
signed to quantify each map on a continuumin each state. Dumas and colleagues (2001)

extended the application of these maps by from completely deterministic to completely
random. They found that all maps, regardlessplotting the transitions between states to de-

pict temporal patterns across the space. of group assignment, were neither random nor
deterministic. While this approach was uniqueIn their study, Dumas et al. (2001) plotted

every minute of 6-hr home observations ac- and interesting (particularly from a method-
ological standpoint), from a DS perspectivecording to four parent and child dichotomous

variables that included control, compliance, there is no reason to think that social behav-
ior, especially in dyads with a rich history, isaversive behavior, and positive behavior. Each

behavior was plotted according to the four-vari- ever random or ever completely determined.
Nevertheless, the complexity measure has aable configuration, and successive behaviors

were connected by a trajectory. The researchers great deal of potential. For example, it might
be used to determine whether stable coercivewere primarily interested in comparing the

maps of clinically referred dyads with ran- parent-child interaction patterns become less
determined (i.e., the old attractor patternsdomly selected controls. They analyzed the

“recurring transactions” (i.e., attractors) that break down) over the course of a treatment
program.were found most frequently in each group and

aggregated these findings graphically on one Karnaugh maps hold a great deal of prom-
ise for several reasons. First, because thissummary Karnaugh map. Their results

showed differences in transactional patterns method allows for the representation of be-
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Figure 3. The schematic of a four-variable Karnaugh map. Each cell is a unique combina-
tion of four binary variables. The arrow shows a sample transition from one state, where
only variable D is present (i.e., only D = 1), to the next state in time, where all four variables
are present (i.e., all = 1).

havior in up to four dimensions (five if you captured with these maps. Also, this method
does not provide quantifiable tests of thecount time), a great deal of the complexity in

interactional behavior can be nicely captured. strength of the patterns within dyads, or be-
tween patterns within or across groups. In thisThe temporal quality of dyadic behavior is

also maintained and can be tracked easily respect, the new developments in SSG analy-
sis may provide some promising avenues. Al-through visual inspection. Moreover, the sys-

temic properties of dyadic interactions are though the two approaches are not entirely
similar, the quantitative measures that may bekept intact, instead of having to fall back on

conventional methods that often require ana- derived from SSGs may also be applicable to
Karnaugh maps.lyzing each dyad member separately.

However, this methodology as applied to
behavioral science is very much in its infancy;

Coupled equations
thus, there are some limitations that may need
to be addressed before Karnaugh maps can be Most generally, this method refers to the use

of paired equations derived from two synchro-applied to a broad range of behavioral data.
One problem is that the adaptation of these nized time series that produce parameters de-

scribing the underlying dynamics of a system.maps to behavioral research requires data that
can be collected or converted into dichoto- The use of coupled equations may involve

mathematically intense procedures and oftenmous variables that occur concurrently. De-
velopmental psychopathologists are often in- requires fine-grained time-series data or simu-

lated data; hence, these methods are often notterested in data that cannot be meaningfully
transformed into dichotomous values; contin- applicable to the data types used by develop-

mental psychopathologists. However, one suc-uous or categorical data cannot be adequately
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cessful application in the field has been the sion. This class of techniques is typically ap-
plied to continuous time-series data (Type 1),work by Gottman and colleagues, who have

used coupled differential equations to model which are often physiological. For those de-
velopmental psychopathologists who are in-the dynamics of marital couples and to pre-

dict, from those dynamics, couples who will creasingly collecting this sort of data (e.g.,
heart rate, skin conductance), this class ofremain married or will divorce (Gottman,

Coan, Carrere, & Swanson, 1998; Ryan, Gott- methods holds a great deal of promise, partic-
ularly if there are reasons to hypothesize non-man, Murray, Carrere, & Swanson, 2000).

They have also used this method to study how linearities. Unfortunately, adequate discussion
of this approach is beyond the scope of thispeer interactions influence the behavior of

developmentally delayed versus normal chil- paper.
dren (Gottman, Guralnick, Wilson, Swanson,
& Murray, 1997).

Developmental-Time Measures
Gottman’s technique uses a time-series of

coded observational data (either marital inter-
Descriptive developmental profile analysis

actions or peer interactions) to create an equa-
tion for each dyad member. According to this The empirical work by Thelen and colleagues

(e.g., Thelen & Smith, 1994; Thelen & Ulrich,model, one person’s behavior at time t is a
function of his or her behavior at time t − 1 1991) has been characterized as descriptive in

that it is nonparametric, uses descriptive sta-plus the other participant’s behavior at time
t − 1, plus an “influence function.” These tistics, and often relies heavily on displaying

individual developmental profiles graphically.equations are iterated across the length of the
time series, and the results for each equation These researchers most often collect continu-

ous time-series data (e.g., number of alter-are graphed separately on one plot. The values
at which each members’ trajectory intersects nating steps, degree of displacement of foot,

proportion of stepping cycle) over repeatedwith the other are considered attractors for a
particular dyad. Thus, stable patterns of dy- occasions across a significant developmental

period. They create developmental profiles onadic interactions are identified, and the trajec-
tories toward these patterns can be analyzed a case by case basis and describe the similari-

ties and differences among these profiles. Adescriptively. This method also demonstrates
the extent to which systemic behavior relies core concern in this type of analysis is to

identify periods of transition during whichon, or is sensitive to, initial conditions.
variability dramatically increases and old be-
havioral habits dissolve, giving rise to new

Nonlinear dynamics
ones (i.e., from crawling to walking). To com-
plement the individual developmental pro-These methods are derived from highly tech-

nical procedures in physics and other sciences files, they use descriptive statistics such as
within subject measures of variance, standardand mathematics that aim to measure and

model nonlinear phenomena (Abraham, Abra- deviations, and correlations to track increases
in variability across developmental transitionham, & Shaw, 1990; Heath, 2000; Norton,

1995). The simplest of these is nonlinear re- points. Their analyses are generally restricted
to continuous (not nominal or categorical) data.gression wherein the parameters are exponen-

tial functions or the predictive combinations In this regard, combining developmental pro-
file analysis with methods that can captureare not only additive. Other applications from

this area are those related to chaos theory content-specific changes in categorical or or-
dinal variables may be important. As we sug-(Newell & Molenaar, 1998). One can use

nonlinear dynamic techniques to find the gest later, SSG analysis was developed in part
for precisely this purpose (Lewis et al., 1999).embedding dimension, entropy, determinism,

recurrence, or fractal dimension of any time Moreover, SSG analysis may help to address
the most common criticisms leveled at Thelenseries of sufficient length and sufficient preci-
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and colleagues: the overly “metaphoric” use lations derived from the equations. The math-
ematical formulations used in these modelsof DS principles and the lack of quantitative

tests that can measure the reliability of devel- are common in other disciplines; what makes
these models unique is the application of bothopmental patterns (see Lewis & Granic, 1999,

for a review; van der Maas, 1995; van Geert, psychological and DS concepts to identify the
mechanisms of growth that replicate observed1997b).
developmental profiles. Another critical strength
of this approach is that the process of devel-

Dynamic growth modeling
oping simulations forces the researcher to
specify the null hypothesis explicitly. Thus,On the other side of the descriptive-mathe-

matical continuum is a group of scholars who the conventional a priori comparison between
the hypothesized result and a lack of any ef-have pioneered the use of dynamic models in

the study of cognitive developmental transi- fect is replaced by a specific null hypothesis
of an alternative pattern of results.tions (e.g., van der Maas, 1998; van der Maas

& Molenaar, 1992; van Geert, 1994, 1995, Van Geert (1998c) emphasizes the critical
role mathematical modeling plays in develop-1997a). The class of techniques advocated by

these researchers is often grouped under the mental research: “In order to find out the im-
plications of theories, they have to be trans-heading nonlinear dynamics, in reference to

the modeling techniques and equations that formed into mathematical models that capture
the major dynamic principles of such modelsare associated with this branch of mathemat-

ics. These scholars’ methods, however, are and that can be used to explore the range of
developmental trajectories under all possiblemore circumscribed and relevant to develop-

ment. or likely parameter conditions” (p. 155; also
see Newtson, 1994; van Geert, 1994). DespiteDynamic growth modeling was developed

to simulate change over time (or growth) us- van Geert’s concerted efforts to make his ap-
proach accessible, these mathematical strat-ing logistic difference equations. Van Geert

(1994) has used this procedure to model the egies may have not had a large impact on
developmental psychology or developmentalprocesses underlying stagelike transitions in

the growth of syntactic forms. The basic DS psychopathology precisely because of the
mathematical procedures that seem dauntingpremise of this technique is that development

of cognitive capacities is much like the self- to most psychologists.
More importantly, a great deal of the de-organized proliferation of multiple species

over the course of evolution. Van Geert mod- velopmental phenomena that researchers are
interested in examining are not conducive toels cognitive “growers” that emerge from a

complex system of intraindividual and envi- this sort of modeling procedure because what
they study is not easily quantified along aronmental relations. Like the real-time cou-

pled equations described earlier in reference continuum. Also, regardless of the domain in
which this method is applied, and as with allto Gottman’s work, the modeling procedure

is realized with simulated iterative inputs of simulation techniques, the correspondence of
the parameters in the model with genuine psy-amplifying and dampening forces inherent in

the system’s (i.e., the child’s) experiential his- chological mechanisms is often difficult to
evaluate and runs the risk of seeming “arbi-tory combined with current external (contex-

tual) resources and limitations. The growth trary.” Nevertheless, this modeling technique
may prove useful for developmental psycho-models depict the kinds of nonlinear develop-

mental profiles predicted by stage theorists pathologists who have some theoretical ratio-
nale for positing nonlinear developmental(e.g., Piaget and Vygotsky). They also empha-

size the use of graphical procedures to plot profiles. One possibility, for example, is that
clinical prevention efforts may induce non-empirical data from longitudinal studies of

children’s cognitive skill acquisition in order linear growth patterns in the development of
social skills in some children; using this mod-to match these empirical profiles to the simu-
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eling procedure may provide clues to the un- SSG Analysis: A Graphical
and Statistical Middle Roadderlying mechanisms that support this sort of

growth.
The various DS techniques introduced thus
far have considerable potential for addressing
some of the analytic challenges faced by de-

Catastrophe modeling velopmental psychopathologists. However, we
have also pointed out some obstacles for im-Neo-Piagetian scholars such as van der Maas
plementing these techniques. In general, mostand Molenaar (1992) have used a particular
techniques require continuous data, whereas or-type of dynamic model, the cusp-catastrophe
dinal and categorical variables are more com-model, to establish the nonlinear nature of
mon, especially in observational studies. Instage transitions. They describe two stages in
addition, many of the techniques are either sole-the modeling procedure: the detection of tran-
ly descriptive, precluding researchers fromsitions through a number of criteria or “flags”
testing the strength and reliability of their(Gilmore, 1981; described earlier) and the
findings, or they require complex mathemati-subsequent fitting of catastrophe models to
cal procedures that may be inaccessible or ir-empirical data. This is a mathematical proce-
relevant to most developmental psychopathol-dure wherein up to four control parameters
ogists. Recently, a middle ground of hybridcan be used to depict discontinuous change in
strategies has been developed which combineone of seven topological forms (catastrophe
graphical techniques that capture the descrip-models; Thom, 1975; cf. Guastello, 1995). As
tive richness of DS concepts with simple sta-such, it has some appeal for developmental
tistical procedures that stay true to systems as-psychopathologists interested in incorporating
sumptions (Lewis et al., 1999). In this lastinsights from developmental stage theories.
section of our review, we introduce this newThese models show how each of the possible
method, SSG analysis. This technique was de-combinations of control parameters result in
veloped by Lewis and colleagues to addressdifferent values of a dependent variable. The
some of the limitations of previous DS meth-potential values of the dependent variable are
ods. It is a graphical and statistical strategyrepresented on a plane, much like a state
that links the analysis of real- and develop-space. Nonlinear shifts can be depicted as a
mental-time patterns and allows for the identi-fold or curl in the plane showing where be-
fication of individual and group differences.havior changes suddenly rather than continu-
Thus, the flexibility of this methodology mayously. Catastrophes can be thought of as mod-
prove to be valuable for developmental psy-els of nonlinear regressions that include all
chopathologists. We begin by describing thepossible combinations of control parameter
graphical technique and then move on to thevalues. The plane of the cusp is the space of
various measures that can be derived fromall possible values of the outcome. As de-
these graphs for statistical analysis. Examplesscribed earlier, the same value of a control
of studies in developmental psychology andparameters can have radically different effects
developmental psychopathology are providedon the collective variable, depending on the
throughout.history of the system. One major hurdle for

applying this method includes the necessity
for identifying control parameters. As dis- SSG technique
cussed earlier, psychological control parame-
ters are often difficult to specify and measure. Recall that DS theorists use the concept of a

state space to represent the range of behav-Due to these difficulties, van der Maas and
colleagues have gone on to use statistical ioral habits, or attractors, for a given system.

In real time, behavior is conceptualized astechniques such as latent class analysis to
demonstrate bimodality in a distribution of moving along a trajectory on this hypothetical

landscape, being pulled toward certain attrac-scores. Bimodality captures statistically what
catastrophe modeling captures with equations. tors and freed from others. Based on these
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abstract formalizations, Lewis et al. (1999) a trajectory that moves around to many cells
in the state space grid and makes frequentdeveloped a graphical approach that utilizes

observational data and quantifies these data changes between these cells may indicate a
highly flexible, or variable, system. We canaccording to two ordinal variables that define

the state space for any particular system. Lewis identify attractors as those cells to which be-
havior is drawn repeatedly, in which it restsand colleagues have primarily studied intrain-

dividual attractor patterns that emerge and over extended periods, or to which it returns
quickly. Moreover, as discussed in the follow-change in the early years of life (e.g., Lewis et

al., 1999, in press). The grids they originally ing sections, a range of variables that capture
the relative stability of particular attractorsdeveloped utilized two ordinal variables (de-

gree of engagement and intensity of distress) may be derived from state space grids and
these values can be tested statistically forthat tapped the range of individual infants’

potential socioemotional habits. SSGs have changes in real and developmental time.
A major advantage of SSGs is that theyalso been developed to represent dyadic be-

havior (e.g., parent–child interactions, peer provide an intuitively appealing way to view
complex, interactional behavior; thus they are,relations; Granic, Dishion, et al., 2003; Granic

& Lamey, 2002; Granic & Patterson, 2001; first and foremost, a useful tool for explor-
atory analysis. A recent study that examinedHollenstein, 2002). The dyad’s trajectory (i.e.,

the sequence of behavioral states) is plotted the heterogeneity of family interactions with
aggressive children may help illustrate thisas it proceeds in real time on a grid represent-

ing all possible behavioral combinations. point (Granic & Lamey, 2002). SSGs were
used to explore differences in the parent–childMuch like a scatter plot, one dyad member’s

(e.g., parent) coded behavior is plotted on the interactions of “pure” externalizing children
(EXT) and children comorbid (MIXED) for ex-x axis and the other member’s (e.g., child) be-

havior is plotted on the y axis. Thus, each ternalizing and internalizing problems. This
study is useful not only for demonstratingpoint on the grid represents a two-event se-

quence or a simultaneously coded parent– how the grids work, but also to demonstrate
design innovations based on DS principleschild event (i.e., a dyadic state). A trajectory

is drawn through the successive dyadic points that are useful with or without SSGs, in this
case, a systematic perturbation.in the temporal sequence they were observed.

For example, a hypothetical trajectory repre- Parents and clinically referred children dis-
cussed a problem for 4 min and then tried tosenting seven conversational turns is presented

in Figure 4. Seven successive events are plotted: “wrap up and end on a good note” in response
to a signal (the perturbation). The perturbationparent neutral, child neutral, parent hostile,

child neutral, parent hostile, child hostile, par- was intended to increase the emotional pres-
sure on the dyad, triggering a reorganizationent hostile. Note that the labeling of cells fol-

lows the x/y convention such that the first half of their behavioral system. We hypothesized
that, as a function of differences in the under-of the label is the parent’s category and the

second half of the label is the child’s cate- lying structure of their relationships, EXT and
MIXED dyads would be differentially sensi-gory.

With this temporally sensitive technique, tive to the perturbation and would reorganize
to different parts of the state space. Prior towe are able to examine whether behavior

clusters in very few or many states (i.e., cells), the perturbation, however, we expected dy-
ads’ interactions to look relatively similar.or regions (i.e., a subset of cells) of the state

space. We can also track how long the trajec- Separate grids were constructed for the pre-
and postperturbation interaction sessions. Fortory remains in some cells but not others, and

how quickly it returns or stabilizes in particu- this study, the lines (trajectories) are less im-
portant to notice than the points which showlar cells. If a dyadic trajectory remains in a

small number of cells, and makes very few clustering in particular cells. Figure 5 shows
an example of an interaction between a puretransitions between cells, this system may be

thought of as stable, or inflexible. In contrast, externalizing child and his parent, pre- and
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Figure 4. An example of a state space grid with a hypothetical trajectory representing the
following seven events: child neutral, parent neutral, child hostile, parent neutral, child hos-
tile, parent hostile, child hostile.

postperturbation. As exemplified in these grids, patterns: two separate attractors on a state space
(Granic & Patterson, 2001). Moreover, theEXT dyads tended to go to the permissive re-

gion (child hostile–parent neutral/positive) of conditions under which dyads would be drawn
toward one region or the other were found tothe state space grid, as well as other regions

(i.e., mutual neutrality and negativity), before differ for subtypes. The use of SSGs to un-
cover heterogeneous processes may be rele-the perturbation. After the perturbation, EXT

dyads tended to remain and stabilize in the vant to a variety of phenomena in develop-
mental psychopathology including variabilitypermissive region. Figure 6 represents the in-

teraction of a MIXED dyad. Similar to EXT in the real-time unfolding of attachment pat-
terns (cf. Coleman & Watson, 2000), in bully-dyads, the MIXED dyads occupied the per-

missive region, as well as other areas, before ing interactions on the playground (cf. Pepler,
Craig, & O’Connell, 1999) and in parent–the perturbation. But in contrast with the EXT

group, MIXED dyads tended to move toward adolescent interactions during puberty (Granic
et al., 2003).the mutual hostility, or mutual negativity, re-

gion of the SSG after the perturbation. Granic
and Lamey (2002) concluded that the pertur-

SSG analysis: Real-time measures
bation was a critical design innovation that
provided the means by which clinical sub- SSG patterns can be quantified and used as

variables for statistical analyses. Variablestypes could be differentiated.
Another contribution of this study was a that capture the temporal and spatial pattern-

ing of behavior have been developed for time-more general one: the use of SSGs, with their
rich case by case temporal narratives, pro- based (e.g., second by second coding) and

event-based (e.g., conversational turns) datavided a technique to further parse interaction
processes that were previously assumed to (Lewis et al., 1999). The same variables may

be used regardless of whether the researcherrepresent one coherent pattern. In this case,
the coercive process (Patterson, 1982; Patter- is using the grids to map individual or dyadic

behavioral trajectories. We have provided ason et al., 1992; Snyder et al., 1994) was
shown to constitute two separate microsocial list of some of these variables but, depending
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Figure 5. Pre- and postperturbation state space grids for an externalizing dyad.

on the research question, additional ones may neric description that can be adapted to a vari-
ety of observational data. It should also bebe created. Once these parameters have been

computed, different types of attractors may be noted that unlike the grids in the Granic and
Lamey (2002) study, which used event-basedidentified and the relative stability of these

dynamic states can be measured and subse- data (conversational turns as observational
units), time-based data are plotted in Figure 7;quently compared in a variety of ways (Lewis

et al., 1999, in press). the larger dots in these plots represent longer
durations.In general, long durations and/or frequent

recurrences of behavior in a particular cell or The following are parameters that may be
computed for each cell in the grid: (a) rawregion suggest an attractor on the state space,

and these hypothetical attractors can be com- density: cumulative duration (or number of
hits) per cell; (b) proportional density: densitypared and tested within individuals across de-

velopment as well as between individuals. divided by total episode duration or total
number of events; (c) perseverance 1: meanMoreover, parameters describing the stability

or variability of behavior across the state duration (or mean number of consecutive hits)
per cell; (d) perseverance 2: longest durationspace can be calculated for each grid, allow-

ing global, structural comparisons over time, (or longest series of consecutive hits) per cell;
(e) return time: latency to return to a cell fol-populations, or individuals. Below, as we list

the parameters that can be derived from the lowing an event in that cell. This can be mea-
sured in units of time, number of events, orgrids, we refer to Figure 7 for examples. These

grids were taken from a study conducted by number of unique cells visited en route. For
example, in Figure 7, grid B shows a high rawLewis and colleagues (1999) that examined

the socioemotional coping patterns of infants, density in cells 2/2 (again, cell labels follow
the x/y convention) and 2/3 and a very lowand changes in those patterns over a hypothe-

sized stage transition. Originally, these grids raw density in cell 1/3. In grid C, cell 3/1
shows a high value for perseverance 1 (eachwere representations of intra-individual be-

havior plotted according to two ordinal vari- time behavior goes to that cell, it tends to stay
there for some time) whereas cell 1/1 in thatables, but we have left out the axes labels be-

cause they can just as easily represent dyadic same grid shows a low perseverance value.
Finally, grid B shows a very low return timebehavior and our intention is to provide a ge-
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Figure 6. Pre- and postperturbation state space grids for a mixed externalizing and internal-
izing dyad.

for cell 2/2 (every time behavior leaves that interactions). Lewis and colleagues (1999, in
press) have developed a number of quantita-cell, it returns in approximately one turn), but

a high return time for grid A, cell 1/0. tive strategies for identifying attractors on a
SSG. Using the measures previously listedThere are also several parameters and sum-

mary values that can be computed for the en- (density, perseverance, return time), attractors
can be defined as the cell or cells highest intire grid (rather than cell by cell): (a) disper-

sion: total number of cells visited (with or these values. Once attractor cells are identi-
fied, the computed parameters for those cellswithout controlling for total time or total

number of events); (b) fluctuation: number of serve to characterize the strength, endurance,
and stability of the attractor for comparisontransitions between cells (with or without con-

trolling for total time or events). Note that purposes. These comparisons are particularly
powerful when they are conducted across de-fluctuation may be high even though disper-

sion is low, providing an additional useful pa- velopmental time.
rameter (see grid B); (c) stability 1: average
of either mean or maximum cell duration val-

SSG analysis: Developmental measures
ues (or events per cell) across all cells. Note
that high values indicate overall stability or After computing the parameters that are most

relevant for a particular research question, sta-stickiness of behavioral states; (d) stability 2:
mean return time (in time or event units) tistical techniques (most of which are quite

familiar to developmental psychopathologists)across all cells. Note that low values indicate
overall stability or resilience of behavioral may be applied. We recommend using these

statistical procedures in such a way that main-states. Returning to Figure 7, grids A and C
show high dispersion compared to grid B, and tains the integrity of the individual (or dyadic)

case (e.g., curve estimation procedures, clus-grid A shows a low stability 1 value com-
pared to grid B. ter analysis). However, multivariate analyses,

including analyses of variance (ANOVAs),Developmental psychopathologists are of-
ten interested in the relative stability of a cer- regressions, and structural equation modeling,

can just as easily be run on the grid variables.tain behavioral pattern or attractor (e.g., de-
pressed mother–infant mutual gaze, coercive One example of a developmental SSG anal-
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ysis comes from a recently completed study by
Lewis et al. (in press). These researchers were
examining a developmental transition in late
infancy which was hypothesized to exhibit the
properties of a phase transition (i.e., increased
variability in real-time patterns, a breakdown
of old attractors and the emergence of new
ones over developmental time). The general
hypothesis that guided this study and similar
DS-inspired studies that focus on phase transi-
tions is presented in Figure 8. Infants were
videotaped in frustrating situations on 12
monthly visits before, during, and after a hy-
pothesized transition point at 18–20 months.
SSGs were constructed for each episode and
grid to grid differences were compared over
age. As predicted, grid to grid differences
were greater during the transitional period
than before or after, indicating a develop-
mental reorganization of behavioral responses
to negative emotion. Also, new attractors ap-
peared more frequently during the period of
transition than at other ages.

Lewis and colleagues (in press) provide
two techniques to measure within-subject dif-
ferences among SSGs. First, grid to grid Eu-
clidian distance scores yield a global metric of
the difference in behavioral landscapes from
month to month, based on the sum of squared
differences across all cells. For each grid cell,
the difference in values over two consecutive
months is calculated, then squared, and then
these values are summed for all cells. Next,
the square root of this sum is taken as the dis-
tance score between the two grids.

A second developmental analysis they ex-
plored was a cluster analysis technique to look
at changes over time. The first step is to catego-
rize the grids by entering all grids into a k
means cluster analysis. The most parsimonious
cluster solution is chosen (based on preset crite-
ria). The cluster score for each grid is then re-
corded. Visual inspection of the grids is recom-
mended at this point to ensure that the same
cluster scores look alike topographically, hav-
ing similar duration values for many of the
same cells. Developmental continuity would
thus be indicated by a sequence of months (2
or more) with the same cluster score, and de-
velopmental variability would be indicated by
month to month change in cluster membership.

Figure 7. Examples of three state space grids from
Lewis et al. (1999).
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Figure 8. The model of a developmental phase transition; developmental phase transitions
are periods of fluctuation in developmental time and increased variability in real time.

Another method of analyzing changes in tional data were collected in five waves prior
to, during, and after the transition period. OneSSG patterns over developmental time comes

from a recent study that examined changes in hundred forty-nine parents and boys were ob-
served problem solving at 9–10 years old, andthe structure of family interactions during the

early adolescent transition period (Granic, every 2 years thereafter until they were 17–18
years old. Based on this data, SSGs were con-Dishion, et al., 2003; Granic, Hollenstein, et

al., 2003). Following Lewis and colleagues’ structed for all families across all waves. Two
variables indexing the variability of the inter-(1999) developmental hypothesis, we exam-

ined whether early adolescence (age 13–14 actions (fluctuation and stability) were de-
rived from these grids. A repeated measuresfor boys) constitutes a developmental transi-

tion (a period of reorganization) marked by a ANOVA on these variables revealed a signifi-
cant quadratic effect. To ensure that these re-peak in the variability of family interactions;

before and after this period, interactions were sults were not just significant on the group
level, but also characterized the majority ofexpected to be stable. Longitudinal observa-
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families in the sample, the wave at which tinuous time series, as is the case with many
other DS methods. Categorical and ordinalflexibility peaked (when fluctuation was high-

est and stability was lowest) was recorded. data are also appropriate for this type of anal-
ysis. Also, the grids are malleable in that theyResults revealed that the majority of families

showed a peak in variability in the middle can represent systemic behavior on the indi-
vidual as well as dyadic level. In addition towave, and hardly any families peaked in the

first or last wave. the examples mentioned above, changes in
peer, romantic couples, and sibling interac-From these examples, it should be clear

that any other statistical tool that has been de- tions, for example, can easily be tracked using
SSGs. In fact, apart from the difficulties inveloped to measure growth or change over

time can be combined with SSG analysis. The visually representing the data, the variables
derived from the grids can be extended pastimportant difference in these variables (com-

pared to questionnaire data, for instance) is the two dimensions on which we have fo-
cused. For instance, triadic family interactionsthat they capture temporal patterns as they

unfold over time. Thus, for instance, a re- or family interactions with siblings and par-
ents can be measured for attractor strengths,searcher might hypothesize that children co-

morbid for externalizing and internalizing fluctuations, and so on. Another benefit of
this approach is the extent to which it remainsproblems will be more likely than pure exter-

nalizing children to develop increasingly hos- “user friendly” and does not require expertise
in mathematical modeling.tile and rigid interactions with their parents.

This study might include collecting observa-
tional data of parent–child interactions with

Implications of DS Methods
these two types of children and parents every

for Clinical Research
year for 5 years. By using SSGs, the strength
of the mutually hostile attractor can be as- Because DS methods are specifically designed

to capture change processes, and because thesessed at each observational wave (e.g., return
time to mutually hostile cell; stability of cell), study of psychopathology often breaks down

into the study of individual patterning, one ofbut so can the mutually positive attractor, and
fluctuation between the two states and others the most exciting potential applications of

SSGs may be in clinical research. Specifi-(thus addressing the potential for multistable
state space patterns). Dispersion and fluctua- cally, this methodology may be particularly

well suited for the study of heterogeneoustion variables can also be computed, in order
to examine whether, over the course of devel- change processes that may underlie treatment

progress and outcome. Focusing for the mo-opment, comorbid dyads’ behavioral reper-
toires become more rigid, leaving less options ment on aggressive children, a great deal of

research has shown that family-based treat-available to them. These variables can subse-
quently be entered into structural equation ments targeting coercive interactions can de-

crease levels of aggression in children, butmodeling procedures that control for measure-
ment error and account for variance due to very little is known about how these treat-

ments work (Kazdin, 2000, 2001, 2002). Theclinical subtype, gender, and ethnicity. In ad-
dition, different growth profiles (e.g., for the SSG methodology should be able to provide

a microsocial, process-level account of howstrength of hostile versus positive attractors,
dispersion and stability measures) can be ex- family and peer relationships change over the

course of treatment and follow-up. In additionamined for each dyad type.
Although the SSG method is clearly still in to identifying content-specific changes (e.g.,

less hostility and more mutual positivity inits early stages of development, we are en-
couraged by its potential. One of the impor- parent–child interactions), this method has the

potential to tap structural changes associatedtant advantages to this technique is its inher-
ent flexibility. At the very least, it is a visual, with treatment success. For example, as a re-

sult of treatment, do parent–child dyads moveexploratory tool to develop and refine hypoth-
eses. Researchers are not limited to using con- more quickly from a hostile, conflictual inter-
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action into a reparative one? Do they develop technique maintains the temporal integrity of
real-time interactions and, thus, can betterseveral alternative problem-solving strategies

that they can maneuver through more flex- capture some of the microsocial processes hy-
pothesized to be most important.ibly?

The parameters described earlier are easily
amenable to this type of analysis. From a

Conclusion
developmental psychopathology perspective,
psychopathology “represent[s] diminished flex- From the beginning of its establishment as a

discipline, one of the core priorities in devel-ibility and constrictions in the affective, cog-
nitive, and behavioral correlates of adapta- opmental psychopathology has been method-

ological diversity (e.g., Cicchetti & Cohen,tional patterns” (Overton & Horowitz, 1991,
p. 3). With the application of SSGs, it is pos- 1995a, 1995b; Cummings et al., 2000; Rich-

ters, 1997). One reason for encouraging thissible to test this type of structural hypothesis.
It may be that those youth who benefit from analytic pluralism is the recognition of the

disparity between systems-based models oftreatment will not abandon negative behav-
ioral habits but soften them, through the de- developmental psychopathology and the inad-

equate methodological tools that are availablevelopment of a less rigid, more flexible be-
havioral repertoire. This approach can specify to test them (Richters, 1997). We have argued

that DS approaches to development offer re-at what point in the interaction dyads become
hostile, how long they maintain hostile ex- search methods that show greater fidelity to

the complex, heterogeneous, temporal naturechanges, the ease with which they “escape”
them, the range of alternative patterns avail- of developmental phenomena. Clearly no set

of analytic methods can address the mismatchable to them, and the tendency to return to
hostility. Dispersion, stability, and fluctuation of methods and models entirely; thus, we are

not arguing for the complete abandonment ofmeasures can be computed and changes in
any of these parameters can then be tracked well-established techniques. Instead, our pur-

pose in providing a survey of DS methods isover the course of treatment and follow-up, to
assess the hypothesis of increased behavioral to encourage developmental psychopatholo-

gists to begin examining empirically ques-flexibility in relation to successful interven-
tions. Instead of relying on central tendency tions that may have previously seemed out of

analytic reach.measures (e.g., means and correlations), this
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