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Abstract— Power is an important design constraint for all nomadic
and tethered devices as mobile phones or media-boxes todakhis is
mainly because it limits their operational time or because bthe required
operational thermal conditions. In order to keep the pace wih increasing
number of use-cases while increasing the lifetime, power daiction is
enforced to all parts of a device, thus also for the embeddedhipset.
For this and other reasons like cost and size, the whole chips has
been integrated into a multiprocessor system-on-chip (MPSC). As a
complex and often heterogeneous system that executes diéfiet mixtures
of applications with the variable workload, not all of its parts are utilized
all the time. This introduces spare time in the system, dened as slack
that is possible to exploit for lower power and energy consuiption by
power management (PM). The most common techniques are adapé
body biasing and dynamic voltage and frequency scaling of agt of a
system or the system as a whole.

The scope of our research is power management including thes
techniques on an MPSoC executing streaming applications,ush as
audio/video codecs, telecom services (protocols), or anyher firm and
soft real time applications. A lot of previous research has ben done on
this topic, mostly focusing on the isolated parts of the sysm. However,
focus has recently been moved to the system-wise approachhi$ paper
is an overview of the commercial and solutions from academijgpublished
until now. Special attention is given to the state-of-the-d infrastructure
for PM and its dynamic possibilities to react and save powetVe favourite
the conservative approaches that do not disturb regular exeution and
do not introduce any additional delay or deadline misses coparing to
the execution without power management. An overview of adveced PM
is presented. Additionally, we elaborate the trade-off bateen race-to-
idle and performance-on demand approaches reflecting the fference in
static and dynamic power consumption.

I. INTRODUCTION

Embedded systems continue to penetrate every sphere gtlayer
life. Devices like smart mobile phones, navigation systesmeart
home appliances, info and entertainment media-boxes atesqune
of them. However, advance of technology enables this devioe
combine many of different services and functions into alsidgvice,
usually desired to fit into a small pocket and to operate lostgvben
two charging moments. In order to satisfy growing consumezeds,
comply with different industry standards and still to endhnviow
price attractive to as many consumers possible, digitabdess are
facing big issues. One of the problems is power and energgiaftly
of the chip-set embedded in these devices.

Generally speaking, embedded systems today combine bnfpeu
of different use-cases. Multiple video and audio formatsteansmit-
ted using different communication protocols from serveteianinal
(mobile or fixed). Quality of multi-media material and comma-
tion demands keep increasing continuously. Many of thitesys are
tethered or nomadic devices are battery-powered. Howeetery
technology advances a lot, but still cannot deliver enougpacity
to satisfy long play-time of energy-hungry components. -Hedrs
could easily understand shorter play-life of a device affgrmore
different features, but they will wait for another new onatthwvill
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offer at least the same play-time. Besides the embeddednsgsbig
processing server facilities have considerable energgresgs due to
the large number of general processing processors that otayank
in the most energy-efficient mode.

On the other hand, there are some technology limitatiomsjrar-
ent for end-users. Chipsets with higher power dissipateednmore
expensive packaging and possibly extra cooling. Some ptedip
not have a luxury of fan cooling or have to operate in demandin
environmental conditions.

Since new technologies are approaching minimal feature, siz
they introduce new uncertainties that come from proceskag®
or operating environment. It is predicted that in futurdatality of
systems will decrease much. Since benefits will be smalienay
result in guaranteed performance of new devices to be &ctloaler
for new technologies. Again, lower energy dissipation itssn lower
thermal stress, which is beneficial for reliability, ageithegradation
and lifetime of a system.

All this reasons have made power and energy consumptionalseé m
important design challenge today. It is possible that otellenge
will take the top position, but it is certain that for at leastlecade
power and energy consumption will be important. Design ofitdi
systems will become globally energy-aware in all the stefgesll
the components, and energy will become a new important enetri
introduce specialeal-energy designPower management is currently
a term comprising the conglomerate of all the approacheglitectly
or indirectly reduces power and energy consumption. Inghjser we
try to give the classification and present most of the pubtisivork
that is the best candidate in our opinion, to become main answ
to this challenge. We also present our slack managementivark
that besides power management offers a solution for teryrerand
variability issues.

The rest of this paper is organised as follows. In Section él w
define scope of our literature search, following with clfisation
in Section lll. Section IV introduces power and energy giasbn
qualitatively and quantitatively and Section V shortly ciéises main
power management techniques in our focus. Section VI preska
main general system analysis approaches that we recogaizetst
important. Section VII overviews approaches targetingy qmwer
management, while Section VIII adds the non-uniform resesir
approaches and Section X briefly overviews variability agldhbility
management. At the end Section XI concludes the paper.

Il. ScopPE

A. Architecture

Multi-processor system-on-chip we consider in this pamersists
of tiles interconnected with network-on-chip (NoC) as counmica-
tion infrastructure. A tile is the element that representseaain
system resource, like processing core, memory or |/O chetro



Every tile has a network interface (NI) that connects it ®@&oC. For I1l. CLASSIFICATION OF POWER MANAGEMENT

purpose of power management, every tile represents a sepanaer

domain, i.e. the separate voltage and frequency islandidig ~ Conservativeness. Depending on the fact that power maregem
its local power management infrastructure. However, thisigt a guarantees or not deadline misses (i.e. no negative sldcly i
restriction, but rather just a simplification of the systeradal. It is Conservativeor non-conservative. Non-conservative approaches are

up to designer to decide if two or more tiles can be joined orte Usually based on a speculation about the future work so they a

single frequency and/or voltage domain. referred asconservativein difference from conservative that has to
be non-speculative. Although it is not completely corregg use
B. Application model terms conservative and speculative only since in practiese two

are the major groups and almost always exclusive. In geneml
distinguish hard, firm and soft real-time applications frbast-effort
gpplication (no real-time constraints) application.

Resources. We identify three types of resources in the msyste
computation(processing cores, accelerators, dedicated cores, func-
tional units),memory(cache, scratch pad, memories and other storage
resources) andommunicatior(bus, network-on-chip, router). Power

cache behaviour or operating conditions) work varies, bugould management can manageiform or non-uniformresources (same
be bounded on upper side by worst-case wwdw. Relying on this a9 ge . .
or different type, respectively), while uniform resourcean be

bound, a budgeb can be given to an application or a task. Also
homogeneousr heterogeneous

work of a taskt¢; required to be executed between two successive o ) .
deadlinesd; andd;_; is callediteration and denoted as’. Reactivity. Depending of the time when power managemerttsea
Theworst-case worlof a sequence of framesigw — M;>€° ws it can bestatic or dynamic Static approaches do not react on varia-
IZ0°7" tions during run-time of a device in general or a certain i@pgibn or

The time to finish the work of framé at a frequencyf; is the X ) ) X
actual-case execution time aget w; /f;. In order not to miss any use-case, while dynamic typlcally hayegclose gontroplbehawour
deadline it must be less than the frame rateet < T — 1/frr. (observe-recalculate-set). Combination is possible, @& w

o Level. Power management can target different phases oérayst

The absolute deadlineof a frame f; is the absolute time at which ! i - M ;
it must be produced (displayed). Thabsolute slackis defined by: development or different application layers. We dististjuihe main
i glevels: design architecture compiler, operating systemsnd the

s; = (i+1)T — > "_,acet. When a deadline is not met, it is - He
miss Depending on the ratio of deadlines that are allowed to misombinations of above.
a quality-of-service (QoS) is defined.

Applications in our scope are firm and soft real-time (RT) adl w
as best effort applications (BE). An application considtsasks that
are characterized witlvork expressed in processor cycles require
to be executed before a specified deadtin®eadline can be related
to application and not to task necessarily. Because of thmus
factors (either deterministic like input data, or undetaistic like

IV. ENERGY MODEL

C. Work and slack concepts
The overall power consumption of an integrated circuit carsjblit

in two dominant parts, dynamic and static power consumption
Every switching activity on a device like transistor, or ssgige

like capacitor or inductor results in dissipating powenc®i resistance

is not dominant part in model of these devices we model a sing|

switch on the device with dissipation during charging orctarging

a capacitance; for a voltage difference fror to V with C;V2/2.

Summing this over all devices for all the switches of a ceraart

or whole of a circuitry results in

The work w; of an iteration: is the number of processor cycles
required to fetch, process and store it. We assume that vep&rdis
only on the input token(s), and that is independent of theaipey
point of the processor. This holds when the input and outpkerts
of a task, as well as its instructions, are stored in the loeahories
of the tile. The application should also not be affected blgeot
applications, which holds in systems, such as CompSOC [1].

Theworst-case workf a sequence of framesugew = MaxiZ  w;.
The time to finish the work of framé at a frequencyf; is the
actual-case execution time aget w;/f;. In order not to miss any
deadline it must be less than the frame rateet < T = 1/ frr.
The absolute deadlinef a frame f; is the absolute time at which
it must be produced (displayed). Thasolute slacks defined by: wheren is number of switches (clock cycles); is the equivalent
si = (i+1)T — 37,_, acet. When a deadline is not met, it is acircuitry capacitancey is switching activity,f is operating frequency

Eon= Y. > %C¢V2 = %ncv2 =aftCv?, (1)

switching 1

miss (assumed constant) for a time perioda is a statistical average
measure since not all devices switch every clock cycle addpends
D. Power Management on the structure and functioning (instructions, prograrapplication)

The usual method to design a system that does not miss dgcuting. In practice: is used for modelling a huge number of
deadline is to dimension its resources according to the.wimtever, Switches where even for different instruction mixes does differ
workload usually varies a lot and wcet happens rarely and tRauch statistically for different applications and is ofteonstant in
average-case execution time is much shorter. This resultdack range betwee.2 and0.5. Term aC can be empirically obtained.
in the system (the time when system resources are not Skt A formula for dynamic power consumption derived from eqoiati
managementas the goal to use the slack and exploit it in ordefbove is
to e.g. decrease energy consumption or improve reliablilitythis Pyyn = aCfVv?, 2)
work, we use the terms slack and power management interehblyg
since power management is currently the most common wayply aplt is important to note: 1)power depends linearly on operatire-
slack management. Other purposes of slack management beuldquency and quadratically on voltage, 2)energy dependsratically
QoS-energy trade-off, temperature, reliability managenas well as on operating voltage and the number of cycles, but not on the
combinations of them. frequency itself.



A signal propagation delay of an inverter in CMOS technologgynamic power but not energy, while lowering both frequeacyl

depends on the supplied voltage given by Sakurai et al. ima$2]

%
D~ —o 3
(V - VTH)O‘S ( )
where V; is the threshold voltage of the inverter and is a tech-
nology dependant constant, usually betwéehand 2 (temperature

voltage decreases energy as well. However, lowering tluypiénecy is
necessity for voltage scaling (Equation 3), so the proogssf work
w lasts longer. This leads to a conclusion that DVFS gainsggner
saving by extending the execution time, thus trading lire@cution
slow-down for possible quadratic energy saving.

Clock and power gating are traditionally considered separa

dependant). Based on this we can derive exact dependencitsanqgcpnigues since the implementation differs most of theti@lock

linear approximation:

U O
I=p~—v —
where K is constant
When devices are not active, i.e. not switching, they uguddi
not have current flow. However, since junctions in transsstare
not ideal, there are charge leaking currents, referredasade. For
the 90nm technologies and above, sub-threshold leakhgeand
gate-oxide leakage dominate. Reduction of the latter compiocan

7f:[(1w%](v7 (4)

gating disables switching activity during idle periods, when no
processing will be done. This can be seen as a special case of
DVFS when frequency ifOHz and still with operating voltage.
Similarly, power gatingswitches off the operating frequency and
voltage (DVFS with operating point @V and 0MHz). Clock gating
reduces active power dissipation in clocked parts of drguand in
part of clock distribution network, while power gating regs static
power dissipation during idle periods.

Adaptive voltage scalin¢AVS) is a modification of DVFS since it

be achieved mostly by technology, materials used or desigh ausually has a control feedback loop that observes the peafoce on

dimensioning of transistors. This solutions just postptiveeproblem
to the next technology instead of solving it efficiently. $igroblem
could become severe in future, but currently it is far bettem it
has been predicted.

Sub-threshold leakage is usually modelled with weak ingars
current [3]:

Ves—VIH
Tsup = K2V7% %e mvr (1 - 6%) 5 (5)

where K> andm are constants andl is temperature}r = % the
thermal voltage o25mV at room temperaturdy” and L are width
and length of transistor channel ai@s is the gate source voltage.

For the deep sub-micron technologies, #8nm and below, gate
leakageIgae becomes equally dominant dsu. It consists of the
current due to gate-oxide tunnelling and due to hot-cainigction.
Kim et al. [4] presents a simplified model for it:

2
Tgate = KW (l) e 6)
Tox

where K3 and . are empirically derived constants, afii is oxide

a hardware block. The hardware block is a replicated paresemting

a critical path of the power domain. Control loop mechanidrseoves
the achieved performance on replicated hardware block aseldoon
the achieved performance, tunes the supplied voltage aogdiéncy
towards targeted performance. Often the difference betvw2érS
and AVS is in open-loop and closed-loop mechanisms. In cése o
DVFS, generally there is a table with values for voltage aeddency
that have to be supplied accordingly to the desired perfoomathus
not a complete feedback control loop. Closed loop enableS &/
control different phenomena, e.g. PVT variations.

In order to apply DVFS, certain features has to be added to the
system. For a proper functioning it requires infrastruet(voltage
regulators) that has a controllable voltage and frequebsypally,
DVFS is applied to independent power domains of the systemghw
may operate at different operating (V,f) points, and thieytmust be
separated. Separation is done by inserting isolation eelisvoltage
level shifters that allow functioning and communicationtvibeen
power domains. This brings additional costs in area andggner
overhead of non-ideal infrastructure. In case of clock aod/gr
gating without DVFS, infrastructure is different and simplwhile

thickness. Although, increasing @b« looks beneficial according to pyg requires more complex infrastructure.

the Equation 6, it is not possible due to the device size kimgnin
deep sub-micron technologies.
Apart of above listed phenomena that are the big part ofghssd

In order to implement these techniques, especially witl-tiese
applications, it is important to have correct and precisplieation
model as well as model of infrastructure efficiency (timingda

power in CMOS [Cs, there are energy costs in the power ank Clo‘énergy overhead). For this reason our focus in this liteeadverview

distribution network due to its resistance and capacitaWeewill not
focus on them since they could be easily included in the éopusmt
above and relation with application execution time and -ticad
requirements is simple.

V. TECHNIQUES

In this paper we focus in two major techniques for power manag

ment: dynamic voltage and frequency scaling (DVFS) and tadap
body biasing (ABB). First is used to lower down active andgbeond

static energy consumption. We just list other methods asduds

them only briefly,since they can be considered as speciascab

these two: clock gating, power gating, frequency scalird) aataptive

voltage scaling. In the rest of this section we will desctibe major

ideas of them.

Dynamic voltage and frequency scalifigVFS) is technique which
allows to change operating voltage and frequency of contilimal
circuits dynamically, i.e. during run-time. As already cbrded in
Section IV and Equation 1, lowering only the frequency dases

includes modelling approaches.

Adaptive body biassingABB) is a technique which by apply-
ing the biasing voltage changes the threshold volfégg( When
decreased, it allows a larger decrease of supply volt&ége)(or a
higher frequency of for the sam&p. However, lowef/ry contributes
with increased static power, bringing yet another tradebafore
designers.

VI. SYSTEM ANALYSIS AND MANAGEMENT APPROACHES

General overview of the approaches for system analysis and
management that we consider important and related to otrers
presented in this section. The main purpose of these apmeac
is system power management, but they are also useful fomtier
management and reliability. We list some system-wide aggres
with more general purpose first and system management edi¢at
certain specific purpose later.



A. Hydra

A. Design of power domains and infrastructure

A research group at NXP Semiconductors in Eindhoven led by Again, Radu Marculescu investigates voltage island defdn

Marco Bekooij investigates design of predictable multgassor
systems. Their main consideration is methodology that £opi¢h
increasing complexity of real-time system design, relyimy the
concepts of predictability. A system is considered predilet if
respects predefined timing and quality requirements. Modmhal-
ysis technigues, multiprocessor simulation and synthesits are
developed to design these complex systems [5], [6], [7], @wadee
them like a very prospective methodology to combine with glack
management concepts.

B. Symbolic timing analysis

Rolf Ernst with his group at Braunschweig University deyso
symbolic timing analysis for real-time applications indilng pe-
riodic, sporadic and bursty tasks as well as distributed-ties

and partitioning, voltage level assignment and physieell floor-
planning for core-based designs [22] but coupled with theCNo
design. Interesting work is presented in [23] and advocdbes
for many-core grouping of cores into cloud-shaped voltagemains
is more efficient than into traditional rectangular domaiEgcept
power-management, it increases reliability and PVT-veamies and
fault-tolerance of systems.

Very important part of low-power chip infrastructures areltv
age regulators that supply voltage domains. Differentazs®es are
possible: on-chip versus off-chip regulators and per-sleifsus per-
core (per-domain) solutions. This is a big challenge forigtess,
since regulators have non-ideal power efficiency i.e. duming some
power losses, depending on the relation of their input angbutu
voltage level, the parameters and power consumption ofiitiycin
the domains. In [24] this is investigated and concluded tasitt per-

constraints such as end-to-end delays. Using the anagdmitjues

0
nd results, the VF for h r r n foun h ﬁ?f . . .
and results, the or each resource can be found such that efficient infrastructure. They enable dynamic and staticFB\that

power consumption is reduced [8]. They consider an apjbicat )
. - S can be very aggressive, so when used properly, can be vesg tdo
as being a set of computation and communication tasks. Tie ta . - .
the optimal (minimal) energy consumption.

are mapped to and executed on a set of processing (hetecaggne L - . .
pp P g( In [25] on-chip integration of an inductive DC/DC converter

and communication elements. An interesting aspect of thigk s . . - .
g asp for AVS was discussed. It is shown that efficiency of integdat

that two kinds of system property variations are taken imtcoant: . . . . .
variations influencing the system load (different WCET, dioe regulator is better than with the regulator with non-intggd passive
' components. Also, efficiency is better if regulator suppléelarger

updates, etc.) and variations influencing the system secépacit ; . - :
P ) 9 4 napacity and more power-hungry voltage islands, with intensive @ssing

(changes in the execution platform). load (MPEG video decoding in this case). Integration of rane-
inductor multi-output DC/DC converter is envisioned as tiaing
benefits/cost trade-off. Multiple outputs of regulator glypdifferent
Lothar Thiele at ETH Zurich focuses on performance analgsis power domains over the couple of supply power-rails.
distributed embedded systems [9] and interface-basednatgsis of Another very efficient DVFS per-core infrastructure is prsed
Embedded Systems. The idea is to connect components togetthe from researchers at CEA-Leti, Grenoble. In [26], [27] a diggion
build entire systems, without any knowledge of the intedethils of of a complete DVFS architecture for IP units integration hivit
each component, but only the input and output rates. Two ooeMis globally asynchronous locally synchronous network-oip-ctvith
can be connected together if the output rate of one compone@ftimated power efficiency of 95%. The main low-power fesgur
is "compatible” with the input rate of the other componentisT in this architectures are local clock generators for peeqmower
notion of compatibility is formalized and an interface ratigebra domains with VDD hopping between two voltages. Using width-
is proposed [10]. Recently, they start to use their work owego pulse modulated control signals it provides very precisi#gired
management [11], [12], [13]. performance level (i.e. frequency), thus saving both pawerenergy.
Their ultra cut-off voltage generator decreases the lealgver of
the domains.

re on-chip DVFS DC-DC regulators are recognized as thet mos

C. Interface-based rate analysis

VIl. POWER AND ENERGY MANAGEMENT

Margaret Martonosi with the group at Princeton Universityrks
in the general purpose computation domain and not in the edsae
systems domain. However, their ideas are interesting fargsn
saving via DVFS. They propose methods to directly apply DVFS In this section we discuss papers about power management fro
based on feedback controllers that tune the VF accordinchéo tdifferent domains. We list them accordingly to the categation
processor load [14], [15], [16]. presented in the introduction. Due to our focus, we thorbudtscuss

ESLAB group at Linkopings University led by Zebo Peng andiere only the methods targeting resources having diffeyges (non-
Petru Eles investigates low-power consumption as the amiion Uniform resources).
of real-time applications implemented on power constiimetwork-
on-chip architectures using accurate delay and power raoftel
the processor cores and communication infrastructuresejutently, Margaret Martonosi has another interesting research, iohahith
they propose a method that combines dynamic and static powlee same line as program phase detection is the analysis mbrye
consumption in heterogeneous distributed multiprocessstems referencing behaviour. Using this technique the cachevietracan
with real-time constraints [17], [18]. be predicted and optimized based on the live time of cacles.lin

Radu Marculescu from System Level Design Group at Carnedibsequently, one might think of a power saving strategy tthees
Mellon University investigates system-level power andfgenance the processor speed depending on the phase in which a pragram
analysis of wireless multimedia systems [19] and low-podesign, Another part of research of the same group covers method for
hierarchical adaptive dynamic power management, noiestay learning at run-time the behaviour of different code regiand scale
service request [20]. the VF of the processor when a region is memory bounded [28].

VIIl. POWER MANAGEMENT APPROACHES FOR NONUNIFORM
RESOURCES

A. Computation and memory



In [29] the authors propose to decompose the workload irctop-
workload (the number of CPU clock cycles required to perfohe
set of instructions) and off-chip workload (the number of-afip
accesses).

Luca Bennini from University of Bologna is partially actiue the

Radu Marculescu explores the communication-centric SGjyde
and provides formal support for analysis and optimizatiborechip
communication architectures. In the low power domain thisug
investigates the following issues: network synthesis ,[48twork
routing [49], application mapping [50] and task schedulibgj], [52]

domain of both computer-aided design for low-power (autiona that minimize the system power consumption. These methogls a
of clock gating [30]) and power management policies in gaher applicable to an architecture consisting of a matrix ofstileach
Some of their main contributions are a theoretical framéwior the of which consisting of a processing element and a commuaitat
analysis and the optimization of power-management baseshah router.
down [31], a code compression scheme that significantlycedlu A design framework based on genetic algorithm is propos¢sdh
instruction memory power consumption [32] and a battergraw to optimize the computation and communication energy, amtiar-
power management policy [33]. rently determines the voltage islands for the NoC. The dlyor
In [34] the authors extend this work in the attempt to havautomatically performs tile mapping, routing path alldeaf link
an execution time conserving approach, for an MPEG decodifgeed assignment, voltage island partitioning and voltegéggnment
algorithm. In [35] the authors propose to scale down the VRhef simultaneously. [54] the execution of selected system corepts
processor pipeline in case one/multiple L2 miss(es) odeuf36] is managed (activated or delayed) in order to adapt the rayste
the authors exploit the fact that for some parts of a prograen tlevel current discharge profile to suit the battery's chtmastics.
memory accesses are on the critical path for performanoeeSor A path sensitive router architecture for low-latency aqiions is
those program parts the CPU computation is not on the dritiéh, introduced in [55] and a queuing-theory-based model fotuatig
it can be slowed down without introducing significant penfiance the performance and energy behaviour of networks based @m su
loss. The authors of [37] use IPC predictions to lower the F @ router is presented. Then they explore error detectioncanec-
the processor and to clock-gate the fetch stage. The régidea tion mechanisms that provide different energy-reliapiperformance
that frequent true data dependencies (which are at the dotieeo trade-offs and extend the model to support error protectremes.
IPC-prediction scheme) will cause the processor to stall[38] In [56] the authors describe a static algorithm which optsi the
the authors propose a combined task scheduling and SDRAM dafergy consumption of task communications in NoCs withagsit
allocation such that the number of SDRAM page hits is inadas scalable links. The proposed algorithm (based on a genetinu-

leading to better memory performance and power saving.

lation) globally explores the design space of NoC basedesyst

All these methods target non real-time workload, and jus¢ onncluding task assignment, tile mapping, routing pathcaltmn, task

group of authors, Choi et al. tackle soft real-time applars, looking
in more detail into the relation among the processor frequenaling
and the memory frequency scaling. An interesting fact taceois
that, besides Choi’s work, none of the existing methods ézeton-
time conserving and there is no indication that these metlcad be
performance conserving.

B. Computation and communication

In this section we present a brief list of methods that rechaveer
at NoC level. The typical methods to save power taking intmant
both communication and computation are:1) determine theark

scheduling and link speed assignment. The link power copsam
is dependent on the length of the link, determined at floaryping
stage. Subsequently, the authors in [57] propose a techiigokes
an existing floor-planner to generate an initial layout of tores.
This is followed by invocation of a low complexity algoriththat
generates the mesh based NoC architecture with compleiariaf
tion of the floor-plan.

A power and thermal routers management is proposed in [58].
They use distributed throttling and thermal correlatiosdshrouting
to tackle thermal emergencies.

C. Power and QoS

topology (the authors in [39] propose a simultaneous optition of

network topologies and wire styles for latency and poweuctidn) agement, we dedicate a special section to work presentirigoie

and 2) map applications on a NoC. mentioning the word QoS, even tough the QoS definition differ
Except the work in the group of Marculescu, several other afrom approach to approach and also from our understandinigy of

proaches are present [40], [41]. [42] is multi-objectivg@lexation of In [59] the authors solve the problem of allocating CPU tinmel a

the mapping space of a mesh-based network-on-chip artthiéec determining the voltage profile on a variable voltage systsuth

In [43] they expand previous mapping strategies by takin® inthat all the tasks QoS requirements are satisfied and thensyst

consideration the dynamic behaviour of the target appiinaand total energy consumption is minimized, given a set of ajgiins

thus potential contentions in the intercommunication & tores. each specifying its required amount of computation andisetime.

A method were the NoCs links are turned on and off in responJeir QoS metric is utility which is a given function depentle

to bursts and dips in traffic is presented in [44]. [45] dd=esia on the number of resources allocated to a task (a resource can

DVS of links for power optimization in NOCs. In [46] paralighg be CPU time, memory, disk bandwidth, and etc.) and the supply

As our research aims at combining QoS control with power man-

compiler techniques are used in order to direct run-timevoet
power optimization. DVS instructions extracted duringtistaom-
pilation orchestrate link voltage and frequency tranegidor power
savings during application runtime. A hardware on-line hagism
measures network congestion levels and adapts thesenefBlVS
settings to optimize network performance. All these meshack not
performance conserving.

ESLAB group at Linkopings University also takes into acdotire
energy spent by the communications links in [47].

voltage. An approach that minimizes buffer requirements emergy

such that QoS is guaranteed is presented in [60]. The two QoS

metrics used are latency (the time required to execute g task
synchronization constraints (the timing differences aghtasks). A
Pareto optimal solution representing the trade-off betwte two
objective functions is obtained. Rusu et al. introduce if] ggmethod
that maximizes the rewards assuming the VFS and a limitethgne
budget (battery like system). Their QoS metric is rewardictvhis
fixed and associated with each task. The problem they solte is



maximize total reward (not all tasks have to execute (adomsike
problem)), under timing and energy constraints. A similatmod is
presented in [62] where the utility under time deadlines andrgy
constraints is maximized. Real-time task adaptation ¢fascaling
down”, usually developed for fault-tolerance) and EDF skliag is
used. The QoS is measured by "utility” (known for each taskaath
VF level).

In [63] a combination of off-line analysis and runtime mamitg
is introduced, to obtain worst case bounds on the workloattlaen

Although a lot of different approaches are targeting commgletary
resources at same or different stages of design and opetiitime,
being globally energy-aware is not easy. There is no clehememt
and unified power management methodology or standard whiald ¢
become the basis for combining different approaches intgstes-
oriented framework. It is unclear what would be the influerde
one method combined with some other and if combination vell b
counter-productive or not. In future, with technology autves there
will be less space to play and an unified and global energyeawa

improving these bounds at runtime. The method offers har& Qapproach will be a necessity.

guarantees, while minimizing the energy. The QoS is consiti¢o
be preserved if the input buffers never overflow and if thecpssing
delay, does not exceed some specified value. Ruggiero etsaride
in [64] a technique to select the optimal number of (symrogtri
processing cores and their VF for a given workload, to mimémi
overall system power under application-dependent QoStizints.
In this case the QoS is represented by throughput.

IX. TEMPERATURE MANAGEMENT

A group led by Margaret Martonosi conducts research in teaipe
ture management [65], [66]. They propose various levelhout to
cope with the danger of overheating: (1) processor coréd (byeask
migration), (2) at thread scheduling level (schedule "egbthreads)
and (3) at processor pipeline (by restricting the amount rahth
speculation). In [58], also thermal management togethén power
routers management is proposed, utilizing distributedttting and
thermal correlation based routing to tackle thermal enresigs.

X. VARIABILITY AND RELIABILITY MANAGEMENT

Margaret Martonosi defines variability taxonomy and inigztes
program phase detection [67]. Variability is said to be ob tiypes:
(1) variability across different runs (same input datajataons due
to pipelines, caches, etc.), and (2) variability acrosfedkht datasets.

Tajana Simunic from University of California at San Diegarco
bines research of reliable and low power SoC design. Thdetdck
system architecture consists of a set of IPs connected biynerieon
chip. They propose several power-reliability managembtdthods
categorized as follows: simulation methodology to anahgdiability
of multi-core SoCs [68]; dynamic power management usinghimac
learning [69] and dynamic reliability and power managemgmt
systems [70], [71], [68].

A recent topic that ESLAB group at Linkopings University réa
investigating is combined energy and fault tolerance meamesnt
for applications implemented on NoC based architecturéerevthe
communication links may be faulty [72].

XIl. CONCLUSIONS

Power consumption is the most important challenge in desfgn
embedded systems. Long play-time duration and increasingoer
and quality of services that tethered and mobile devicesr afife just
some of the reasons for it. We envision that energy consomptill
dominate for number of years still and it is important for igasto
be generally energy-aware.

In this paper we presented a literature investigation of grow
and energy management with the general classification &rdift
approaches. Special attention is given to those targedimgperature
or reliability combined with power management. Most instireg
features were conservativeness with real-time deadlindseaergy
efficiency. We observed them from a system design persgedfiost
of them target embedded systems with some from general gsioce
field that could be applied as well.
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