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#### Abstract

In this paper, a novel complex chaotic system is constructed. The characteristics of new complex chaotic system are analyzed by symmetric, dissipative and stability, then dynamical performances studied using bifurcation diagram, Lyapunov exponent spectrum and complexity. On the basis of this, an image diffusion algorithm is proposed based on the model of law of gravity. Security performances of the proposed algorithm are researched through the key space, statistics, information entropy, noise attack. The experimental results illustrates that the novel complex chaotic system has abundant dynamical behaviors and large parameters range, the security analysis shows that the proposed image encryption algorithm possess higher security features. Therefore, the research will provide theoretical guidance and experimental basis for chaotic secure communication and information security.


INDEX TERMS Novel complex chaotic system, image diffusion, model of law of gravity.

## I. INTRODUCTION

At present, the research of chaos system mainly includes the most basic chaotic system model, the unknown parameter chaotic system, fractional-order chaotic system, time delay chaotic system, pulsed chaotic system and complex chaotic system model etc. Specially, the development of complex chaotic system started relatively late. In 1982, Fowler et al. [1], [2], [3] proposed Lorenz complex chaotic equations. Since then, the characteristics of complex chaotic systems have attracted the attention of scholars.

In recent years, the study of complex chaotic systems has been growing [4]-[15]. For example, Mahmoud et al. [4] presented a complex hyperchaotic Chen system and analyzed its dynamical performances. Dynamic characteristics and synchronization of complex Lorenz system is analyzed in [5]. Synchronization and control of hyperchaotic complex Lorenz systems were studied by Mahmoud and Mahmoud [6]. Luo et al. [7] analyzed the dynamic characteristics and synchronization algorithm of the fractional-order complex system. Liu and Zhang [8] proposed a synchronization algorithm of complex chaotic based on complex function projective. A new hyperchaotic complex Lü-like system based on

[^0]generalized combination complex synchronization algorithm was analyzed by Jiang and Liu [9]. Liu et al. [10] presented a synchronization of complex chaotic systems with uncertain complex parameters by adaptive complex modified projective. Based on the above research background, a new complex chaotic system is constructed in this paper and it is implemented in image encryption algorithm.

Image encryption is an important aspect of chaos application. Up to now, a variety of image encryption algorithms based on chaotic system are proposed [16]-[42]. Such as, A new image encryption algorithm by complex chaotic map was designed by Liu et al. [16]. Wang et al. [17] designed a novel color image encryption scheme based on two complex chaotic systems. Complex chaotic system was used to color image encryption schemes in [18], [19]. Chai et al. [21], [20] proposed image encryption algorithm through chaotic system and DNA. A new image encryption scheme based on chaotic map was presented by Wu et al. [22]. Zhu and Sun [23] analyzed and improved an image encryption algorithm by using chaotic mat map. Medical image encryption scheme through quantum chaotic was proposed in [24]. Zhang and Wang [25] introduced a novel image encryption algorithm through chaotic system and elliptical curve. An image encryption scheme based on 2D chaotic map and Hash function was studied in [26]. Wang and his research team proposed [27] a novel


FIGURE 1. Phase portraits of complex chaotic system: (a) $u_{2}-u_{4}$ plane; (b) $u_{2}-u_{5}$ plane; (c) $u_{4}-u_{5}$ plane.
fast image encryption scheme by chaotic system. In addition, there are some other image encryption algorithms. For instance, image encryption algorithm based on hash function diffusion operation in [28]. Wang et al. [29] described a new image encryption algorithm based on hash function and cyclic shift. An novel image encryption scheme through bit-level was presented in [30]. In view of the image encryption algorithm [27]-[30] has low security performances. Therefore, on the basis of above research background, in this paper, a new complex chaotic system is constructed, and propose a novel image diffusion algorithm based on complex chaotic system and the model of law of gravity.
The rest of this paper is organized as follows. Mathematical model of the novel complex chaotic system is constructed in section 2. In section 3, dynamical characteristics of the novel complex chaotic system are analyzed. In section 4, a new image diffusion algorithm based on complex chaotic and the model of law of gravity is given. Performances of the proposed algorithm are analyzed in section 5. Finally, some main conclusions are summarized in section 6.

## II. MATHEMATICAL MODEL OF THE NOVEL COMPLEX CHAOTIC SYSTEM

Recently, a new 4D chaotic system based on Sprott B system was proposed by Long and Mei [43]. The dynamical equation of new 4D chaotic system is

$$
\left\{\begin{array}{l}
\dot{x}=a(y-x)+w  \tag{1}\\
\dot{y}=x z \\
\dot{z}=b-x y \\
\dot{w}=-c w+x z,
\end{array}\right.
$$

when $a=4, b=9, c=5$, the new 4D system have four Lyapunov exponent, but only has a positive. Therefore, the system (1) is chaotic system.

In this paper, on the basis of the 4D chaotic system (1), a new complex chaotic system is obtained, and its forms are as follows:

$$
\left\{\begin{array}{l}
\dot{x}=a(y-x)+w  \tag{2}\\
\dot{y}=x z \\
\dot{z}=b-\frac{1}{2}(\bar{x} y+x \bar{y}) \\
\dot{w}=-c w+\frac{1}{2}(\bar{x} z+x \bar{z})
\end{array}\right.
$$

where $a, b$ and $c$ represent the system parameters. $x=u_{1}+i u_{2}$ and $y=u_{3}+i u_{4}$ are complex variable, $i$ is imaginary unit. $z=u_{5}$ and $w=u_{6}$ means real variable. The real form for the complex chaotic system (2) is obtained by separate the imaginary part from complex system. In this case, the system (2) is expressed as

$$
\left\{\begin{array}{l}
\dot{u}_{1}=a\left(u_{3}-u_{1}\right)+u_{6}  \tag{3}\\
\dot{u}_{2}=a\left(u_{4}-u_{2}\right) \\
\dot{u}_{3}=u_{1} u_{5} \\
\dot{u}_{4}=u_{2} u_{5} \\
\dot{u}_{5}=b-u_{1} u_{3}-u_{2} u_{4} \\
\dot{u}_{6}=-c u_{6}+u_{1} u_{5}
\end{array}\right.
$$

where $a, b$ and $c$ represent the system parameters. $u_{1} \ldots u_{6}$ are state variable.

Setting the system parameters $a=4, b=9, c=5$, initial values $x=1+i, y=1+i, z=1$ and $w=1$. The phase portraits of complex chaotic system (3) through means of the numerical simulation are shown in Fig. 1. The Lyapunov exponents are obtained through Wolf method, here, $L_{1}=0.5264, L_{2}=0, L_{3}=-0.0903, L_{4}=-3.9910$, $L_{5}=-4.4889, L_{6}=-4.9593$. In addition, the Lyapunov dimension of the system is $D_{L}=4.8341$. Therefore the system is chaotic.

## III. CHARACTERISTIC ANALYSIS OF THE NOVEL COMPLEX CHAOTIC SYSTEM <br> A. SYMMETRY AND INVARIANCE

The system (3) is symmetric and invariant under transformation $\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, u_{6}\right) \rightarrow\left(-u_{1},-u_{2},-u_{3},-u_{4}\right.$, $u_{5},-u_{6}$ ). Therefore, the system (3) is symmetric about $u_{5}$-axis. In addition, the symmetry is true for all system parameters $a, b$ and $c$.

## B. DISSIPATION

According to system (3), we get
$\nabla V=\frac{\partial \dot{u}_{1}}{u_{1}}+\frac{\partial \dot{u}_{2}}{u_{2}}+\frac{\partial \dot{u}_{3}}{u_{3}}+\frac{\partial \dot{u}_{4}}{u_{4}}+\frac{\partial \dot{u}_{5}}{u_{5}}+\frac{\partial \dot{u}_{6}}{u_{6}}=-2 a-c$

Hence, when system parameter $a>0$ and $c>0$, the system is dissipative.

## C. EQUILIBRIUM AND STABILITY

Setting $a\left(u_{3}-u_{1}\right)+u_{6}=0, a\left(u_{4}-u_{2}\right)=0, u_{5} u_{1}=0, u_{5} u_{2}=0$, $b-u_{1} u_{3}-u_{4} u_{2}=0,-c u_{6}+u_{5} u_{1}=0$. The equilibrium points of system (3) is

$$
\left\{\begin{array}{l}
E_{1,2}=\left(\alpha, \pm \sqrt{-\alpha^{2}+b}, \alpha, \pm \sqrt{-\alpha^{2}+b}, 0,0\right)  \tag{5}\\
E_{3,4}=( \pm \sqrt{b}, 0, \pm \sqrt{b}, 0,0,0) \\
E_{5,6}=(0, \pm \sqrt{b}, 0, \pm \sqrt{b}, 0,0)
\end{array}\right.
$$

where $\alpha$ is any real number. Hence, the system (3) has an infinite of equilibrium points. The system (3) is linearized near the equilibrium points, and then Jacobian matrix of system (3) is obtained as

$$
J=\left[\begin{array}{cccccc}
-a & 0 & a & 0 & 0 & 1  \tag{6}\\
0 & -a & 0 & a & 0 & 0 \\
u_{5} & 0 & 0 & 0 & u_{1} & 0 \\
0 & u_{5} & 0 & 0 & u_{2} & 0 \\
-u_{3} & -u_{4} & -u_{1} & -u_{2} & 0 & 0 \\
u_{5} & 0 & 0 & 0 & u_{1} & -c
\end{array}\right]
$$

For the equilibrium point $E_{1}$, the corresponding Jacobian matrix $J\left(E_{1}\right)$ is

$$
\begin{align*}
& J\left(E_{1}\right) \\
& =\left[\begin{array}{cccccc}
-a & 0 & a & 0 & 0 & 1 \\
0 & -a & 0 & a & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha & 0 \\
0 & 0 & 0 & 0 & \sqrt{-\alpha^{2}+b} & 0 \\
-\alpha & -\sqrt{-\alpha^{2}+b} & -\alpha & -\sqrt{-\alpha^{2}+b} & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha & -c
\end{array}\right] \tag{7}
\end{align*}
$$

Eq. (7) parameters are assumed $\alpha=2, a=4, b=9$, $c=5$. The eigenvalues are obtained by calculation, here, $\lambda_{1}=0.3593+2.8977 i, \lambda_{2}=-0.3593-2.8977 i$, $\lambda_{3}=-5.2545, \lambda_{4}=-4, \lambda_{5}=-4.4663, \lambda_{6}=0$.

The corresponding Jacobian matrix $J\left(E_{2}\right)$ of the equilibrium point $E_{2}$ as

$$
\begin{align*}
& J\left(E_{2}\right) \\
& =\left[\begin{array}{cccccc}
-a & 0 & a & 0 & 0 & 1 \\
0 & -a & 0 & a & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha & 0 \\
0 & 0 & 0 & 0 & -\sqrt{-\alpha^{2}+b} & 0 \\
-\alpha & \sqrt{-\alpha^{2}+b} & -\alpha & \sqrt{-\alpha^{2}+b} & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha & -c
\end{array}\right] \tag{8}
\end{align*}
$$

Setting Eq. (8) parameters $\alpha=2, a=4, b=9, c=5$. The eigenvalues are $\lambda_{1}=0.5120+3.7854 i, \lambda_{2}=-0.5120-$ $3.7854 i, \lambda_{3}=-5.6890, \lambda_{4}=-4, \lambda_{5}=-4.3430, \lambda_{6}=0$.

For the equilibrium point $E_{3}$, the corresponding Jacobian matrix $J\left(E_{3}\right)$ is expressed by

$$
J\left(E_{3}\right)=\left[\begin{array}{cccccc}
-a & 0 & a & 0 & 0 & 1  \tag{9}\\
0 & -a & 0 & a & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{b} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-\sqrt{b} & 0 & -\sqrt{b} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{b} & -c
\end{array}\right]
$$

For the Eq. (9), when $a=4, b=9, c=5$. The eigenvalues are obtained by calculation, here $\lambda_{1}=0.5+3.8406 i$, $\lambda_{2}=0.5-3.8406 i, \lambda_{3}=-6, \lambda_{4}=-4, \lambda_{5}=-4, \lambda_{6}=0$.

Similarly, Jacobian matrix $J\left(E_{4}\right)$ of the equilibrium point $E_{4}$ is

$$
J\left(E_{4}\right)=\left[\begin{array}{cccccc}
-a & 0 & a & 0 & 0 & 1  \tag{10}\\
0 & -a & 0 & a & 0 & 0 \\
0 & 0 & 0 & 0 & -\sqrt{b} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\sqrt{b} & 0 & \sqrt{b} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\sqrt{b} & -c
\end{array}\right]
$$

Assumption $a=4, b=9, c=5$. Get the eigenvalues are $\lambda_{1}=0.5+3.8406 i, \lambda_{2}=0.5-3.8406 i, \lambda_{3}=-6, \lambda_{4}=-4$, $\lambda_{5}=-4, \lambda_{6}=0$.

For the equilibrium point $E_{5}$, the corresponding Jacobian matrix $J\left(E_{5}\right)$ as

$$
J\left(E_{5}\right)=\left[\begin{array}{cccccc}
-a & 0 & a & 0 & 0 & 1  \tag{11}\\
0 & -a & 0 & a & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{b} & 0 \\
0 & -\sqrt{b} & 0 & -\sqrt{b} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -c
\end{array}\right]
$$

In the same way $a=4, b=9, c=5$. The eigenvalues are obtained by calculation, where $\lambda_{1}=0.5225+3.7415 i$, $\lambda_{2}=0.5225-3.7415 i, \lambda_{3}=-5.0049, \lambda_{4}=-4, \lambda_{5}=0$, $\lambda_{6}=-5$.

The corresponding Jacobian matrix $J\left(E_{6}\right)$ of the equilibrium point $E_{6}$ is expressed by

$$
J\left(E_{6}\right)=\left[\begin{array}{cccccc}
-a & 0 & a & 0 & 0 & 1  \tag{12}\\
0 & -a & 0 & a & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\sqrt{b} & 0 \\
0 & \sqrt{b} & 0 & \sqrt{b} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -c
\end{array}\right]
$$

Jacobian matrix $J\left(E_{6}\right)$ parameters $a=4, b=9, c=5$. The corresponding eigenvalues are $\lambda_{1}=0.5225+3.7415 i$, $\lambda_{2}=0.5225-3.7415 i, \lambda_{3}=-5.0049, \lambda_{4}=-4, \lambda_{5}=0$, $\lambda_{6}=-5$.

Therefore, the system (6) for all the equilibrium points is unstable under $a=4, b=9, c=5$ by the above analysis.


FIGURE 2. Bifurcation diagrams with different parameters: (a) $b=9, c=5, a \in[0,6]$; (b) $a=4, c=5, b \in[7,15]$; (c) $b=9, a=4, c \in[0,9]$.


FIGURE 3. Lyapunov exponent spectrums with different parameters: (a) $b=9, c=5, a \in[0,6]$; (b) $a=4, c=5$, $b \in[7,15]$; (c) $b=9, a=4, c \in[0,9]$.

## IV. DYNAMICAL ANALYSIS OF THE NOVEL COMPLEX CHAOTIC SYSTEM

According to characteristic analysis of the novel complex chaotic system in section III, we can see that the system has abundant dynamic performances. To further study the nonlinear dynamic characteristics of the system, the bifurcation diagrams, Lyapunov exponent spectrums and complexity under different parameters are analyzed.

## A. BIFURCATION DIAGRAM AND LYAPUNOV EXPONENT SPECTRUM ANALYSIS

Fix the parameters $b=9, c=5$, make the parameter $a \in[0,6]$, the time step is 0.01 s , the maximum simulation time is 200 , and the initial value of the new system are $\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, u_{6}\right)=(1,1,1,1,1,1)$. In this case, the bifurcation diagram and Lyapunov exponent spectrum are shown in Fig. 2(a) and Fig. 3(a). Setting $a=4$, $b \in[7,15]$, and keeping other parameter values, and the corresponding of bifurcation diagram and Lyapunov exponent spectrum are demonstrated in Fig. 2(b) and Fig. 3(b). Moreover, setting $b=9, c \in[0,9]$, and keeping other parameter values, then the corresponding bifurcation diagrams and Lyapunov exponent spectrums are shown in Fig. 2(c) and Fig. 3(c). The dynamical performances of the system (3) with different parameter values are listed in Table. 1. Obviously, dynamical characteristics of the novel system are rich.

## B. COMPLEXITY ANALYSIS

Complexity is an important index to measure the randomness of signal sequences. Generally speaking, the bigger the sequence complexity value is, the better the randomness of the sequence is. For the complexity of chaotic system refers to adopting the correlation algorithm to measure the degree of chaos sequence approaching random sequence. The higher the complexity value is, the closer the sequence is to random sequence, and the higher the corresponding security is. Complexity of chaotic sequence includes the behavioral complexity and structural complexity. In this section, complexity of the novel complex chaotic system is analyzed by Spectral Entropy (SE), Lempl-Ziv (LZ) behavioral complexity and C0 structural complexity algorithms. On the basis of the above system parameter values and initial values, the complexity of system (3) for the system parameter $a, b$ and $c$ are shown in Fig. 4, Fig. 5 and Fig. 6. The system is period state when complexity value relatively small. The system is chaotic when complexity value bigger. Therefore, the results of complexity analysis illustrates that the complexity value corresponds exactly to the randomness of the system.

Furthermore, chaos diagrams of complex chaotic system (3) are studied. Set the parameters $b=9, a \in$ $[0,6], c \in[0,9], b \in[7,15], a=4, c \in[0,9], b \in[7,15]$, $a \in[0,6], c=4$, respectively, and then chaos diagrams based on complex are obtained in Fig. 7, Fig. 8 and Fig. 9. The color degree of chaos diagrams represent the complexity degree of chaotic system under parameter rang. Deep color

TABLE 1. Dynamical characteristics of system (3) for different system parameter values.



FIGURE 4. Complexity for parameter $b=9, c=5, a \in[0,6]$ : (a) SE complexity; (b) CO complexity; (c) LZ complexity.


FIGURE 5. Complexity for parameter $a=4, c=5, b \in[7,15]$ : (a) SE complexity; (b) CO complexity; (c) LZ complexity.
means the system has high complexity value, and the random performance is good. On the contrary, light color means the random performance is poor. The chaotic diagrams illustrate
that the chaotic parameters of complex chaos are in a large range, which shows that the new chaotic system is more suit for secure communication application.


FIGURE 6. Complexity for parameter $b=9, a=4, c \in[0,9]$ : (a) SE complexity; (b) CO complexity; (c) LZ complexity.


FIGURE 7. System parameter $b=9, a \in[0,6], c \in[0,9]$ : (a) SE complexity; (b) CO complexity; (c) LZ complexity.


FIGURE 8. System parameter $b \in[7,15], a=4, c \in[0,9]$ : (a) SE complexity; (b) CO complexity; (c) LZ complexity.

## C. RANDOM ANALYSIS OF SEQUENCE

To quantitatively determine the pseudo-randomness of the sequence generated by the new complex chaotic system, by using NIST test to test the random of sequence.

Chaotic digital sequences are obtained by four-order Runge-Kutta method and integer redundancy. Setting $a=4, b=9, c=5, u_{1}(0)=u_{2}(0)=u_{3}(0)=$ $u_{4}(0)=u_{5}(0)=u_{6}(0)=1$, to getting the two hundred million values. In addition, each value is quantized based on integer redundancy, and convert the integer into an 8-bit binary numbers, get chaotic binary sequence. Then binary sequence is tested through NIST test. The test was
conducted by STS (Statistical Test Suite) Test package, the STS is proposed through the national bureau of technology and standards of America. It has 15 indicators to test the performance of pseudo-random sequences, and 2 performance indicators ( $P$ VALUE values, passing rate of PROPOTION) are used to evaluate the sequence.
$P$-VALUE value reflect the characteristic of uniform distribution of sequence, it is calculated by

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{10} \frac{\left(F_{i}-0.1 n\right)^{2}}{0.1 n} \tag{13}
\end{equation*}
$$



FIGURE 9. System parameter $b \in[7,15], a \in[0,6], c=4$ : (a) SE complexity; (b) CO complexity; (c) LZ complexity.

TABLE 2. Test results of NIST test.

| Statistical Test | Complex system |  | Ref [42] 2D-LICM |  | Ref [29] PWLCM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | P-VALUE | PROPORTION | P-VALUE | PROPORTION | P-VALUE | PROPORTION |
| Frequency | 0.83679 | 0.98 | 0.81679 | 0.97 | 0.73679 | 1 |
| Block Frequency | 0.77596 | 0.99 | 0.87596 | 1 | 0.72561 | 0.97 |
| Cumulative Sums | 0.68987 | 0.99 | 0.48987 | 0.98 | 0.742987 | 0.98 |
| Runs | 0.32879 | 0.98 | 0.12879 | 0.97 | 0.22586 | 0.98 |
| Longest Run | 0.52678 | 0.99 | 0.62678 | 1 | 0.49312 | 0.97 |
| Rank | 0.25873 | 0.99 | 0.35873 | 0.97 | 0.19456 | 1 |
| FFT | 0.35798 | 1 | 0.31798 | 0.98 | 0.45798 | 0.98 |
| Non Overlapping Template | 0.12475 | 0.98 | 0.22475 | 0.97 | 0.19475 | 0.97 |
| Overlapping Template | 0.68974 | 0.99 | 0.58974 | 1 | 0.49897 | 0.99 |
| Universal | 0.89471 | 1 | 0.81471 | 0.97 | 0.79471 | 1 |
| Approximate Entropy | 0.32841 | 0.98 | 0.36841 | 0.97 | 0.19841 | 0.97 |
| Random Excursions | 0.01589 | 0.99 | 0.01989 | 0.98 | 0.05589 | 1 |
| Random Excursion Variant | 0.01356 | 0.98 | 0.11356 | 0.98 | 0.01356 | 0.97 |
| Serial | 0.00710 | 1 | 0.10710 | 1 | 0.00910 | 0.97 |
| Linear Complexity | 0.57895 | 0.99 | 0.37895 | 0.99 | 0.52395 | 0.98 |

where $F_{i}$ represent the number of $P$-VALUE value in $[0.1(i-1), 0.1 i], n$ means the number of groups.

$$
\begin{equation*}
P-\text { VALUE }=\operatorname{igamc}\left(4.5, \frac{\chi^{2}}{2}\right) \tag{14}
\end{equation*}
$$

where igamc is a high-priced incomplete gamma function. When $P$-VALUE more than 0.0001 , the sequence is uniform distribution.

Passing rate of PROPOTION is mainly the percentage of test sequences passed, the confidence interval passed by the test is

$$
\begin{equation*}
1-\alpha \pm \sqrt{\alpha(1-\alpha) / n} \tag{15}
\end{equation*}
$$

where significant level $\alpha$ is 0.01 , group test $n \geq 1000$.
Based on windows platform, the data of new complex system, Ref [42] 2D-LICM chaotic map and Ref [29]

PWLCM were respectively divided into 5000 groups, and the each group is $2 \times 10^{4}$ bit, then the corresponding of test result is shown in Table. 2. It indicates that sequence of new complex chaotic has better randomness, which can be used for chaotic encryption.

## V. APPLICATION OF THE NOVEL COMPLEX CHAOTIC SYSTEM IN IMAGE DIFFUSION

According to above dynamic performance of new complex chaotic system, in this section, we propose an image diffusion algorithm based on the complex chaotic system and the model of law of gravity.

## A. THE LAW OF GRAVITY

As everyone knows, any two objects in nature have an attracted, the force of gravity with the product of the masses


FIGURE 10. Sketch map of image in the XOY plane.
of two between objects is direct ratio, but with the distance squared of two between objects is inverse ratio. The relationship between them can be expressed as

$$
\begin{equation*}
F=G \frac{m_{1} m_{2}}{r^{2}} \tag{16}
\end{equation*}
$$

where $m_{1}$ and $m_{2}$ represent the mass of two particles, $r$ is distance between two particles, $G$ means that gravity constant.

## B. PRINCIPLE OF DIFFUSION ALGORITHM BASED ON THE MODEL OF LAW OF GRAVITY

Image $I(M \times N)$ can be viewed as $M \times N$ particles located in the same plane in space, assumption, there is a unit particle out of this plane, then the unit particle must exert gravity on $M \times N$ particles in the plane, on the basis of this gravity, the image pixel values are changed. For simplicity, the XOY plane of image as shown in Fig. 10.

Assumption,

$$
\begin{equation*}
C_{i j}=\left[g \frac{m_{i j}}{(x-i)^{2}+(y-j)^{2}+z^{2}}\right] \bmod 256 \oplus I_{i j} \tag{17}
\end{equation*}
$$

where $m$ is mass of unit particle (in order to facilitate the calculation, setting $m=1$ ). $(x, y, z)$ represent the coordinate of unit particle in space plane, here, $z \neq 0$, therefore, $(x-i)^{2}+(y-j)^{2}+z^{2}>0$, setting $x$ and $y$ are any value. $m_{i j}$ is quality of image in row $i$, column $j, g$ means that gravity constant and has a larger value. $I_{i j}$ represent the pixel value of original in row $i$, column $j, C_{i j}$ means changed pixel value, [] is rounding operation, mod represent modulus operation, $\oplus$ is XOR operation.

## C. THE PROPOSED DIFFUSION ALGORITHM BASED ON THE MODEL OF LAW OF GRAVITY

In this paper, the proposed image diffusion algorithm based on complex chaotic system and the model of law of gravity is shown in Fig. 11, and the corresponding steps are in detail described as follows.

Step1 Inputting an image $I(M \times N)$.
Step2 To meet the diffusion requirements, the continuous chaotic system need to be discretize. Therefore, complex chaotic is discretized based on four-order Runge-Kutta method.

Step3 On the basis of four-order Runge-Kutta method, setting system parameter and initial values, the system (3) is


FIGURE 11. Flow chart of diffusion algorithm.
iterated $(M \times N)$ times, and then six chaotic sequences with the length of $(M \times N)$ are obtained.

Step4 Three chaotic sequences $x, y$ and $z$ are randomly selected from six chaotic sequences, and then, three random numbers $X, Y, Z$ are obtained through

$$
\left\{\begin{array}{l}
X=\left(\sum_{i=1}^{M \times N} \mid \text { floor }\left(x_{i}\right) \mid\right) /(M \times N)  \tag{18}\\
Y=\left(\sum_{i=1}^{M \times N} \mid \text { floor }\left(y_{i}\right) \mid\right) /(M \times N) \\
Z=\left(\sum_{i=1}^{M \times N} \mid \text { floor }\left(z_{i}\right) \mid\right) /(M \times N) .
\end{array}\right.
$$

Step5 Based on the Principle of diffusion algorithm and the model of law of gravity in section V.B, the image pixels are diffused through Eq. (17), here, fix the $m_{i j}$ follows the $m_{i j}=X i+Y j+Z$ distribution in $X O Y$ plane and $X, Y, Z$ are obtained in step 4.

Step6 Finally, the diffused image $C$ is obtained.
Regression algorithm is the same as the encryption algorithm, the diffused image $C$ is been as input, the recovered image $P$ is obtained by

$$
\begin{equation*}
P_{i j}=\left[g \frac{m m_{i j}}{(x-i)^{2}+(y-j)^{2}+z^{2}}\right] \bmod 256 \oplus C_{i j} . \tag{19}
\end{equation*}
$$

## D. SIMULATION RESULTS

To verify the proposed algorithm, the experiments are implemented by MATLAB 2014a. The size of $256 \times 256$ Lena, finger, brain, camera, couple, flower, girl, fruits and fingerprint images are used to algorithm test. Setting the secret key: complex chaotic parameter $a=4, b=9, c=5$, $x=1+i, y=1+i, z=1$ and $w=1$, gravity constant $g=3 \times 10^{8}$. Lena and camera images are illustrated in Fig. 12. As we can see, diffused image is noise-like image, which shows that the original image information is well hidden through the proposed image diffusion algorithm. In addition, recovered image is same as original image, which means that the proposed algorithm can effectively recover hidden image information.

## VI. PERFORMANCES ANALYSIS

## A. KEY SPACE

Key space refers to collection of all secret key. A good image cipher system should be has enough large key space, so that it can effectively resist brute force attacks. The key model of the proposed algorithm is complex chaotic system


FIGURE 12. Simulation results: (a) Original Lena image; (b) Diffused Lena image; (c) Recovered Lena image; (d) Original camera image; (f) Diffused camera image; (f) Recovered camera image.
parameters $a, b, c$, initial values $u_{10}, u_{20}, u_{30}, u_{40}, u_{50}, u_{60}$ in complex chaotic system real form, gravity constant $g$. The key space obtained by calculation is $2^{366}$ much larger than $2^{100}$ [44] when the computational accuracy is 11 decimal places. Therefore, the proposed new image algorithm has larger key space and can prevent the brute force attacks.

## B. KEY SENSITIVITY

To test the key sensitivity of the proposed algorithm, Setting the secret key $a=4, b=9, c=5, x=1+i 1$, $y=1+i 1, z=1, w=1, g=3 \times 10^{8}$, then the proposed algorithm is used to encrypt Lena image. Then secret key $a, b$ and g are changed $10^{-11}$ respectively, then according to decryption algorithm the corresponding encrypted image are recovered, the results are shown in Fig.13. It can be seen that even if the key is slightly changed, the cipher image cannot be decrypted correctly. In addition, the decrypted image is entirely different from the original image. What's more, the experiment changed other keys of the key group to test and got similar results. Therefore, the key of the proposed algorithm is sufficiently sensitive.

## C. STATISTIC ANALYSIS

1) HISTOGRAM

Histogram is an important method for analyze statistic. In this test, histograms of original and encrypted images are obtained by experimental numerical simulation as shown in Fig. 14. It shows that the distribution range and number of pixel values in the plaintext image histogram are not uniform, which means that the information of original image is vulnerable
to statistical attacks. On the contrary, the original image is encrypted by the proposed algorithm, then its pixel values are evenly distributed within the range of 0-250 and the occurrence probability of each pixel value is basically the same, which shows that the statistical characteristics of plaintext pixels have been fundamentally changed. In addition, it can be judged that the proposed algorithm can effectively resist attacks based on statistical analysis.

## 2) CORRELATION COEFFICIENTS

Correlation between adjacent pixels means that an important method for statistical analysis. The Image cipher system can be cracked by statistical analysis when correlation coefficient between adjacent pixels is high. Therefore, the proposed algorithm needs to be able to reduce the correlation between adjacent pixels. In this test, correlation coefficients between adjacent pixels are calculated by

$$
\begin{equation*}
r_{x y}=\frac{\operatorname{cov}(x, y)}{\sqrt{D(x) D(y)}} \tag{20}
\end{equation*}
$$

where, $\operatorname{cov}(x, y)$ means the covariance of $x$ and $y, D(x)$ and $D(y)$ are variance of $x$ and $y$. In addition, the mathematical expectation $E(x), \operatorname{cov}(x, y), D(x)$ and $D(y)$ are calculated by

$$
\begin{align*}
\operatorname{cov}(x, y) & =E\{[x-E(x)][y-E(y)]\},  \tag{21}\\
E(x) & =\frac{1}{M} \sum_{i=1}^{M} x_{i}  \tag{22}\\
D(x) & =\frac{1}{M} \sum_{i=1}^{M}\left[x_{i}-E(x)\right]^{2} \tag{23}
\end{align*}
$$



FIGURE 13. Decryption results: (a) $a+10-11$; (b) $b+10-11$; (c) $g+10-11$; (d) $x+10-11$; (e) $y+10-11$; (f) $z+10-11$.


FIGURE 14. Histograms: (a) Original Lena image; (b) Diffused Lena image; (c) Recovered Lena image; (d) Original camera image; (e) Diffused camera image; (f) Recovered camera image.
where $M$ represent the overall pixels of the image. 2000 sets of pixel points of the original Lena image and the encrypted Lena image were selected from the horizontal, vertical and diagonal directions respectively, and then the
relationship between the gray values of the adjacent pixels are shown as Fig. 15. As can be seen from Fig. 15, the gray value of adjacent pixels of plaintext image is distributed around $y=x$ in horizontal, vertical and diagonal directions.


FIGURE 15. Distribution of pixel values between adjacent pixels, (a) horizontal direction of plaintext Lena image, (b) vertical direction of plaintext Lena image, (c) diagonal direction of plaintext Lena image, (d) horizontal direction of ciphertext Lena image, (e) vertical direction of ciphertext Lena image, (d) diagonal direction of ciphertext Lena image.

TABLE 3. Correlation coefficients of images.

| Directions | finger | Lena | brain | camera | couple | flower | girl | fruits | fingerprint |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Horizontal | -0.0054 | 0.0004 | -0.0009 | 0.0078 | -0.0018 | -0.0020 | 0.0028 | -0.0007 | -0.0037 |
| Vertical | 0.0008 | -0.0048 | -0.0022 | -0.0047 | 0.0010 | -0.0008 | -0.0023 | -0.0504 | 0.0069 |
| Diagonal | -0.0019 | 0.0022 | -0.0039 | 0.0015 | 0.0017 | 0.0013 | -0.0002 | -0.0201 | -0.0105 |

TABLE 4. Correlation coefficients of lena image with different algorithms.
$\begin{array}{cccccccccc}\hline \text { Directions } & \text { Plaintext image } & \text { Our algorithm } & \text { Ref [27] } & \text { Ref [28] } & \text { Ref [29] } & \operatorname{Ref}[30] & \operatorname{Ref}[39] & \text { Ref [40] } & \text { Ref [41] }\end{array}$ Ref [42] $]$

While the gray value of adjacent pixels of the encrypted image is randomly distributed between 0 and 250. It indicates that the proposed algorithm can effectively reduce correlation of adjacent pixels.

The correlation coefficient values of horizontal, vertical and diagonal directions of the original images and encrypted images are listed Table 3. The results of comparison with the correlation coefficients of Lena images in other literatures are shown in Table 4. Obviously, the horizontal, vertical and diagonal correlation of adjacent pixels in original Lena image
are all greater than 0.9 , the correlation degree of adjacent pixels is high. But the correlation of adjacent pixels in the encrypted image by the proposed algorithm is close to 0 . This will be further illustrates that the proposed algorithm can effectively reduce correlation of adjacent pixels.

## D. INFORMATION ENTROPY

Information entropy refer to reflect randomness of image information, in a general way, the greater the information entropy, the greater the uncertainty. Information entropy

TABLE 5. Information entropy, NPCR and UACI of encrypted images.

| Figures | finger | Lena | brain | camera | couple | flower | girl | fruits | fingerprint |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Entropy | 7.9971 | 7.9974 | 7.9969 | 7.9970 | 7.9974 | 7.9973 | 7.9972 | 7.9971 | 7.9972 |

TABLE 6. Information entropy of encrypted images.

| Algorithms | Our algorithm | Ref [27] | Ref [28] | Ref [29] | Ref [30] | Ref [39] | Ref [40] | Ref [42] |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: | ---: |
| Entropy | 7.9974 | 7.9982 | 7.9974 | 7.9971 | 7.9972 | 7.9978 | 7.9971 | 7.9973 |

TABLE 7. NPCR of encrypted images.

| Images | $N P C R(\%)$ |  | $N P C R$ Critical Value |
| :---: | :---: | :---: | :---: |
|  |  | $N P C R^{*} 0.05=99.58$ | $N P C R * 0.01=99.57$ |
| finger | 99.61 | Pass | Pass |
| Lena | 99.62 | Pass | Pass |
| brain | 99.60 | Pass | Pass |
| camera | 99.59 | Pass | Pass |
| couple | 99.61 | Pass | Pass |
| flower | 99.58 | Pass | Pass |
| girl | 99.61 | Pass | Pass |
| fruits | 99.61 | Pass | Pass |
| Pass | Pass |  |  |
| fingerprint | 99.60 | Pass | Pass |

usually can be calculated by

$$
\begin{equation*}
H(m)=\sum_{i=0}^{L-1} p\left(m_{i}\right) \log \frac{1}{p\left(m_{i}\right)} \tag{24}
\end{equation*}
$$

where $p\left(m_{i}\right)$ means the probability that the state $m_{i}$ might occur, and $L$ represent the number of all state $m_{i}$. For the 256 gray-level images $i=2^{8}$, so the ideal value of information entropy is 8 .

According to the Eq. (24), information entropy of different image diffusion after is listed in Table. 5. The information entropy compared results with algorithms [27]-[30], [39], [40], [42] are shown in Table. 6. As we can see that information entropy of image diffusion after is more than 7.997, which is close to ideal value. Therefore, the diffused image can be approximated as a random image. The comparison shows that the proposed algorithm is better than most exiting algorithms, which illustrates that the algorithm more conducive to image encryption to improve security.

## E. DIFFERENTIAL ATTACK ANALYSIS

Differential attack refers to sensitivity of ciphertext to plaintext. In generally, number of pixels change rate (NPCR) and unified average changing intensity (UACI) are used to test
differential attack. The computational formula is defined as

$$
\left\{\begin{array}{l}
N P C R=\frac{\sum_{i=1}^{M} \sum_{j=1}^{N} D(i, j)}{M \times N} \times 100 \%  \tag{25}\\
U A C I=\frac{\sum_{i=1}^{M} \sum_{j=1}^{N} \frac{\left|C_{1}(i, j)-C_{2}(i, j)\right|}{256}}{M \times N} \times 100 \%
\end{array}\right.
$$

where $M$ and $N$ respectively represent the number of rows and columns of the image. $C_{1}(i, j)$ and $C_{2}(i, j)$ means pixel value of point $(i, j)$ for two encrypted images. $D(i, j)$ is

$$
D(i, j)= \begin{cases}1, & C_{1}(i, j) \neq C_{2}(i, j)  \tag{26}\\ 0, & C_{1}(i, j) \neq C_{2}(i, j)\end{cases}
$$

The idea value of $N P C R$ and $U A C I$ are

$$
\left\{\begin{array}{l}
N P C R_{E}=\left(1-2^{-n}\right) \times 100 \%  \tag{27}\\
U A C I_{E}=\frac{1}{2^{2 n}} \frac{\sum_{i=1}^{2^{n}-1} i(i+1)}{2^{2 n}-1} \times 100 \%
\end{array}\right.
$$

where $n$ is image color bit depth, for the gray image of 8 bit, the idea value of NPCR and UACI are 0.9961 and 0.3346 .

In this experiment test, based on Eq. (26) and Eq. (27), the NPCR and UACI of different image is calculated as Table. 7 and 8. In addition, according to Ref [45, 46], the critical values based on $5 \%, 1 \%$ and $0.1 \%$ significance are

TABLE 8. UACI of encrypted images.

| Images | $U A C I(\%)$ | $U A C I$ Critical Value |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $U A C I *-0.05=33.41$ | $U A C I^{*}-0.01=33.40$ | $U A C I^{*}-0.001=33.39$ |
|  |  | $U A C I^{*}+0.05=33.52$ | $U A C I^{*}+0.01=33.51$ | $U A C I^{*}+0.001=33.50$ |
| finger | 33.50 | Pass | Pass | Pass |
| Lena | 33.50 | Pass | Pass | Pass |
| brain | 33.43 | Pass | Pass | Pass |
| camera | 33.42 | Pass | Pass | Pass |
| couple | 33.48 | Pass | Pass | Pass |
| flower | 33.45 | Pass | Pass | Pass |
| girl | 33.47 | Pass | Pass | Pass |
| fruits | 33.41 | Pass | Pass | Pass |
| fingerprint | 33.42 | Pass | Pass | Pass |

TABLE 9. NPCR and UACI of different algorithms.

| Algorithms | $N P C R(\%)$ | $U A C I(\%)$ |
| :---: | :---: | :---: |
| Ref [27] | 99.61 | 33.46 |
| Ref [28] | 99.61 | 33.46 |
| Ref [29] | 99.60 | 33.47 |
| Ref [30] | 99.62 | 33.49 |
| Ref [39] | 99.58 | 33.36 |
| Ref [40] | 99.58 | 33.25 |
| Ref [42] | 99.60 | 33.45 |
| Our algorithm | 99.62 | 33.50 |

calculated. What's more, the comparison results of algorithms [27]-[30], [39], [40], [42] are listed in Table. 9. The results indicate that the proposed algorithm can resist differential attack.

## F. NOISE ATTACK ANALYSIS

Since the information is easily affected by various noises such as Gaussian noise and Salt \& Pepper noise in the process of transmission, it is necessary to analyze the algorithm's ability to against the noise. In this test, the Gaussian noise and Salt \& Pepper noise are used to noise test.

Gaussian noise is mathematically easy to deal with and is the most commonly used noise model in practice. Its probability density function is

$$
\begin{equation*}
p(z)=\frac{1}{\sqrt{2 \pi \sigma}} e^{-\left(z-z_{1}\right)^{2} / z \sigma^{2}} \tag{28}
\end{equation*}
$$

where $z$ represent the grey value, $z_{1}$ is the average value of $z$, $\sigma$ means the standard deviation of $z, \sigma^{2}$ is the variance of $z$.

TABLE 10. Speed Analysis of different algorithms.

| Our algorithm | Ref [39] | $\operatorname{Ref}[40]$ | $\operatorname{Ref}[41]$ | $\operatorname{Ref}[42]$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.02279 | 0.028 | 0.175 | 0.77796 | 0.32432 |

The probability density function of Salt \& Pepper noise is expressed by

$$
p(z)=\left\{\begin{array}{l}
P_{a}(z=a)  \tag{29}\\
P_{b}(z=b) \\
0(\text { other })
\end{array}\right.
$$

If $b>a$, the grayscale value $b$ will appear as a bright spot in the image, whereas the value of $a$ will appear as a dark spot. If $P_{a}$ is 0 , or $P_{b}$ is 0 , the impulse noise is called unipolar pulse. If $P_{a}$ and $P_{b}$ are not 0 , especially if they are approximately equal, the impulse noise values will be similar to Salt \& Pepper dust particles randomly distributed on the image. For this reason, bipolar impulse noise is also known as salt-pepper noise. At the same time, they are sometimes referred to as scattershot and spike noise.

Based on the principle of Gaussian noise and Salt \& Pepper noise, the different variances noise are selected to attack the diffused Lena image of Fig 12(b), and then the proposed algorithm is used to decrypt image of noise attacks. The corresponding recovered images are shown in Fig. 16 and 17. As we can see, when a certain range of noise attacks the ciphertext image, the main image information can be recovered by the proposed decryption algorithm. It indicates that the proposed algorithm can resist a certain degree of noise attack

## G. SPEED ANALYSIS

In real time applications, speed performance of the algorithm is an important evaluation criterion. In this experiment, the time complexity is used to analysis speed performance


FIGURE 16. Analysis of Gaussian noise attack, (a) noise with variance of $\mathbf{0 . 0 0 0 5}$, (b) noise with variance of 0.0003 , (c) noise with variance of 0.0001 .


FIGURE 17. Analysis of Salt \& Pepper noise attack, (a) noise with variance of 0.1 , (b) noise with variance of 0.05 , (c) noise with variance of 0.01 .
of the encryption algorithm. On the basis of the computer of the Intel Celeron (R) CPU G540 @ $2.50 \mathrm{GHz}, 4 \mathrm{~GB}$ RAM with windows 7 to running MATLAB (R2014a) encryption algorithm, the $256 \times 256$ Lena image is encrypted for 30 times. Then obtained average encryption time is 0.02279 s , and Table listed the time complexity values of the different encryption algorithms. Obviously, the proposed algorithm is much faster than other algorithms in [39]-[42], which shows that the proposed algorithm is more suitable for real applications.

## VII. CONCLUSION

In this study, we achieved four important goals. In the first place, a novel complex chaotic system is obtained. The second one is the analysis of the characteristics of new system using symmetric, dissipative and stability. Thirdly, dynamical features of the system are analyzed by bifurcation diagram, Lyapunov exponent spectrum and complexity. In the end, combining the novel complex chaotic system with model of law of gravity is used in image diffusion algorithm. Simulation results show that the constructed complex chaotic system has rich nonlinear dynamic characteristic, and the corresponding image diffusion algorithm support high security and effectiveness.
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