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We analyze the evolution of the quantum state of networks of quantum oscillators coupled with

arbitrary external environments. We show that the reduced density matrix of the network always obeys a

local master equation with a simple analytical solution. We use this to study the emergence of

thermodynamical laws in the long time regime demonstrating two main results: First, we show that it

is impossible to build a quantum absorption refrigerator using linear networks (thus, nonlinearity is an

essential resource for such refrigerators recently studied by Levy and Kosloff [Phys. Rev. Lett. 108,

070604 (2012)] and Levy et al. [Phys. Rev. B 85, 061126 (2012)]). Then, we show that the third law

imposes constraints on the low frequency behavior of the environmental spectral densities.

DOI: 10.1103/PhysRevLett.110.130406 PACS numbers: 05.30.�d, 03.65.Yz, 03.67.Bg, 05.70.Ln

Deriving the laws of thermodynamics from a quantum

substrate is relevant not only for fundamental but also for

practical reasons [1–3]. In the macroscopic domain such

laws determine the ultimate limits on cooling and work

extraction. However, when quantum effects dominate,

thermodynamic laws must be derived (not assumed),

which is still a controversial issue. In particular, the ulti-

mate limitations on cooling, imposed by the third law have

been recently debated [2,4]. Moreover, a variety of quan-

tum devices have been proposed to act as engines or

refrigerators [2,5]. Among them, the quantum absorption

refrigerator [2], whose description does not admit a phe-

nomenological approach. The resources required for quan-

tum refrigerators to operate are not fully known. Our work

is a step towards determining some of the essential resour-

ces required to build such machines.

We study the dynamics and the thermodynamics of arbi-

trary networks of N oscillators moving in D dimensions

while coupled with external reservoirs as shown in Fig. 1.

This is a generalization of the quantum Brownian motion

(QBM) model [6–9]. Being the paradigm for an open quan-

tum system, this model has been used to study the emer-

gence of classicality through decoherence [9]. Ourwork not

only has applications to quantum refrigerators but also to

other systems where a detailed understanding of heat trans-

port [10] and decoherence is required. This is the case for

trapped-ion quantum simulators [11,12]. It also may help in

understanding other natural processes such as the high effi-

ciency of energy transfer in light harvesting complexes [13].

We present four main results. First, we show that the

dynamics is such that (i) the quantum state always satisfies

a local master equation, and (ii) such equation always has a

simple analytical solution. Then we use these results to

study the long time limit. We present a simple derivation of

thermodynamical laws and prove two new results: (iii) We

show that it is impossible to create a quantum absorption

refrigerator using linear networks. Such refrigerators have

no movable parts and induce the energy to flow away from

a cold reservoir by coupling it with a system that is itself

coupled with other (hot) reservoirs. In the quantum regime

they were proposed by Kosloff and others [2] using a

nonlinear model. Our work implies that, as nonlinearity

is an essential resource, a quantum absorption refrigerator

could never be built using harmonic systems such as

trapped ions [11] or nanomechanical systems that are ideal

to implement other quantum machines [14]. Finally, we

show that (iv) the third law (as stated by Nernst: entropy

flow vanishes at zero temperature) imposes a constraint on

the environmental spectral density, which for low frequen-

cies must behave as !� with � > 0.
We consider the total Hamiltonian HT ¼ HS þHE þ

Hint, where the system Hamiltonian is HS ¼ PTP=2þ
XTVX=2 (X and P are column vectors storing the K ¼
ND system’s coordinates and momenta). The K � K
matrix V defines the network’s couplings (we consider

unit masses and use superscript T for the transpose). The

environmental Hamiltonian is HE ¼
P

�H� with H� ¼
P

kð�
ð�Þ2

k =2mk þmk!
2
kq

ð�Þ2

k =2Þ. The interaction is Hint ¼
P

�;i;kC
ð�Þ
ik xiq

ð�Þ
k . We study the evolution of the reduced

density matrix of the system � ¼ TrEð�SEÞ.

FIG. 1 (color online). We analyze the most general network of

interacting oscillators coupled with bosonic reservoirs charac-

terized by arbitrary spectral densities and initial thermal states.
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The following two results are valid if the time evolution

preserves Gaussian states (i.e., if the total Hamiltonian is

quadratic in P and X). In this case (i) �ðtÞ satisfies the time-

local master equation:

_� ¼ �i½HRðtÞ; �� � i�ijðtÞ½xi; fpj; �g�

� i~�ijðtÞ½pi; fxj; �g� �DijðtÞ½xi; ½xj; ���

� ~DijðtÞ½pi; ½pj; ��� � FijðtÞ½xi; ½pj; ���: (1)

Here, HRðtÞ ¼ PTM�1
R ðtÞP=2þ XTVRðtÞX=2þ fTðtÞX þ

~fTðtÞP is a renormalized Hamiltonian with time dependent

couplings, masses and forces VRðtÞ, MRðtÞ, fðtÞ, and ~fðtÞ.
The master equation includes nonunitary effects as relaxa-

tion [through �ðtÞ and ~�ðtÞ] and diffusion [through DðtÞ,
~DðtÞ and FðtÞ]. The second result is (ii) the state �ðtÞ can be
written as a function of time in a simple way using the

characteristic function defined as �ð�; tÞ ¼ Tr½�ðtÞD̂ð�Þ�

(where the displacement operator is D̂ð�Þ¼exp½�iðPkp�

XkxÞ�, where � ¼ ðkx; kpÞ is a 2K-component vector

defining momentum and position displacements). This

function provides a complete description of the state and

satisfies that

�ð�; tÞ ¼ �ð�ðtÞ�; 0Þ exp

�

�
1

2
�T�ðtÞ�

�

exp½i�TðtÞ��:

(2)

The 2K � 2K matrices �ðtÞ and �ðtÞ and the 2K-vector
�ðtÞ depend on time. Results (1) and (2) imply that for

arbitrary Gaussian channels the state evolves through a

combination of a phase space flow and a Gaussian modu-

lation (the environment only induces renormalization, fric-

tion, and diffusion).

We sketch here the derivation of Eqs. (1) and (2). To the

best of our knowledge they are both new results (details can

be found in the Supplemental Material [1]). Equation (1)

generalizes the master equation obtained for QBM in

Ref. [6]. Equation (2) generalizes a classical result by

Rieder, Lebowitz, and Lieb (see Ref. [10] for references).

For QBMEq. (2) was first discussed in Ref. [8]. Both results

follow from properties of the evolution super-operator

for �ðtÞ, which is such that �ðtÞ ¼ J ½�ð0Þ�. Any super-

operator preservingGaussian quantum states (together with

Hermiticity and trace) can be written in the position repre-

sentation asJ ðz; z0; t; z0; z
0
0; 0Þ � hzjJ ðjz00ihz0jÞjz

0i ¼

detðb3Þ � eið�
Tb1Z þ �Tb2Z0 þ �T

0
b3Z þ �T

0
b4Z0Þeiðc

T
1
� þ cT

2
�0Þ �

e��Ta1���Ta2�0��T
0
a3�0=ð2�ÞK [here � ¼ z� z0 and Z ¼

ðzþ z0Þ=2]. The matrices bm and am together with the

vectors cm parametrize any quantum evolution and

depend on the microscopic model, as described below.

Equation (1) is obtained following [7,9]: Computing the

time derivative of the propagator we can show that
_J ðz; z0; t; z0; z

0
0; 0Þ ¼ PðZ; �; Z0; �0Þ � J ðz; z0; t; z0; z

0
0; 0Þ,

where P is a quadratic polynomial of its arguments. All

terms in P� J that are proportional to Z0 and �0 can be

rewritten in a simple way. Thus, using the Gaussian nature

of J we can show that they can be expressed as a linear

combination of terms proportional to Z, � and to the

derivatives of J with respect to them. Doing this, the

master equation (1) is obtained. Equation (2) directly

follows by integrating over initial coordinates using the

Gaussian propagator [1].

Matrices in (1) and (2) are determined by those appear-

ing in the propagator J . For the generalized QBM model

defined by the Hamiltonian HT we can compute J using

path integral techniques [15]. As described in Ref. [1] J
depends only on two properties of the environment:

the initial temperatures T� and the spectral density, defined

as Ið!Þ ¼
P

�I
ð�Þð!Þ, where Ið�Þij ð!Þ ¼

P

kC
ð�Þ
ik Cð�Þ

jk �ð!�

!kÞ=2mk!k (these are real, symmetric and positive K � K
matrices). These characters appear in two kernels: The

dissipation kernel defined as 	ð
Þ ¼
R
1
0 d!Ið!Þ�

cosð!
Þ=! and the noise kernel �ð
Þ ¼
R
1
0 d!�̂ð!Þ�

cosð!
Þ [where �̂ð!Þ ¼
P

�I
ð�Þð!Þ cothð!=2kBT�Þ]. As

shown in Ref. [1], all coefficients in (1) and (2) depend

on the spectral density throughout the K � K matrix GðtÞ,
which is the unique solution of

€Gþ VRGþ 2
Z t

0
d
	ðt� 
Þ _Gð
Þ ¼ 0; (3)

with initial conditions Gð0Þ ¼ 0 and _Gð0Þ ¼ 1̂ (the renor-

malized potential VR ¼ V � 2	ð0Þ is the asymptotic limit

of VRðtÞ for large values of the cutoff). Equation (3) can be
solved using the Laplace transform [the transformed of

GðtÞ is denoted as ĜðsÞ]. Thus, we find ĜðsÞ¼½s2IþVRþ
2s	̂ðsÞ��1, where 	̂ðsÞ ¼

R
1
0 d!Ið!Þs2=ð!2 þ s2Þ is the

transform of the dissipation kernel. All coefficients in (1)

are listed in the Supplemental Material [1]. For example, in

this case we find that there is no mass renormalization, no

renormalized forces, no momentum diffusion and only

normal dissipation [i.e.,MðtÞ ¼ 1̂, fðtÞ ¼ 0 ¼ ~fðtÞ, ~�ðtÞ ¼
~DðtÞ ¼ 0]. Moreover, the dissipation matrix is 2�ðtÞ¼

ð _€G _G�1G� €GÞð _G� €G _G�1GÞ�1. In turn, for the generalized

QBMmodel, the solution (2) is such that�ðtÞ ¼ 0 and the
matrices �ðtÞ and �ðtÞ are

�ðtÞ ¼
_GðtÞ GðtÞ

€GðtÞ _GðtÞ

" #

and

�ðtÞ ¼
�ð0;0ÞðtÞ �ð0;1ÞðtÞ

�ð1;0ÞðtÞ �ð1;1ÞðtÞ

" #

:

(4)

Here, the K � K submatrices of �ðtÞ are �ðn;mÞðtÞ ¼
R
t
0

R
t
0 dt1dt2G

ðnÞðt1Þ�ðt1 � t2ÞG
ðmÞðt2Þ. Diffusion matrices

in (1) are also determined by �ðtÞ. For example,

DðtÞ ¼ Sym½VRðtÞ�
ð0;1ÞðtÞ þ 2�ðtÞ�ð1;1ÞðtÞ þ _�ð1;1ÞðtÞ�.

As seen from (2), the final state is independent of the

initial one if and only ifGðtÞ decays (indeed, this is the case
because �ð0; tÞ ¼ 1). Assuming that this condition is sat-

isfied we can derive important properties of the stationary

regime [GðtÞ decays for certain spectral densities and
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coupling matrices but it exhibits revivals for finite reser-

voirs]. To study energy transfer between the system and

the environments we compute the time derivative of

the expectation value of the renormalized Hamiltonian;

i.e., dðhHRiÞ=dt. The master equation implies that

dðhHRiÞ=dt ¼ trðD� 2��ð1;1ÞÞ (where the trace involves

a summation over all sites of the network). Replacing the

formula for the diffusion matrix [1] we get that, in the

stationary regime, dðhHRiÞ=dt ¼ trðVR�
ð0;1ÞÞ. We will con-

sider first the case where the network is divided into non-

overlapping regions S� (� ¼ 1; . . . ; R). We will also

assume that each region is coupled with an environment

E� (these assumptions will be relaxed below). In this case

we can write dðhHRiÞ=dt ¼
P

�
_Q�. Here, _Q� is the heat

current entering S� and is given as _Q� ¼ trðPS�
VR�

ð0;1ÞÞ

(where PS�
is the projector onto S�). In fact, _Q� is equal to

the mean value of the power transmitted by E� to the

system. In the stationary limit we obtain that the conser-

vation law
P

�
_Q� ¼ 0 is satisfied. Also, we obtain explicit

expressions for the heat currents using that �ðn;mÞ !

Re
R
1
0 d!!nþmim�nĜði!Þ�̂ð!ÞĜð�i!Þ. Then,

_Q� ¼
X

�

Z 1

0
!d! _Q��ð!Þ cothð!=2kBT�Þ; (5)

where the heat transfer matrix _Q is such that

_Q��ð!Þ ¼ Im tr½PS�
VRĜði!ÞIð�Þð!ÞĜð�i!Þ�

¼ ��tr½I�ð!ÞĜði!ÞI�ð!ÞĜyð!Þ� � 0 � � �:

(6)

The inequality in the second line of (6) follows from the

positivity of the spectral densities I� and I�. As shown in

Ref. [1], to obtain (6) we used the definition of ĜðsÞ together
with the conditionRe½2!	̂ði!Þ� ¼ �Ið!Þ (which is nothing
but the simplest form of the fluctuation dissipation theorem

[6]). In what follows, we will only need to use the following

general properties of the heat transfer matrix _Q��ð!Þ that

are a direct consequence of (6): (i) _Q��ð!Þ ¼ _Q��ð!Þ,

(ii) _Q��ð!Þ � 0 if � � �, and (iii)
P

�
_Q��ð!Þ ¼ 0.

Using the above results we can derive the following

thermodynamic laws: (a) Equilibrium: Energy flows through

the system if and only if there is a temperature gradient. This

is due to the fact that the heat flow into the region S� is

_Q� ¼ �2
X

���

Z 1

0
!d! _Q��ð!Þ½n�ð!Þ � n�ð!Þ�; (7)

where n�ð!Þ ¼ ½cothð!=2kBT�Þ � 1�=2. As _Q��ð!Þ�0,
the heat current _Q� vanishes if and only if T� ¼ T� for all

�, �. This is equivalent to the 0th law of thermodynamics:

When all the environments have the same temperature then

energy does not flow through the system and equilibrium is

reached. (b) Heat flows from the hot to the cold reservoir.

This is the Clausius version of the second law of thermo-

dynamics and can be shown as follows: If T� is the highest

temperature, then n�ð!Þ> n�ð!Þ for all �. Therefore,

as _Q��ð!Þ � 0 Eq. (7) implies that _Q� � 0. Thus, the

hottest reservoir always injects energy in the system

and this energy is absorbed by the other reservoirs (as

implied by the conservation law). Another formula-

tion of the second law in terms of the entropy flow
_S ¼

P

�
_Q�=T� states that _S � 0, which follows

from (7), since _S¼�
R
1
0 d!

P

���
_Q��ð!Þð1=T��1=T�Þ�

ðn�ð!Þ�n�ð!ÞÞ�0.
The above argument can be used to show that the coldest

reservoir always absorbs energy from the system. In fact, if

T� < T� for all � Eq. (7) implies that _Q� � 0. This

implies that harmonic networks cannot be used to build a

quantum absorption refrigerator. Such quantum machines

(that have no movable pieces) were discussed by Kosloff

and co-workers [2]. Our result implies that nonlinearity is

an essential resource for absorption refrigerators. As

stated, the no-go theorem for linear absorption refrigera-

tors is valid for any spectral density.

The assumptions we made in the above derivation can be

relaxed. Thus, we assumed that each region of the system

couples with a single environment. We can generalize this

as follows: We assume that the region � couples with N�

environments labeled by the index a� (each having tem-

perature Ta�
). For simplicity, we also assume that all the

spectral densities Ið�;a�Þ are the same (this can also be

relaxed), i.e.,
P

a�
Ið�;a�Þð!Þ ¼ N�I

ð�Þð!Þ. In this case we

can show that the heat flow into the region S� is given by

Eq. (7), where the temperature dependent factor ½n�ð!Þ �

n�ð!Þ� must be replaced by a factor ½~n�ð!Þ � ~n�ð!Þ�,

where ~n�ð!Þ ¼
P

a�
na�ð!Þ=N� is the average number of

excitations of the environments coupledwithS�. In the high
temperature limit, the temperature dependent factor in (7)

becomes proportional to the difference between the average

temperature of the reservoirs, but this factor depends non-

linearly on the temperatures otherwise. Thus, the second

law in this case states that the heat always flows into the

region that is coupled with the reservoirs with the largest

average number of excitations (or the largest average tem-

perature in the high temperature limit). Equivalently, heat

always flows away from the region coupled with the reser-

voirs with the smallest average number of excitations (tem-

perature). Of course, the environment with the lowest

temperature may be coupled with a region which is itself

coupled with hotter environments in such a way that the

average number of excitations is not the lowest one. Then,

heat would flow away from such environments. However, it

is clear that by enlarging the definition of ‘‘the system’’ and

by using the previous argument, one can prove that the

environmentwith the lowest temperaturewould absorb heat.

The other assumption in the above derivation is that

different regions S� do not overlap. This can also be

generalized using the fact that the obtained results are valid

for arbitrary networks. Thus, the case of overlapping
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regions can be analyzed as follows: Consider a network

with regions S2 � S1. If S1;2 couple with different environ-
ments E1;2, this situation is physically equivalent to that of

a network where S1 couples with E1 while S2 couples

strongly with another network S02, which is itself coupled

with E2. In such a case, all previous results directly apply.

Therefore, the no-go theorem for quantum absorption

refrigerators applies to all linear networks.

The above results are valid for arbitrary spectral den-

sities. However, we now show that the validity of the third

law imposes constraints on Ið!Þ. To see this, we consider

environments coupled with single sites, with spectral den-

sities IðjÞjj ð!Þ ¼ 	j!
pj
ð!Þ (
ð!Þ is a cutoff function van-

ishing when ! � � and 	j a coupling constant). When

pj ¼ 1 the environment is Ohmic while it is super-Ohmic

(sub-Ohmic) for pj > 1 (pj < 1). Using this, we now

prove that (c) The third law emerges if pj > 0. Thus, the
heat flow into the jth site is

_Qj ¼ 2�
X

k�j

Z 1

0
!1þpjþpk	j	k


2ð!Þd!jĜði!Þjkj
2

�
X

a�1

ðe�a!=kBTj � e�a!=kBTkÞ: (8)

For low temperatures the integral is dominated by low

frequencies. Taylor expanding the integrand and assuming

that all Tj are close to the average �T we find

_Qj ¼
X

k�j

	j	k
�T1þpjþpkðTj � TkÞð2þ pj þ pkÞ�kj; (9)

where �lj¼2�ðkBÞ
2þpjþpk jĜð0Þjkj

2�ð2þpjþpkÞ�ð2þ
pjþpkÞ. Thus, for two reservoirs with the same spectral

density (i.e., pA ¼ pB ¼ p) and a small temperature dif-

ference we find that the heat flow is _QA ¼ 2ðpþ
1Þ	2�AB

�T2pþ1�T. This implies that the entropy flow into

site-A is _SA ¼ _QA=TA / �T2p. Thus, if p > 0 the entropy

flow vanishes when �T ! 0, which is nothing but Nernst’s

(static) version of the third law.

The results reported here concern the evolution of open

networks of quantum oscillators. In this case (i) we deduced

an exact master equation and (ii) we obtained its explicit

solution. We used this to show how thermodynamic laws

emerge from first principles [they emerge for arbitrary

environments whenever GðtÞ decays for long times]. We

proved (iii) a no-go theorem for linear absorption refriger-

ators identifying nonlinearity as an essential resource for

such machines (ruling out possible implementations using

harmonic systems such as trapped ions, phonons, or nano-

mechanical oscillators [14]). Also, we showed (iv) the va-

lidity of the third law imposes a constraint on the low

frequency behavior of the spectral densities. Very few

derivations of the third law are available. Our treatment

enabled us to obtain a straightforward derivation of the

‘‘static’’ version of such law (as postulated by Nernst: the

entropy flow from any substance is zero at absolute zero).

The validity of the dynamical version of the third law (the

unattainability of zero temperature in finite time) seems to

impose even stronger constraints on the spectral density

Ið!Þ, as recently reported [2,4]: the static version of the

third law is consistent with sub-Ohmic, Ohmic, and super-

Ohmic environments whereas the sub-Ohmic ones are

excluded according to Ref. [2]. Finally, we point out that

it is possible to extend our results to driven systems with

quadratic Hamiltonians. This could be done using the above

methods, computing time averaged quantities with an

approach similar to that of Refs. [2,16].

This work was supported by ANPCyT, CONICET, and

Ubacyt.

*Present address: Institute fur Experimentalphysik.,

Universität Innsbruck, Technikerstraße 25, A-6020

Innsbruck, Austria.

[1] See Supplemental Material at http://link.aps.org/

supplemental/10.1103/PhysRevLett.110.130406 for a

detailed derivation of all the equations.

[2] A. Levy and R. Kosloff, Phys. Rev. Lett. 108, 070604

(2012); A. Levy, R. Alicki, and R. Kosloff, Phys. Rev. B

85, 061126 (2012).

[3] M. Michel, G. Mahler, and J. Gemmer, Phys. Rev. Lett. 95,

180602 (2005); K. Saito, Europhys. Lett. 61, 34 (2003); I.

Kim and G. Mahler, Phys. Rev. E 81, 1 (2010); J. Gemmer,

M. Michel, and G. Mahler, Quantum Thermodynamics

(Springer, New York, 2010).

[4] M. Kolar, D. Gelbwaser-Klimovsky, R. Alicki, and G.

Kurizki, Phys. Rev. Lett. 109, 090601 (2012).

[5] R. Kosloff, J. Chem. Phys. 80, 1625 (1984); S. Lloyd,

Phys. Rev. A 56, 3374 (1997); R. Kosloff, E. Geva, and

J.M. Gordon, Appl. Phys. 87, 8093 (2000).

[6] B. L. Hu, J. P. Paz, and Y. Zhang, Phys. Rev. D 45, 2843

(1992), and references therein.

[7] L.DávilaRomeroand J. P.Paz, Phys.Rev.A55, 4070 (1997).

[8] C. H. Fleming, B. L. Hu, and A. Roura, Ann. Phys.

(Amsterdam) 326, 1207 (2011).

[9] J. P. Paz and W.H. Zurek, Fundamentals of Quantum

Information (Springer, New York, 2002), p. 77.

[10] B. Dhar, Adv. Phys. 57, 457 (2008).

[11] T. Pruttivarasin, M. Ramm, I. Talukdar, A. Krouter, and H.

Haffner, New J. Phys. 13, 075012 (2011).

[12] G. D. Lin and L.M. Duan, New J. Phys. 13, 075015 (2011).

[13] M. Mohseni, P. Rebentrost, S. Lloyd, and A. Aspriu-

Guzik, J. Chem. Phys. 129, 174106 (2008); M.B. Plenio

and S. F. Huelga, New J. Phys. 10, 113019 (2008).

[14] O. Abah, J. Roßnagel, G. Jacob, S. Deffner, F. Schmidt-

Kaler, K. Singer, and E. Lutz, Phys. Rev. Lett. 109,

203006 (2012); C. Chamon, E. R. Mucciolo, I. Arrachea,

and R. B. Capaz, Phys. Rev. Lett. 106, 135504 (2011).

[15] R. P. Feynman and F. L. Vernon, Ann. Phys. (N.Y.) 24, 118

(1963); see also H. Grabert, P. Schramm, and G. L. Ingold,

Phys. Rep. 168, 115 (1988); A.O. Caldeira and A. J.

Leggett, Physica (Amsterdam) 121, 587 (1983).

[16] L. Arrachea, M. Moskalets, and L. Martin-Moreno, Phys.

Rev. B 75, 245420 (2007).

PRL 110, 130406 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

29 MARCH 2013

130406-4

http://link.aps.org/supplemental/10.1103/PhysRevLett.110.130406
http://link.aps.org/supplemental/10.1103/PhysRevLett.110.130406
http://dx.doi.org/10.1103/PhysRevLett.108.070604
http://dx.doi.org/10.1103/PhysRevLett.108.070604
http://dx.doi.org/10.1103/PhysRevE.85.061126
http://dx.doi.org/10.1103/PhysRevE.85.061126
http://dx.doi.org/10.1103/PhysRevLett.95.180602
http://dx.doi.org/10.1103/PhysRevLett.95.180602
http://dx.doi.org/10.1209/epl/i2003-00241-3
http://dx.doi.org/10.1103/PhysRevLett.109.090601
http://dx.doi.org/10.1063/1.446862
http://dx.doi.org/10.1103/PhysRevA.56.3374
http://dx.doi.org/10.1063/1.373503
http://dx.doi.org/10.1103/PhysRevD.45.2843
http://dx.doi.org/10.1103/PhysRevD.45.2843
http://dx.doi.org/10.1103/PhysRevA.55.4070
http://dx.doi.org/10.1016/j.aop.2010.12.003
http://dx.doi.org/10.1016/j.aop.2010.12.003
http://dx.doi.org/10.1080/00018730802538522
http://dx.doi.org/10.1088/1367-2630/13/7/075012
http://dx.doi.org/10.1088/1367-2630/13/7/075015
http://dx.doi.org/10.1063/1.3002335
http://dx.doi.org/10.1088/1367-2630/10/11/113019
http://dx.doi.org/10.1103/PhysRevLett.109.203006
http://dx.doi.org/10.1103/PhysRevLett.109.203006
http://dx.doi.org/10.1103/PhysRevLett.106.135504
http://dx.doi.org/10.1016/0003-4916(63)90068-X
http://dx.doi.org/10.1016/0003-4916(63)90068-X
http://dx.doi.org/10.1016/0370-1573(88)90023-3
http://dx.doi.org/10.1016/0378-4371(83)90013-4
http://dx.doi.org/10.1103/PhysRevB.75.245420
http://dx.doi.org/10.1103/PhysRevB.75.245420



