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Abstract. The dynamics of beliefs is one of the major components of any au-
tonomous system, that should be able to incorporate new pieces of information.
In this paper we give a quick overview of the main operators for belief change,
in particular revision, update, and merging, when the beliefs are represented in
propositional logic. And we discuss some works on belief change in more ex-
pressive frameworks.

1 Introduction

Every autonomous agent has to use a belief base to model the state of the world. This
information is precious since beliefs can be costly to obtain and since they are neces-
sary to carry on reasoning tasks or to take the appropriate decisions. So a first class
requirement in order to design intelligent autonomous agents is to try to provide her the
means to obtain, and to maintain the most faithful belief base. In particular an agent has
to be able to incorporate new pieces of information, and to correct the incorrect beliefs
when she detected them. So this dynamics of beliefs is one of the major components of
any autonomous agent.

The aim of this paper is to recall the definition of the main belief change operators
and the links between them. We focus on the classical case, where the beliefs of the
agents are represented using propositional logic, before discussing some extensions in
other representational frameworks.

This is a very quick presentation of belief change theory. For a complete introduc-
tion the reader should refer to the seminal books on belief revision [35, 36, 41, 64], or
the recent special issue of Journal of Philosophical Logic on the 25 Years of AGM
Theory [34].

2 Preliminaries

We consider a propositional language L defined from a finite set of propositional vari-
ables P and the standard connectives.

An interpretation ! is a total function from P to {0, 1}. The set of all interpretations
is denoted by W . An interpretation ! is a model of a formula ' 2 L if and only if it
makes it true in the usual truth functional way. mod(') denotes the set of models of the
formula ', i.e., mod(') = {! 2 W | ! |= '}. When M is a set of models we denote
by 'M a formula such that mod('M ) = M .



A belief base K is a finite set of propositional formulae. In order to simplify the
notations we identify the base K with the formula ' which is the conjunction of the
formulae of K1.

3 Revision

Belief revision aims at changing the status of some beliefs in the base that are contra-
dicted by a more reliable piece of information. Several principles are governing this
revision operation:

– First is the primacy of update principle: the new piece of information has to be
accepted in the belief base after the revision. This is due to the hypothesis that the
new piece of information is more reliable than the current beliefs of the agent2.

– Second is the principle of coherence: the new belief base after the revision should
be a consistent belief base. Asking the beliefs of the agent to be consistent is a
natural requirement if one wants the agent to conduct reasoning tasks from her
belief base.

– Third is the principle of minimal change: the new belief base after the revision
should be as close as possible from the current belief base of the agent. This impor-
tant principle aims at ensuring that no unnecessary information (noise) is added to
the beliefs of the agent during the revision process, and that no unnecessary infor-
mation is lost during the process: information/beliefs are usually costly to obtain,
we do not want to throw them away without any serious reason.

Alchourrón, Gärdenfors and Makinson [2] proposed some postulates in order to for-
malize these principles for belief revision.

Definition 1 ([48]). Let ' and µ be two formulas denoting respectively the belief base
of the agent, and a new piece of information. Then ' � µ is a formula representing the
new belief base of the agent. An operator � is an AGM belief revision operator if it
satisfies the following properties:
(R1) ' � µ ` µ

(R2) If ' ^ µ is consistent then ' � µ ⌘ ' ^ µ

(R3) If µ is consistent then ' � µ is consistent
(R4) If '

1

⌘ '

2

and µ

1

⌘ µ

2

then '
1

� µ
1

⌘ '

2

� µ
2

(R5) (' � µ) ^ � ` ' � (µ ^ �)
(R6) If (' � µ) ^ � is consistent t then ' � (µ ^ �) ` (' � µ) ^ �

When one works with a finite propositional language the above postulates, proposed
by Katsuno and Mendelzon, are equivalent to AGM ones [2, 35].

(R1) states that the new piece of information must be believed after the revision.
(R2) says that when there is no conflict between the new piece of information and the

1 Some approaches are sensitive to syntactical representation. In that case it is important to
distinguish between K and the conjunction of its formulae (see e.g. [52]).

2 If this is not the case one should use a non-prioritized revision operator [42] or a merging
operator (see Section 5).



current beliefs of the agent, the revision is just the conjunction. (R3) says that revi-
sion always lead to a consistent belief base, unless the new piece of information is not
consistent. (R4) is an irrelevance of syntax condition, it states that logically equivalent
bases must lead to the same result. (R5) and (R6) give conditions on the revision by a
conjunction.

Alchourrón, Gärdenfors and Makinson also defined contraction operators, that aim
to remove some piece of information from the beliefs of the agent. These contraction
operators are closely related to revision operators, since each contraction operator can
be used to define a revision operator, through the Levy identity and conversely each re-
vision operator can be used to define a contraction operator through the Harper identity
[2, 35]. So one can study indifferently revision or contraction operators. So we focus on
revision here.

Several representation theorems, that give constructive ways to define AGM revi-
sion/contraction operators, have been proposed, such as partial meet contraction/revision
[2], epistemic entrenchments [37, 35], safe contraction [1], etc. In [48], Katsuno and
Mendelzon give a representation theorem, showing that each revision operator corre-
sponds to a faithful assignment, that associates to each base a plausibility preorder on
interpretations (this idea can be traced back to Grove systems of spheres [40]).

Definition 2. A faithful assignment is a function mapping each base ' to a pre-order
' over interpretations such that:

1. If ! |= ' and !0 |= ', then ! '' !
0

2. If ! |= ' and !0 6|= ', then ! <' !
0

3. If ' ⌘ '

0, then '='0

Theorem 1 ([48]). An operator � is an AGM revision operator (ie. it satisfies (R1)-
(R6)) if and only if there exists a faithful assignment that maps each base ' to a total
pre-order ' such that mod(' � µ) = min(mod(µ),').

One of the main problems of this characterization of belief revision is that it does
not constrain the operators enough for ensuring a good behavior when we do iteratively
several revisions. So one needs to add more postulates and to represent the beliefs of
the agent with a more complex structure than a simple belief base. In [26] Darwiche
and Pearl proposed a convincing extension of AGM revision. This proposal have been
improved by an additional condition in [17, 45]. And [55, 51] define improvement op-
erators that are a generalization of iterated revision operators.

4 Update

Whereas belief revision should be used to improve the beliefs of the agent by incor-
porating more reliable pieces of evidence, belief update operators aim at maintaining
the belief base of the agent up-to-date, by allowing to modify the base according to a
reported change in the world. This distinction between revision and update was made
clear in [47, 49], where Katsuno and Mendelzon proposed postulates for belief update.



Definition 3 ([47, 49]). An operator ⇧ is a (partial) update operator if it satisfies the
properties (U1)-(U8). It is a total update operator if it satisfies the properties (U1)-(U5),
(U8), (U9).
(U1) ' ⇧ µ ` µ

(U2) If ' ` µ, then ' ⇧ µ ⌘ '

(U3) If ' 0 ? and µ 0 ? then ' ⇧ µ 0 ?
(U4) If '

1

⌘ '

2

and µ

1

⌘ µ

2

then '
1

⇧ µ
1

⌘ '

2

⇧ µ
2

(U5) (' ⇧ µ) ^ � ` ' ⇧ (µ ^ �)
(U6) If ' ⇧ µ

1

` µ

2

and ' ⇧ µ
2

` µ

1

, then ' ⇧ µ
1

⌘ ' ⇧ µ
2

(U7) If ' is a complete formula, then (' ⇧ µ
1

) ^ (' ⇧ µ
2

) ` ' ⇧ (µ
1

_ µ

2

)
(U8) ('

1

_ '
2

) ⇧ µ ⌘ ('
1

⇧ µ) _ ('
2

⇧ µ)
(U9) If ' is a complete formula and (' ⇧ µ) ^ � 0 ?, then ' ⇧ (µ ^ �) ` (' ⇧ µ) ^ �

Most of these postulates are close to the ones of revision. The main differences lie
in postulate (U2) that is much weaker than (R2): conversely to revision, even if the
new piece of information is consistent with the belief base, the result is generally not
simply the conjunction. This illustrates the fact that revision can be seen as a selection
process of the most plausible worlds of the current beliefs with respect to the new piece
information, whereas update is a transition process: each world of the current beliefs
have to be translated to the closest world allowed by the new piece of information. This
world-by-world treatment is expressed by postulate (U8).

As for revision, there is a representation theorem in terms of faithful assignment.

Definition 4. A faithful assignment is a function mapping each interpretation ! to a
pre-order ! over interpretations such that if ! 6= !

0, then ! <! !
0.

One can easily check that this faithful assignment on interpretations is just a special
case of the faithful assignment on bases defined in the previous section on the complete
base corresponding to the interpretation.

Katsuno and Mendelzon give two representation theorems for update operators. The
first representation theorem, that is the most commonly used, corresponds to partial pre-
orders. This use of partial pre-order is one of the differences between belief revision and
belief update (note nonetheless that postulates for belief revision can also be adapted to
modelize assignements giving partial pre-orders [9]).

Theorem 2 ([47, 49]). An update operator ⇧ satisfies (U1)-(U8) if and only if there
exists a faithful assignment that maps each interpretation ! to a partial pre-order !

such that mod(' ⇧ µ) =
S
!|='min(mod(µ),!).

But there is also a second theorem corresponding to total pre-orders.

Theorem 3 ([47, 49]). An update operator ⇧ satisfies (U1)-(U5), (U8) and (U9) if and
only if there exists a faithful assignment that maps each interpretation ! to a total pre-
order ! such that mod(' ⇧ µ) =

S
!|='min(mod(µ),!).

This characterization of update is quite convincing, but some criticisms can be made
that suggest that more elaborate update operators can be studied [43].



5 Merging

Merging operators [4, 5, 62, 58, 56] should be used when one wants to combine sev-
eral belief bases, or wants to take into account several pieces of information of same
reliability.

We first need to define a profile of bases, that will represent the set of bases/infor-
mation one wants to combine:

A profile  is a non-empty multi-set (bag) of bases  = {'
1

, . . . ,'n} (hence
different agents are allowed to exhibit identical bases), and represents a group of n

agents. We denote by
V
 the conjunction of bases of  = {'

1

, . . . ,'n}, i.e.,
V
 =

'

1

^ . . . ^ 'n. A profile  is said to be consistent if and only if
V
 is consistent. The

multi-set union is denoted by t.
Belief merging operators aim at aggregating several bases into a single one. The

most basic case is when all the bases have the same strength/importance (see [28] for
a discussion on prioritized merging). Often the aggregation has to obey a set of rules,
that can be a translation of physical laws or of some knowledge about the result, that
form the integrity constraints for the merging. Let us see the postulates for Integrity
Constraints merging operators:

Definition 5 ([53]). Let  be a profile and µ be a formula encoding integrity con-
straints. Then 4µ( ) represents the merging of the profile  under the integrity con-
straints µ. An operator 4 is an IC merging operator if it satisfies the following proper-
ties:
(IC0) 4µ( ) ` µ

(IC1) If µ is consistent, then 4µ( ) is consistent
(IC2) If

V
 is consistent with µ, then 4µ( ) ⌘

V
 ^ µ

(IC3) If  
1

⌘  

2

and µ

1

⌘ µ

2

, then 4µ1( 1

) ⌘ 4µ2( 2

)
(IC4) If '

1

` µ and '

2

` µ, then 4µ({'1

,'

2

}) ^ '

1

is consistent if and only if
4µ({'1

,'

2

}) ^ '
2

is consistent
(IC5) 4µ( 1

) ^4µ( 2

) ` 4µ( 1

t  
2

)
(IC6) If 4µ( 1

) ^4µ( 2

) is consistent, then 4µ( 1

t  
2

) ` 4µ( 1

) ^4µ( 2

)
(IC7) 4µ1( ) ^ µ

2

` 4µ1^µ2( )
(IC8) If 4µ1( ) ^ µ

2

is consistent, then 4µ1^µ2( ) ` 4µ1( )

These postulates are quite close to the ones of revision. The ones that specifically
talk about aggregation are (IC4), (IC5) and (IC6). (IC4) is a fairness postulate, that
expresses the fact that all the bases have the same importance/weight, so when merging
two such bases one can not give more importance to one of them. (IC5) and (IC6) talk
about the result of the merging when we join two groups. (IC5) states that all that is
common in the merging of the two groups must be selected if we join the two groups.
And (IC6) strengthen this condition by asking that the merging obtained when we join
the two groups have to be exactly what is commonly chosen by the two groups. These
two postulates correspond to well known Pareto conditions (see conditions 5 and 6 of
the syncretic assignment).

There is also a representation theorem for merging operators in terms of pre-orders
on interpretations [53].



Definition 6. A syncretic assignment is a function mapping each profile  to a total
pre-order  over interpretations such that:

1. If ! |=  and !0 |=  , then ! ' !

0

2. If ! |=  and !0 6|=  , then ! < !

0

3. If  
1

⌘  

2

, then  1= 2

4. 8! |= ' 9!0 |= '

0
!

0 {'}t{'}0
!

5. If !  1 !
0 and !  2 !

0, then !  1t 2 !
0

6. If ! < 1 !
0 and !  2 !

0, then ! < 1t 2 !
0

Theorem 4 ([53]). An operator 4 is an IC merging operator if and only if there exists
a syncretic assignment that maps each profile  to a total pre-order  such that

mod(4µ( )) = min(mod(µ), )

6 On the links between revision, update and merging

6.1 Revision vs Update

Intuitively revision operators bring a minimal change to the base by selecting the most
plausible models among the models of the new information. Whereas update operators
bring a minimal change to each possible world (model) of the base in order to take into
account the change described by the new infomation whatever the possible world. So,
if we look closely to the representation theorems (theorems 1, 2 and 3), we easily find
the following result:

Theorem 5. If � is a revision operator (i.e. it satisfies (R1)-(R6)), then the operator ⇧
defined by ' ⇧ µ =

W
!|=' '{!} � µ is an update operator that satisfies (U1)-(U9).

So this proposition states that update can be viewed as a kind of pointwise revision.

6.2 Revision vs Merging

Intuitively revision operators select in a formula (the new evidence) the closest infor-
mation to a ground information (the old base). And, identically, IC merging operators
select in a formula (the integrity constraints) the closest information to a ground infor-
mation (a profile of bases). So following this idea it is easy to make a correspondence
between IC merging operators and belief revision operators:

Theorem 6 ([53]). If 4 is an IC merging operator (it satisfies (IC0-IC8)), then the
operator �, defined as ' � µ = 4µ('), is an AGM revision operator (it satisfies (R1-
R6)).

See [53] for more links between belief revision and merging.



7 Other belief change operators

7.1 Confluence operators

As explained in the previous section, there are close connections between revision,
update and merging. Update can be considered as a pointwise revision, and merging as
a generalization of revision. So, as illustrated in Figure 1, one can define confluence
operators [54] that can be considered as a pointwise merging, and as a generalization of
update.

UpdateRevision

Merging Confluence

Fig. 1. Revision - Update - Merging - Confluence

Let us first define p-consistency for profiles:

Definition 7. A profile  = {'
1

, . . . ,'n} is p-consistent if all its bases are consistent,
i.e 8'i 2  , 'i is consistent.

Note that p-consistency is much weaker than consistency, the former just asks that
all the bases of the profile are consistent, while the later asks that the conjunction of all
the bases is consistent.

Definition 8. An operator 3 is a confluence operator if it satisfies the following prop-
erties:
(UC0) 3µ( ) ` µ

(UC1) If µ is consistent and  is p-consistent, then 3µ( ) is consistent
(UC2) If  is complete,  is consistent and

V
 ` µ, then 3µ( ) ⌘

V
 

(UC3) If  
1

⌘  

2

and µ

1

⌘ µ

2

, then 3µ1( 1

) ⌘ 3µ2( 2

)
(UC4) If '

1

and '
2

are complete formulae and '
1

` µ, '
2

` µ,
then 3µ({'1

,'

2

}) ^ '
1

is consistent if and only 3µ({'1

,'

2

}) ^ '
2

is consistent
(UC5) 3µ( 1

) ^3µ( 2

) ` 3µ( 1

t  
2

)
(UC6) If  

1

and  
2

are complete profiles and 3µ( 1

) ^3µ( 2

) is consistent,
then 3µ( 1

t  
2

) ` 3µ( 1

) ^3µ( 2

)
(UC7) 3µ1( ) ^ µ

2

` 3µ1^µ2( )
(UC8) If  is a complete profile and if 3µ1( ) ^ µ

2

is consistent,
then 3µ1^µ2( ) ` 3µ1( ) ^ µ

2

(UC9) 3µ( t {' _ '0}) ⌘ 3µ( t {'}) _3µ( t {'0})

See [54] for a representation theorem in terms of assignment for confluence op-
erators. We just give the two results that show how confluence relates with respect to
merging and update [54]:

Theorem 7. If 3 is a confluence operator (i.e. it satisfies (UC0-UC9)), then the oper-
ator ⇧, defined as ' ⇧ µ = 3µ('), is a total update operator (i.e. it satisfies (U1-U9)).

For relating confluence and merging, we need to use the notion of state:



Definition 9. A multi-set of interpretations will be called a state. We use the letter e,
possibly with subscripts, for denoting states. If  = {'

1

, . . . ,'n} is a profile and
e = {!

1

, . . . ,!n} is a state such that 8i !i |= 'i, we say that e is a state of the profile
 , or that the state e models the profile  , that will be denoted by e |=  .

If e = {!
1

, . . . ,!n} is a state, we define the profile  e by putting  e = {'{!1}, . . . ,
'{!n}}.

Theorem 8. If 4 is an IC merging operator (i.e. it satisfies (IC0-IC8)) then the oper-
ator 3 defined by 3µ( ) =

W
e|= 4µ( e) is a confluence operator (i.e. it satisfies

(UC0-UC9)).

7.2 Extrapolation and approaches based on sequences of observations

In [31, 32] Dupin and Lang defined extrapolation operators. The idea is, from a se-
quence of observations at different time points, to try to find the scenarios that best
explain the sequence. The principle of minimal change is translated in an inertial as-
sumption, that states that the value of a propositional variable does not change if no
change occur. We do not have direct information about the changes, but the observa-
tions at different time points inform us on such changes. So, very roughly, these opera-
tors can be seen as looking for the most plausible histories compatible with a sequence
of observations and minimal change assumptions.

There are others works that deal with sequences of observations such as [57, 44]
for instance. An interesting operator was proposed by Booth and Nitka [20]. It can be
seen as a third-party counterpart of extrapolation. The idea is that an observer observe a
sequence of inputs that receives a given agent and a sequence of corresponding outputs
(parts of the belief of the agent at that time point). Then the problem is to try to identify
the initial beliefs of the agent and her beliefs during the sequence.

7.3 Belief negotiation

In [16] Booth proposes to aggregate the beliefs of different agents by using a iterative
selection-weakening process. The idea is, until the conjunction of the bases is consis-
tent, to select some bases that have to weaken their beliefs. Like belief merging, these
belief negotiation operators allow to obtain a consistent belief base from a set of jointly
inconsistent bases. But the aim is quite different. In belief merging the aim is to extract
as much information as possible from the set of bases, whereas in belief negotiation the
aim is to find a potential consensual issue in a (abstract) negotiation process. Several
works have tried to use tools from belief change theory in order to modelize abstract
negotiation processes [14–16, 68, 59, 50, 38]. We think that there is still a lot to do in
this direction. In particular there is no representation theorem for abstract negotiation.

7.4 Prioritized merging operators

In [28] Delgrande, Dubois and Lang propose an interesting discussion on prioritized
merging operators. The idea is to merge a set of weighted formulae. The weights are



used to stratify the formulae (a formula with a greater weight is more important, even
if they are a large number of formula with smaller weights that contradict it).

Delgrande, Dubois and Lang motivate the generality of their approach by showing
that classical merging operators (on unweighted formulae) and iterated belief revision
operators (à la Darwiche and Pearl [26]) can be considered as two extreme cases of this
weighted merging framework.

The main argument is that if one makes the hypothesis that the new pieces of infor-
mation that come successively in an iterated revision process are about a static world
(the usual hypothesis), then there is no reason to give the preference to the last ones. If
these information have different reliability, then this can be represented explicitly with
the weights of the formulae, in order to take this difference of reliability in the iter-
ated “revision” process if they do not come in the order corresponding to their relative
reliability. And the correct way to do that is to make a prioritized merging.

This discussion is interesting since in several papers on iterated revisions, it seems
that the authors do not make any distinction between the hypothesis to have more and
more recent pieces of information, and the hypothesis to have more and more reliable
pieces of information.

The framework of Delgrande, Dubois and Lang identifies the epistemic states as
the sequences of formulae that the agent receives. They show that the postulates for
iterated belief revision can be obtain as special case of their postulates for weighted
merging, and that they can also lead to some postulates of IC merging. This work is
interesting since it opens a way for logical characterization of prioritized merging. It
could be interesting to try to find a representation theorem in this case, and to look at
the generalization of IC merging operators in this prioritized merging framework.

8 Belief change in other representational frameworks

8.1 Dynamics of Horn bases

Recently some works have focus on the contraction of Horn bases [27, 18, 19, 29]. This
is an interesting case since Horn bases are used for instance for deductive databases and
logic programming. Usually works on belief change suppose that the logic is at least
as strong as classical propositional logic. But these works on Horn bases show that
restrictions of propositional logic exhibit some interesting characteristics. In particular
constructions that lead to equivalent classes of operators in the classical case, give rise
to different ones for the Horn case.

8.2 Merging of first order bases

Lang and Bloch propose to define model-based merging operators using the maximum
as aggregation function (4d,max) by using dilation3 process [12]. One can note that
in the original Dalal paper [25], he defines his revision operator with such a dilation
function rather than with a distance.

3 Roughly speaking dilation allows to reach the points/worlds in the neighborhood of a
point/world. See [12] to see how to define this formally.



Gorogiannis and Hunter [39] extend this approach in order to define others model-
based merging operators using dilations. So, in addition to 4d,max, they define 4d,⌃ ,
4d,GMAX and 4d,GMIN operators.

The interest of this definition of these operators is that it can be easily extended
to first order logic. The usual definition of model-based merging operators is based
on the computation of distances between interpretations. So when using logics where
the number of interpretations is infinite, this approach is not the more appropriate. The
interest of defining these operators with dilations is that they can also be used in this
case. This only needs to use the good dilation function. See [39] for a discussion and
some examples of dilation functions in the first order logic case.

8.3 Merging of qualitative constraint networks

Condotta, Kaci, Marquis and Schwind studied the merging of qualitative constraint
networks [22, 21]. These methods can be useful for merging constraint networks that
represent spatial regions, for instance for Geographical Information Systems it can be
necessary to merge spatial databases that come from different sources.

Conflicts that arise in this framework are more subtle that the binary ones in the
propositional framework. In this case conflicts can be more or less important. For in-
stance, if we use the Allen algebra, that allows to represent spatial information on seg-
ments on a line, namely relations as A BEFORE B, A AFTER4 B, A MEET B among
others. A conflict between sentences A BEFORE B and A MEET B seems much less
important than the one between A BEFORE B and A AFTER B.

This “intensity” that we feel between conflicts allows to define more various merg-
ing policies than in the propositional framework.

One can also look at [61, 23] to see two examples of merging of spatial regions
using logical representations.

8.4 Dynamics of argumentation frameworks

There are a lot of works on argumentation as a way to reason about contradictory pieces
of information. The basic idea is to use a set of arguments and an attack relation between
relations. This is the starting point of Dung abstract argumentation framework [30]. In
[24] the problem of merging of argumentation frameworks, where the arguments are
distributed among several agents, have been studied. This requires to define a new rep-
resentation frameworks for argumentation: Partial Argumentation Frameworks, where
there are three possible relations between two arguments A and B. Either the agent be-
lieves that A attacks B, or he believes that A does not attacks B, or he does not know if
A attacks B or not. This last case is necessary to represent the fact that an agent ignores
a given argument.

The problem of revision of argumentation systems as been addressed also in several
works, such as [33, 63, 13] for instance.

We think that for both argumentation revision and merging a lot of work is still
necessary in order to reach convincing models.

4 i.e. B BEFORE A



9 Conclusion

We proposed a quick tour of the theory of belief change in classical propositional logic.
The core of this theory is quite established now, with a set of important belief change
operators that are logically characterized. Still, a lot of developments are possible, for
improving existing operators or for defining new classes of change operators.

Another possible way of development is to study the use of these belief change
operators in other frameworks than classical logic. As illustrated by the works on horn
clauses or on constraint networks, there are some subtleties that appear when one wants
to work in these different frameworks.

We focused on purely qualitative approaches here, but there are also a lot of works
on belief change (revision, update, merging, etc.) on quantitative frameworks. There are
for instance a lot of works on ordinal conditional function [66, 67, 60], or on change of
possibilistic logic bases [6, 7, 46, 8].

Merging is also at work on numerical datas, see for instance [65, 3, 10] for some ex-
amples of numerical data fusion. See [11] for an interesting global overview on (logical
and numerical) merging.
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and the problem of minimal change. In Proceedings of the Twelfth International Conference
on Principles of Knowledge Representation and Reasoning (KR’10), 2010.

52. S. Konieczny, J. Lang, and P. Marquis. DA2 merging operators. Artificial Intelligence,
157(1-2):49–79, 2004.
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