
II acceptor adjacent to the proposed donor site,
with the 4-OH end available for interaction with
both E114 and C1 of the donor sugar. This
position of lipid II is comparable to that of
subsites +1 and +2 of the substrate in lL (15),
with the prereaction GT51 substrates similar to
the postreaction lysozyme products.

We propose that E114 is a Brønsted base
and acts to directly abstract a proton from the
4-OH group of the lipid II acceptor. The de-
protonated form of E114 may be stabilized by
the adjacent R249 residue, strictly conserved as
part of motif V. The proton abstraction step prob-
ably occurs concomitantly with the electrophilic
migration of the donor C1 toward the acceptor
4-OH group (Fig. 4, A and B). In the moenomy-
cin complex, the conserved E171 residue lies
closer to the glyceric acid moiety than the
phosphate-sugar linkage (the b phosphate in
our substrate model), which in combination with
pH activity profiles of the E. coli PBP1b enzyme
(16) casts some doubt on whether E171 proton-
ates the sugar-phosphate linkage to assist catal-
ysis. Furthermore, mutants of this residue in
E. coli PBP1b retain some residual activity,
whereas those of our predicted Brønsted base,
E114, do not (9). If E171 does not act to proton-
ate the substrate, then we propose that it helps to
coordinate the pyrophosphate group of the donor,
either directly or via a divalent metal cation. The
variable pH optima and divalent cation require-
ments of the GT51 family of enzymes (17–19)
may result from varying local environments of
the E171 residue. The SN2-like reaction occurs
between donor and acceptor, causing inversion at
the donor C1 anomeric carbon and formation of

the b1,4-linked product. The lipid-pyrophosphate
leaving group of the donor is then free to diffuse
away and be recycled in lipid II synthesis. We
propose that translocation of the newly formed
product to the donor site is assisted by a higher
affinity for the pyrophosphate moiety in the
donor site than in the acceptor site, with the con-
served positively charged K155, K163, R167,
and K168 residues located near the donor
pyrophosphate region of the active site (Fig. 4C).
This model is again reminiscent of the lysozyme
active site, where the +1 and +2 subsites that
match the modeled GT51 acceptor sugars possess
the lowest substrate affinity of all the subsites.
These two structures now provide a basis for
addressing further questions about the mecha-
nism of this important family of enzymes and for
the design of new antibacterials. This work also
opens the door for understanding structure and
function relationships in other clinically impor-
tant families of lipid-sugar GTs.
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Dynamics of Replication-Independent
Histone Turnover in Budding Yeast
Michael F. Dion,1*† Tommy Kaplan,2,3* Minkyu Kim,4 Stephen Buratowski,4
Nir Friedman,2 Oliver J. Rando1†‡

Chromatin plays roles in processes governed by different time scales. To assay the dynamic
behavior of chromatin in living cells, we used genomic tiling arrays to measure histone H3 turnover
in G1-arrested Saccharomyces cerevisiae at single-nucleosome resolution over 4% of the
genome, and at lower (~265 base pair) resolution over the entire genome. We find that
nucleosomes at promoters are replaced more rapidly than at coding regions and that replacement
rates over coding regions correlate with polymerase density. In addition, rapid histone turnover is
found at known chromatin boundary elements. These results suggest that rapid histone turnover
serves to functionally separate chromatin domains and prevent spread of histone states.

Characterizing the dynamic behavior of
nucleosomes is key to understanding the
diversity of biological roles of chromatin.

Nucleosomes are evicted at many yeast pro-
moters during gene activation (1–4) and are
reassembled in trans upon repression (5). In
Drosophila, active transcription leads to replace-
ment of histone H3 by the variant isoform H3.3
(6, 7), whereas in budding yeast (whose only H3

is an H3.3 homolog), passage of RNA polymer-
ase II (Pol II) results in eviction of nucleosomes
from some (8), but not all (9), coding regions. In
contrast, studies in Physarum polycephalum sug-
gest that H3 is not replaced during Pol II
transcription (10). Furthermore, recent results in
yeast suggest that H4 deposition is independent
of transcription status (11). The disagreement
between these studies leads us to map the locus-

specific turnover rate of histone H3 at genomic
scale so as to address two questions. First, is there
evidence for general transcription-dependent H3
turnover? Second, are there additional mecha-
nisms for histone turnover?

To measure turnover rates, we used yeast
carrying constitutively expressed Myc-tagged
histone H3, as well as an inducible Flag-tagged
H3 (5) (fig. S1). Flag-H3 was induced in G1-
arrested cells for varying amounts of time,
chromatin was cross-linked and digested to
mononucleosomes (12), and Myc- and Flag-
tagged histones were immunoprecipitated sepa-
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rately. Amplified DNAs were competitively
hybridized to a 20–base pair (bp) resolution
microarray covering 4% of the genome (13),
yielding Flag/Myc ratios at each time point for
each nucleosome on our array (Fig. 1A).We then
estimated the turnover rate (number of H3
replacement events per unit of time) of each
nucleosome using a simple analytical model that
fits the experimental data with a small number of
parameters (14, 15) (Fig. 1B).

To test the validity of our results, we repeated
the experiment in unsynchronized yeast (fig. S2),
observing well-correlated but consistently faster
turnover rates, as expected given global H3
deposition during genomic replication (Fig. 2
and fig. S3). We analyzed turnover rates in G1-
arrested cells across the entire yeast genome using
commercial microarrays with ~265-bp resolution
(16, 17) (fig. S4) and obtained a high correlation
between rates from the two distinct measurement
platforms (fig. S5). We also measured whole-
genome histone occupancy (1, 3) (13), finding

that H3 replacement rates were weakly anticorre-
lated with H3 occupancy (fig. S6).

These results are consistent with those ex-
pected of H3 replacement from a free pool of H3
and demonstrate that we can recover semiquan-
titative turnover rates from time-course experi-
ments. The time required for production of Flag-H3
(30 to 45 min) limits our ability to measure the
rates of the hottest nucleosomes, which accu-
mulate Flag-H3 before any protein can be
detected by Western blot. We therefore caution
against literal interpretation of turnover rates,
because parameter choices (e.g., Flag-H3 degra-
dation rate) affect absolute turnover rates; howev-
er, over a wide range of parameters, the ratio
between estimated rates is robust. The resulting
rate estimates span one to two orders ofmagnitude
(depending on measurement platform) between
“cold” nucleosomes that rarely turn over and hot
ones whose replacement rate is faster than the
time granularity of our experiment (Fig. 1C and
Fig. 3B).

We compared high-resolution turnover rates to
previously measured features of these nucleo-
somes (12, 17, 18) (Fig. 2 and fig. S7). Nucleo-
somes over protein-coding regions were coldest,
whereas promoter nucleosomes were generally
hot. Correspondingly, hot nucleosomes were de-
pleted of the histone modifications that are
“stereotypically” depleted surrounding the tran-
scription start site (TSS) (12) and were conversely
enriched for the histoneH2AvariantHtz1 (16, 18).

These results are notable for two reasons.
First, they suggest that replacement of TSS-
adjacent nucleosomes with an appropriately
modified nucleoplasmic pool could be partially
responsible for promoter patterns of histone
modification. Second, erasure of histone mod-
ifications due to rapid turnover would result in a
steady-state picture of stereotyped promoter
chromatin that does not capture transient states,
potentially hiding any number of informative
histone modification events.

Analysis of median replacement rates for
various genomic loci confirmed that the most
rapid turnover occurs over promoters, tRNA, and
small nucleolar RNA genes (Fig. 3, A and B, and
fig. S8). Most unexpected, given the dynamic
H3.3 replacement overDrosophila genes (7, 19),
was the slow H3 turnover over protein-coding
genes. Indeed, the coldest probes, mid–coding
region probes, cover 28% of the genome yet
account for only 10% of turnover. Despite the
slower H3 turnover in coding regions, relative
variation of turnover rates among coding regions
might correlate with polymerase activity. For
example, histone turnover over the alpha factor–
inducible geneFUS1 ismore rapid in alpha factor–
arrested cells than in unsynchronized cells (Fig. 3C
and fig. S9). We therefore measured Pol II en-
richment across the entire yeast genome, finding
that polymerase enrichment over genes exhib-
ited good correlation (r2 = 0.54, P < 6 × 10−17)

Fig. 1. Time courses of
histone turnover in yeast.
(A) H3 turnover for 23
adjacent nucleosomes in
G1-arrested yeast cul-
tures. Flag and Myc were
immunoprecipitated at
various time points after
Flag-H3 induction ( x
axis), and Flag/Myc ratios
( y axis) were measured
bymicroarray. (B) A com-
putational model reduces
time course data to a
single turnover parame-
ter l (frequency of his-
tone turnover events, in
units of min−1), repre-
sented as the leftmost
red-to-green color bar.
Measured time-course
data and data simulated using l values are represented as blue-yellow heat
maps (right). Theminor differences (Residual) betweenmeasured and simulated
data demonstrate that our model captures the majority of histone turnover

dynamics during G1 arrest. (C) Distribution of turnover rates for nucleosomes in
G1-arrested yeast. Binned turnover rates are color coded as in (B). (D) Sample
genomic stretch, with nucleosomes (A) color coded by turnover rate.

Fig. 2. Relation between histone
modifications and H3 turnover,
nucleosomes (columns) versus anno-
tations (rows). Nucleosomes are
ordered by turnover rate (red-to-
green). Modification and Htz1 levels
(12, 18) are shown in yellow-to-blue
heat maps, where yellow represents
enrichment. The bottom panel shows
genomic locations (12): 5′ and 3′ TSS
refer to nucleosomes surrounding
the transcriptional start site; pro-
moter indicates other upstream
probes. Protein-coding sequences
are separated into 5′, middle, and
3′. Other annotations describe au-
tonomously replicating sequences
(ARSs), tRNA genes, and Null (any
other intergenic region).

promoter
5' TSS
3' TSS
5' CDS

mid-CDS
3' CDS

NULL
tRNA
ARS

H3K18Ac
H4K12Ac
H3K9Ac

H3K14Ac
H4K5Ac

H2AK7Ac
H4K8Ac

H2BK16Ac
H4K16Ac

G1

Htz1

H3K4Me1

unsynch

H3K4Me3
H3K4Me2

9 MARCH 2007 VOL 315 SCIENCE www.sciencemag.org1406

REPORTS

 o
n 

M
ar

ch
 8

, 2
00

7 
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org


with histone replacement rates (Fig. 3D). This is
consistent with RNA polymerase passage evict-
ing nucleosomes in some cases, although many
highly transcribed genes (RPL37B, for example)
exhibit low turnover rates.

Although polymerase passage and the result-
ing histone eviction represent a plausible first
step for coding region histone turnover, they are
unlikely to account for the bulk of histone
replacement (Fig. 3A). Promoters of hot coding
regions tend to be hot, but the converse is not
true: Most hot promoters were adjacent to cold
coding regions (e.g., Fig. 1D). Moreover, re-
placement rates at promoters were, unlike those
at coding regions, poorly correlated with poly-
merase abundance, either at the promoter or over
the coding region (fig. S10), making it unlikely
that promoter turnover is solely a result of poly-
merase activity.

To systematically characterize promoter his-
tone turnover, we tested the hottest subset of
promoters for enrichment of published experi-
mental and computational annotations (table S6).
The hottest promoters include those carrying
binding sites for a subset of transcription factors
(such as Rap1, Reb1, Gcn4, and Adr1), those
upstream of genes regulated by chromatin-
modulating complexes (e.g., Ssn6/Tup1, Media-
tor, SAGA, Swi/Snf, and Sir), and those
upstream of genes associated with nuclear pore
components (e.g., Cse1, Mlp1, Nup116, and
Nup2). Clustering hot promoters based on en-
riched annotations yielded independent clusters
(Fig. 4A and fig. S11), such as a group of hot
promoters associated with nuclear pore compo-
nents (20). These separate clusters suggest that
the many enrichments identified potentially

Fig. 3. Slow histone replacement over protein-
coding genes. (A) Median turnover rates for genomic
annotations (from whole-genome data). (B) Probe-
level distributions of transcribed regions compared
with the entire data set. X axis (logarithmic scale)
shows turnover rate. Y axis shows fraction of probes
within each rate bin. (C) FUS1 coding region and
associated nucleosomes, color coded according to
turnover rates from high-resolution microarray
experiments on unsynchronized yeast cultures (top),
and G1-arrested cultures (bottom). (D) Scatter plot of
coding region histone turnover (whole-genome data)
versus log2 of Pol II enrichment.

Fig. 4. Rapid turnover at promoters is associated with multiple partially overlapping features. (A)
Hot promoters were tested for significantly enriched (p < 10−7) annotations. Cluster diagram shows
hot promoters as rows, annotations (table S6 and fig. S11) as columns. Black bars indicate positive
annotations for a given promoter. (B to D) Overlap between hot promoters and pairs of enriched
annotations. P value shows significance of overlap between pairs of annotations, given the extent
of their overlap with hot promoters (hypergeometric distribution). SAGA-dominated genes are
enriched for TATA-containing promoters (B) and are moderately correlated with Cse1-bound genes
(C), whereas promoters with Rap1 sites are not enriched upstream of genes exhibiting high Pol II
levels in our experiment (D).
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reflect multiple, partially overlapping mecha-
nisms for rapid promoter turnover (Fig. 4, B to
D). Some enrichments suggest clear hypotheses
about the mechanism for rapid turnover (e.g.,
rapid histone replacement at Swi/snf-regulated
promoters may well be a consequence of Swi/snf
action), whereas other enrichments are less
illuminating (e.g., what causes rapid replacement
at nuclear pores?).

Many features of hot nucleosomes (includ-
ing Htz1, tRNA genes, nuclear pore association,
and Rap1 and Reb1 sites) are associated with
boundaries that block heterochromatin spreading
in yeast (21–24). How do boundaries block
lateral spreading (25) of chromatin states?
Suggested mechanisms include long gaps be-
tween nucleosomes, or recruited acetylases that
compete with spreading deacetylation (26, 27).
The rapidH3 replacement at boundary-associated
regions suggests an alternative hypothesis: that
constant replacement of nucleosomes serves to
erase a laterally spreading chromatin domain
before it spreads any further (fig. S12). To
investigate the role of Htz1 (whose role in
boundary function is poorly understood) in his-
tone replacement, we measured Flag-H3 incor-
poration in htz1D mutants, finding globally
slowed H3 incorporation but few locus-specific
effects (14). Further experiments will be required
to untangle this relationship and to evaluate the
role of rapid turnover at chromatin boundaries.

We have measured H3 replacement rates
throughout the yeast genome, finding that nu-
cleosomes over coding regions are replaced at
high transcription rates, although most turnover
occurs over promoters and small RNA genes.
What function is served by histone replacement
at promoters? Rapid turnover could transiently
expose occluded transcription factor binding sites

or it could ensure, by erasure of promoter chro-
matin marks, that transcriptional reinitiation
occurs only in the continuing presence of an
activating stimulus. Whatever the function, one
important implication is that steady-state local-
ization studies of histone marks could be con-
founded by dilution with histones carrying the
average modification levels of the free histone
pool, making dynamic or genetic studies key to
deciphering any instructive roles of histone
marks in transcriptional control. Finally, rapid
turnover occurs at chromatin boundaries [see also
(28)]. We propose that erasure of histone marks
(or associated proteins) by rapid turnover delim-
its the spread of chromatin states. We further
speculate that the widespread histone turnover at
promoters throughout the compact yeast genome
could serve, in a sense, to “expand” the genome
by preventing chromatin states of adjacent genes
from affecting each other.
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Histone Replacement Marks the
Boundaries of cis-Regulatory Domains
Yoshiko Mito,1,2 Jorja G. Henikoff,1 Steven Henikoff1,3*

Cellular memory is maintained at homeotic genes by cis-regulatory elements whose mechanism of
action is unknown. We have examined chromatin at Drosophila homeotic gene clusters by measuring,
at high resolution, levels of histone replacement and nucleosome occupancy. Homeotic gene clusters
display conspicuous peaks of histone replacement at boundaries of cis-regulatory domains
superimposed over broad regions of low replacement. Peaks of histone replacement closely correspond
to nuclease-hypersensitive sites, binding sites for Polycomb and trithorax group proteins, and sites of
nucleosome depletion. Our results suggest the existence of a continuous process that disrupts
nucleosomes and maintains accessibility of cis-regulatory elements.

Chromatin can be differentiated by the
replication-independent replacement of
one histone variant with another (1). For

example, histone H3.3 is deposited throughout
the cell cycle, replacing H3 that is deposited
during replication (2–4). Unlike replication-
coupled assembly of H3, which occurs in gaps

between old nucleosomes on daughter helices,
the insertion of H3.3 is preceded by disruption
of preexisting histones during transcription and
other active processes (3, 5). We have previous-
ly shown that H3.3 replacement profiles resemble
those for RNA polymerase II (2), which suggests
that gradual replacement of H3.3 occurs in the

wake of transiting polymerase to repair disrupted
chromatin (1). Here, we ask whether histone re-
placement and nucleosome occupancy are also
distinctive at cis-regulatory elements.

Log-phase Drosophila melanogaster S2 cells
were induced to produce biotin-tagged H3.3 for
two or three cell cycles (2). DNA was extracted
from streptavidin pull-down assay and input
material, labeled with Cy3 and Cy5 dyes, and
cohybridized to microarrays. To provide a stan-
dard, we profiled biotin-tagged H3-containing
chromatin in parallel. Analysis of H3.3/H3 levels
over the entire 3R chromosome arm revealed that
the ~350-kb bithorax complex (BX-C) region
displays the lowest H3.3/H3 ratio of any region
of comparable size on 3R, and the Antennapedia
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USA. 2Molecular and Cellular Biology Program, University
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