
JOURNAL OF GEOPHYSICAL RESEARCH: ATMOSPHERES, VOL. 118, 13,561–13,590, doi:10.1002/2013JD020618, 2013

Dynamics of streamer-to-leader transition at reduced air densities

and its implications for propagation of lightning leaders

and gigantic jets

Caitano L. da Silva1 and Victor P. Pasko1

Received 23 July 2013; revised 7 October 2013; accepted 30 October 2013; published 16 December 2013.

[1] In this paper we present modeling studies of air heating by electrical discharges in a
wide range of pressures. The developed model is capable of quantifying the different
contributions for heating of air at the particle level and rigorously accounts for the
vibration-dissociation-vibration coupling. The model is validated by calculating the
breakdown times of short air gaps and comparing to available experimental data.
Detailed discussion on the role of electron detachment in the development of the
thermal-ionizational instability that triggers the spark development in short air gaps is
presented. The dynamics of fast heating by quenching of excited electronic states is
discussed and the scaling of its main channels with ambient air density is quantified. The
developed model is employed to study the streamer-to-leader transition process and to
obtain its scaling with ambient air density. Streamer-to-leader transition is the name given
to a sequence of events occurring in a thin plasma channel through which a relatively
strong current is forced through, culminating in heating of ambient gas and increase of
the electrical conductivity of the channel. This process occurs during the inception of
leaders (from sharp metallic structures, from hydrometeors inside the thundercloud, or in
virgin air) and during their propagation (at the leader head or during the growth of a space
leader). The development of a thermal-ionizational instability that culminates in the leader
formation and propagation is characterized by a change in air ionization mechanism from
electron impact to associative ionization and by contraction of the plasma channel. The
introduced methodology for estimation of leader speeds shows that the propagation of a
leader is limited by the air heating of every newly formed leader section. It is demonstrated
that the streamer-to-leader transition time has an inverse-squared dependence on the
ambient air density at near-ground pressures, in agreement with similarity laws for Joule
heating in a streamer channel. Model results indicate that a deviation from this similarity
scaling occurs at very low air densities, where the rate of electronic power deposition is
balanced by the channel expansion, and air heating from quenching of excited electronic
states is very inefficient. These findings place a limit on the maximum altitude at which a
hot and highly conducting lightning leader channel can be formed in the Earth’s
atmosphere, result which is important for understating of the gigantic jet (GJ) discharges
between thundercloud tops and the lower ionosphere. Simulations of leader speeds at GJ
altitudes demonstrate that initial speeds of GJs are consistent with the leader propagation
mechanism. The simulation of a GJ, escaping upward from a thundercloud top, shows
that the lengthening of the leader streamer zone, in a medium of exponentially decreasing
air density, determines the existence of an altitude at which the streamer zones of GJs
become so long that they dynamically extend (jump) all the way to the ionosphere.
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1. Introduction

[2] This work is dedicated to study the physical processes
leading to the formation of a leader discharge [e.g., Bazelyan
and Raizer, 1998, Chapter 6]. Leaders are a fundamental
component in the breakdown of long air gaps in laboratory
discharges [e.g., Gallimberti et al., 2002]. They are present
in natural and artificial (i.e., triggered) lightning [e.g., Rakov

and Uman, 2003, Chapters 4–9] and are believed to play
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Figure 1. (a) Sketch of a positive leader highlighting the simulated region. (b) Exponential decrease of
ambient air density with altitude in the Earth’s atmosphere. Bottom axis presents Namb in cm–3, while top
axis presents Namb/N0, where N0 = 2.5�1019 cm–3 is the ambient air density at ground level.

a key role in the recently discovered subset of transient
luminous events emanating from thundercloud tops, com-
monly referred as “Jets” [e.g., Wescott et al., 1995, 1996;
Pasko et al., 2002; Su et al., 2003; Lee et al., 2012].

[3] Streamer-to-leader transition is the name given to
a sequence of processes leading to the conversion of a
cold (room temperature) streamer corona discharge to a hot
leader channel. The streamer-to-leader transition dictates the
onset and propagation of leader discharges. In literature,
the physical processes leading to the leader onset were the-
oretically studied in the context of laboratory discharges
[e.g., Gallimberti, 1979; Bondiou and Gallimberti, 1994;
Aleksandrov et al., 2001a; Vidal et al., 2002; Popov, 2003,
2009; Bazelyan et al., 2007a], where experimental data
are available. Similarly, in the context of lightning dis-
charges, numerical models were employed to simulate
the inception and propagation of upward lightning lead-
ers from rocket-triggered lightning and tall structures [e.g.,
Aleksandrov et al., 2001b; Lalande et al., 2002; Becerra and
Cooray, 2006; Becerra et al., 2007; Bazelyan et al., 2007b,
2008], where ambient conditions can be somewhat inferred.

[4] The main goal of the present work is to character-
ize the discharge mechanisms involved in the development
of upward jets from thundercloud tops. This investigation
is of special importance in the context of Gigantic Jets
(GJs) [Pasko et al., 2002; Su et al., 2003], which are large-
scale electrical discharges that are observed to emanate from
thundercloud tops (at �20 km altitude) and propagate up to
the lower ionosphere (at �90 km) [Pasko et al., 2002; Su
et al., 2003; van der Velde et al., 2007, 2010; Chen et al.,
2008; Kuo et al., 2009; Cummer et al., 2009; Chou et al.,
2010, 2011; Soula et al., 2011; Lu et al., 2011]. The current
theoretical understanding of the GJ process describes it as
an upward directed discharge, analogous to cloud-to-ground
lightning [Krehbiel et al., 2008]. In a normal-polarity thun-
derstorm (i.e., containing a midlevel negative and an upper
positive charge centers), GJs are initiated between adjacent
charge regions (similarly to intracloud lightning discharges),
where the electric field is the highest [Krehbiel et al., 2008].
Lightning is initiated as a bidirectional discharge [Kasemir,
1960] that propagates in the form of positive leaders in

the negative charge region and in the form of negative
leaders in the positive charge region [e.g., Mazur, 2002;
Riousset et al., 2007]. Krehbiel et al. [2008] demonstrated
that when the two charges were not balanced (meaning
the upper positive charge center contains less net charge
than the midlevel negative charge center), the leader poten-
tial could be significantly shifted in the direction defined
by the charge with dominant magnitude. In this situation
the propagation of the leader becomes essentially indepen-
dent from the weaker charge center, allowing it to penetrate
through the weaker upper charge center and to escape from
the thundercloud upward and serve as the initiation of a
GJ [Krehbiel et al., 2008; Riousset et al., 2010a]. Thus,
understanding of the GJ process and of its interaction with
stratosphere, mesosphere, and lower ionosphere requires
quantitative characterization of the streamer-to-leader tran-
sition process and the physics of lightning leaders at reduced
air densities.

1.1. Phenomenology of Positive and Negative Leaders

[5] Leaders are self-propagating discharges, capable of
travel kilometer long distances at ground and near-ground
pressure. They are the mechanism present in lightning dis-
charges, enabling a cloud-to-ground lightning to form a
highly conducting path that “short-circuits the gap” between
a thundercloud and the ground, neutralizing (or reducing)
the potential difference between cloud and ground. Exten-
sive literature review on the several lightning manifesta-
tions is provided by Rakov and Uman [2003]. A leader
is a complex structure; nevertheless, its description can be
made simpler by recognizing the existence of three dif-
ferent regions: (1) the streamer zone, (2) the leader head
or stem, and (3) the channel [Bazelyan and Raizer, 1998,
Section 6.1.1]. The three distinct regions are depicted in
Figure 1a for a positive leader (see also Figure 6 by
Bondiou and Gallimberti [1994]). The streamer zone is com-
posed by a fan of thousands of streamers; the ionization
process associated with the formation and propagation of
each single streamer is the source of electrical current for
heating of the leader channel. The second region is called
in literature leader head [e.g., Bazelyan and Raizer, 1998]
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or leader stem [e.g., Gallimberti et al., 2002]. Regardless
of name, this segment is where the transition between cold
streamers to a hot channel takes places. The leader head is
the common origin point for all streamers in the streamer
zone, which individually carry very low current. It is due to
the addition of their currents at this point that heating of air
is made possible. The leader channel is a hot plasma filament
at temperatures of 5000–7000 K in laboratory leaders and
even higher in lightning [Aleksandrov et al., 2001a]. This
channel is highly conducting and it is capable of transmitting
the electrode’s potential to the leader head. This is of fun-
damental importance because an ionizing field ahead of the
leader is required for the inception of streamer coronas, in
the streamer zone region, to promote the leader propagation.
The three parts described above can be clearly optically dis-
tinguished in streak photograph of laboratory leaders [e.g.,
Bazelyan and Raizer, 1998, Figure 6.1]. A fourth additional
structure that cannot be seen is the leader cover. As the leader
propagates, it enters a region containing the space charge
previously formed in the streamer zone, which was left
behind. This charge region is accumulated around the chan-
nel and has the role of stabilizing the channel by reducing
the radial electric field component, preventing its ionization
expansion [Bazelyan and Raizer, 2000, p. 67].

[6] Positive leaders advance in space by creating a heating
conversion zone in their tips, i.e., the transition between cold
streamers to a hot leader channel occurs in the leader head,
as schematically represented in Figure 1a. Negative leaders,
on the other hand, present a more complex dynamics and are
characterized by a stepped propagation. Within the streamer
zone region, a plasma inhomogeneity (referred to as a plas-
moid by Petrov and Petrova [1999]) grows to form a space
stem. The electric field configuration around the space stem
is capable of producing two sets of streamer coronas, one
in each opposite direction [Gorin et al., 1976]. The negative
corona is formed in the direction of the main leader propa-
gation, while the positive corona is launched backward (see
schematics by Petersen et al. [2008, Figure 7], for example).
The current produced by the streamer coronas may be suffi-
cient to promote Joule heating in the space stem, turning it
into a space leader [e.g., Gallimberti et al., 2002, Figure 4].
The positive extremity of the space leader connects to the
main leader and the system experiences a miniaturized return
stroke-like process, which is characterized by a transient
increase in the radiation intensity. The negative space leader
extremity becomes the new leader head and the process is
repeated [Bazelyan and Raizer, 1998, p. 255]. The forma-
tion of a space leader ahead of the negative leader is a
fundamental stage in the leader progression, as evidenced
in laboratory [e.g., Ortega et al., 1994; Reess et al., 1995;
Bazelyan and Raizer, 1998; Gallimberti et al., 2002] and
lightning [e.g., Biagi et al., 2009, 2010; Hill et al., 2011]
observations. Although positive and negative leaders exhibit
different dynamical features, it can be seen, from the above
discussion, that the streamer-to-leader transition (or in other
words, the air heating) is a fundamental process that defines
leader propagation in both cases. For positive leaders, it
occurs in the leader head, attached to the main channel, while
for negative leader this process occurs during the growth of
the space leader ahead of the main leader channel. Detailed
discussion on the phenomenology of leader discharges is
provided by Bazelyan and Raizer [1998, Chapter 6].

1.2. Brief History of Air Heating Modeling
in the Context of Electrical Discharges

[7] Throughout the years, an extensive amount of theo-
retical work has been done to understand the role of air
heating by a discharge current as a fundamental stage for
electrical breakdown. Most of contemporary efforts to model
the leader onset and propagation are built on early work by
Gallimberti [1979]. As pointed out by Marode [1983], still
in the early stages of this research topic, models presented
in literature follow two different approaches. The channel-
controlled approach assumes a constant electric field in the
gap and it is employed to describe streamer-to-spark tran-
sition after the streamer bridges a short gap [e.g., Marode
et al., 1979; Bastien and Marode, 1985; Aleksandrov et al.,
1998; Naidis, 1999, 2005; Riousset et al., 2010b]. The head-
controlled approach postulates either a time-dependent or a
stationary current, and it is employed to study the streamer-
to-leader transition occurring in the leader inception and
in leader heads propagating through long air gaps [e.g.,
Gallimberti, 1979; Aleksandrov et al., 2001a; Gallimberti
et al., 2002; Bazelyan et al., 2007a; Popov, 2003, 2009].
Some key contributions, from the above listed modeling
works, are reviewed below.

[8] Studies on spark formation have started with the iden-
tification of the thermal mechanism as being a fundamental
stage in the gap breakdown [Marode, 1983, and references
therein]. The thermal mechanism leads to lowering of the gas
number density N inside the channel due to the expansion of
the heated gas [Marode et al., 1979; Marode, 1983; Bastien
and Marode, 1985]. This process leads to the growth of the
mean reduced field E/N and, therefore, to an increase in the
air ionization rate (electron-impact ionization of N2 and O2

molecules). Later, the importance of kinetic effects in elec-
trical discharges started to be discussed [e.g., Mnatsakanyan

and Naidis, 1991; Kossyi et al., 1992]. Aleksandrov et al.
[1997] pointed out the importance of (stepwise) ionization
of O atoms and NO molecules for the transition and that
associative ionization between N and O atoms is the most
important mechanism for plasma maintenance at tempera-
tures higher than 4500 K. In a subsequent work, Aleksandrov
et al. [1998] developed a model accounting for the fact that
the Joule heating, owing to the current flow in the channel,
is not solely used to increase the temperature of the back-
ground gas. Instead, only a small fraction of the deposited
electronic power is used to heat the channel in the so-called
“fast heating” process, mainly associated with collisional
quenching of electronically excited states of N2 and O2

molecules; a significant fraction of the electronic energy is
transferred to and stored in the vibrational energy levels of
the N2 molecules. Naidis [1999] studied the spark formation
in nanosecond time range and showed that accumulation of
active particles (mainly O atoms) accelerate the rate of elec-
tron detachment contributing to streamer-to-spark transition.
In a subsequent work, Naidis [2005] demonstrated the exis-
tence of two distinct regimes in the spark formation (at ambi-
ent ground pressure): the first one, occurring at times shorter
than 1 �s, is dominated by the kinetic effects, while the sec-
ond one, occurring at times longer than 1 �s, is dominated by
the thermal mechanism. Popov [2001, 2011] and Flitti and
Pancheshnyi [2009] presented calculations of the electron
energy partition and they have demonstrated that the fraction
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of electronic power spent on excitation of electronic molec-
ular states that is converted into gas heating is approximately
independent of electric field (and is around �30 %), in
agreement with previous assumptions by Aleksandrov et al.
[1998]. Popov [2003] employed a fully one-dimensional
model to simulate the streamer-to-leader transition occur-
ring in the head of a positive leader with an electrical
current of �1 A. He discussed the effects of the cur-
rent contraction and the role of associative ionization pro-
cesses involving N2(A3†+

u) and N2(a0 1†–
u) excited species.

Later, Popov [2009] applied his previously developed model
[Popov, 2001, 2003] to estimate leader speeds, following the
approach of Bazelyan and Raizer [2000, p. 67] and Bazelyan
et al. [2007a]. More recently, following the approach of
Naidis [1999, 2005], Riousset et al. [2010b] developed a
streamer-to-spark transition model capable of reproducing
experimental data of Černák et al. [1995] and Larsson
[1998]. They studied the scaling of the breakdown time with
ambient air density, or pressure, in a range corresponding
to 0–70 km altitude in the Earth’s atmosphere. Between
ground and 70 km altitude, the ambient air density Namb

varies by approximately 4 orders of magnitude, as shown in
Figure 1b. Riousset et al. [2010b] have demonstrated that
under assumptions of a constant electric field across the gap,
the breakdown time scales with air density close to 1/Namb.
This scaling leads to shorter breakdown time than that pre-
dicted by similarity laws for Joule heating [e.g., Pasko, 2006,
p. 267], which is 1/N 2

amb. They have attributed this accelera-
tion to a strong reduction in electron losses due to three-body
attachment and electron-ion recombination processes with
reduction of air pressure [Riousset et al., 2010b].

1.3. Purpose of This Paper

[9] The main goal of this paper is to study the scaling
of the streamer-to-leader transition process with ambient air
density. For this purpose, we introduce a model to describe
the air heating produced by the electrical current injected
in the leader head (Sections 2.1–2.4). We present a sim-
ple model for the fast heating of air due to quenching of
excited electronic states (Section 2.3), and we discuss its
scaling with ambient air density (Section 3.2). We exam-
ine the plasma instability driven by constant electric field,
such as studied by Riousset et al. [2010b], pointing out
the role of electron detachment in the breakdown of short
air gaps (Section 3.1). We discuss the peculiarities of the
plasma instability driven by constant current, culminating
in streamer-to-leader transition (Section 4.1) and its scal-
ing with ambient air density (Section 4.2). We demonstrate
that leader speed can be more generally written as a func-
tion of the initial current density in the leader stem, instead
of total current (Section 5.1). Finally, we explore the impli-
cations of the scaling of the streamer-to-transition time with
air density for the upward propagation of gigantic jet leaders
(Section 5.2).

2. Model Formulation

[10] We present a model for streamer-to-leader transition
built on three principal assumptions: (1) the axial varia-
tions along the channel are negligible in comparison to the
radial ones and, therefore, the leader head can be represented
by a one-dimensional (1-D) radial system, (2) the electrical

current of a propagating leader is produced in the streamer
zone and injected in the leader head and, therefore, it is
an external parameter for this region, and (3) the streamer-
to-leader transition takes place in a time scale �h on which
a newly formed portion of the leader is heated to a temper-
ature of �2000 K. Figure 1a presents the schematics of a
positive leader, highlighting the simulated region. The phys-
ical interpretation of the simulation region is straightforward
in the case of a positive leader. In the case of negative lead-
ers, an analogous process can be assumed to take place in
the space stem, during the growth of a space leader, ahead
of the main leader channel, as mentioned in Section 1.2.
The proposed methodology is based on previous theoreti-
cal works reviewed in Section 1.2 [e.g., Naidis, 1999, 2005;
Popov, 2003, 2009; Riousset et al., 2010b]. The approxi-
mation that the leader head can be treated as a 1-D system
(2-D with axial symmetry) is made necessary due to the
extensive list of physical/chemical processes, with largely
different time scales, involved in the nonequilibrium plasma
described here.

[11] The initial conditions for the leader stem describe a
solitary plasma channel embedded in a nonperturbed atmo-
sphere consisting of 79% of N2 and 21% of O2 at ambient
temperature T0 = 300 K. Initially, the plasma channel is set to
have a Gaussian radial distribution ne(r) = ne,a exp(–r 2/r 2

c),
with a peak value of ne,a = 2�1014 cm–3 and a 1/e radius
rc = 0.3 mm, at ground pressure. Charge neutrality is ensured
by setting the initial density of O+

2 ions to be equal to
the electronic one and densities of all other ion species to
zero [Popov, 2003, 2009]. The initial conditions for sim-
ulations at different altitudes are obtained by scaling the
ground parameters with air density using similarity laws
for streamer discharges [Pasko, 2006, pp. 265–267]. For
example, the initial radius and electron density are written
as rc = rc,0N0/Namb and ne = ne,0N 2

amb/N 2
0 , respectively, where

Namb is the ambient air density at an altitude of interest and
N0 is the ambient air density at ground level. Figure 1b
shows the exponential decrease of Namb with altitude h. Note
that Namb represents only the initial conditions for the simu-
lations, i.e., N(t=0) = Namb. An important characteristic of the
model described below is that it allows for actual value of N
to reduce due to gas expansion and to increase due to dissoci-
ation. Hence, in this article, we refer to Namb when discussing
scaling of properties with altitude in Earth’s atmosphere and
to N when discussing the effects of dynamic lowering of neu-
tral density in the reduced electric field E/N during the leader
formation process. To summarize, quantities with subindex
“amb” refer to the ambient values, quantities with subindex
“0” refer to ambient values at ground pressure, and quantities
with neither “amb” nor “0” subindex refer to actual dynamic
values of the variables.

[12] The above described initial conditions are chosen
such that the leader stem resembles a single streamer chan-
nel at the beginning of the simulation [see, e.g., Liu and
Pasko, 2004]. These initial conditions are used through the
whole paper, unless otherwise indicated, as for example in
Section 5.1 where the effects of rc are discussed. The leader
stem is then dynamically followed assuming a given current
I, and evolution of all parameters is tracked as a func-
tion of time t and radial position r. The current I flowing
through the leader head is created by the collective action
of all the streamers in the streamer zone, as schematically
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Figure 2. (a) Dependence of viscosity �v and heat conduction �T coefficients on translational temper-
ature T [Boulos et al., 1994, pp. 413–417]. (b) Dependence of the correction factor F that accounts for
electron energy gained in super elastic collisions with vibrationally excited N2(v), on vibrational temper-
ature TV [Benilov and Naidis, 2003, equation (8)]. Figure 2a also shows a simplified description for the
heat conduction coefficient �**

T described in the text.

represented in Figure 1. The set of physical/chemical pro-
cesses required to describe the conversion of this cold
streamer to a hot leader channel can be divided into four
groups: neutral gas dynamics (Section 2.1), a comprising
set of chemical reactions (Section 2.2 and Appendix A),
energy exchange between charged and neutral particles
(Section 2.3), and delayed relaxation of vibrational energy
(Section 2.4), as described below.

2.1. Gas Dynamics

[13] The first block of the model contains a set of gas
dynamics equations to describe the air heating and expan-
sion due to the passage of the electrical current through the
stem’s cross section, as follows:

@�

@t
+ Er �(�Ev) = 0 (1)

@�Ev
@t

+ Er �
�

�EvEv
�

= – Erp +
1

3
�v

Er( Er �Ev) + �vr2Ev (2)

@"

@t
+ Er �

�

(" + p) Ev
�

= Qeff
T + Er �(�*

T
ErT ) (3)

@"V

@t
+ Er �

�

"VEv
�

= Qeff
V + Er �(DV

Er"V). (4)

[14] The equation (1) accounts for mass transport, where
the mass density is defined as the sum over all neutral species
� =

P

j mj nj (where nj and mj are the number density and
mass of the jth neutral specie described in Section 2.2)
and Ev is the bulk velocity of the neutral gas. The equation
(2) describes the transport of momentum, with �Ev account-
ing for the momentum per unit volume of the neutral gas.
The forcing term is the pressure ( p) gradient. Dissipation
due to viscous forces [e.g., Sparrow and Raspet, 1991,
equation (2)] is also accounted for in equation (2), with
�v being the viscosity coefficient in units of kg/m�s or
Pa�s [Boulos et al., 1994, pp. 413–417]. Figure 2a shows
the dependence of �v on temperature. Equations (3) and
(4) describe the energy transport, where " and "V are the
translational and vibrational energy densities (expressed in
units of J/m3), respectively, and T and TV the associated
temperatures. The energies are related to the temperatures as

" =
5

2
NkBT +

1

2
� Ev�Ev (5)

and

"V =
nN2 h̄!

exp(h̄!/kBTV) – 1
, (6)

where h̄! = 0.29 eV is the vibrational quantum of the N2

molecule [e.g., Naidis, 2005, 2007], nN2 is the N2 num-
ber density, and kB is the Boltzmann constant. Note that
" describes the overall translational energy of the neu-
tral gas, while "V the vibrational energy of solely N2

molecules. Describing the spatiotemporal evolution of the
mean energy distribution by a set of two equations is nec-
essary because, while the equilibrium between translational
and rotational degrees of freedom can be assumed to be
instantaneously reached, the relaxation of vibrational energy
of N2 molecules occurs on a significantly longer time scale
�VT (defined in Section 2.4) that can be comparable to (or
longer than) the channel heating time itself [e.g., Naidis,
1999; Benilov and Naidis, 2003]. The vibrational tempera-
tures of other diatomic molecules are close to the transla-
tional temperature T [Benilov and Naidis, 2003]. Equation
(3) accounts for heat conduction, where �*

T (expressed in
units of W/m�K) is the thermal conductivity without the con-
tribution of vibrationally excited nitrogen molecules [Naidis,
2007, equation (11)]:

�*
T = �T – nN2 DVkB

�

h̄!

kBT

�2 exp(h̄!/kBT )

[exp(h̄!/kBT ) – 1]2
(7)

where �T is the total thermal conductivity in equilibrium
conditions (T = TV) [Boulos et al., 1994, pp. 413–417].
Figure 2a shows the dependence of �T on temperature. This
correction is made necessary because equation (4) already
accounts for energy loss due to diffusion of vibrationally
excited nitrogen molecules. The diffusion coefficient is
given by DV = 1.7�10–5 (T/T0)1.5 N0/N m2/s [e.g., Shneider
et al., 2012], where T0 = 300 K is the ambient value of tem-
perature, N is the neutral gas density defined as the sum
over all neutral species N =

P

j nj, and N0 = 2.5�1019 cm–3

is its ambient value at ground pressure (see Figure 1b). The
equation of state p = NkBT closes the system of equations
(1)–(4). The terms Qeff

T and Qeff
V are the effective rate of

energy deposition in translational and vibrational degrees of
freedom, respectively, and are defined in Section 2.3. These
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two quantities describe the coupling between the electrical
current and the neutral gas.

[15] An important contribution for the thermal conduc-
tivity comes from the chemical reactions occurring in the
plasma [Boulos et al., 1994, pp. 271–273]. For instance, the
two peaks in the dependence of �T(T ), shown in Figure 2a,
are related to the dissociation of O2 [e.g., Raizer, 1991,
Figure 10.20] and N2 [e.g., Boulos et al., 1994, Figure 7.2]
molecules. In this work, we use the thermal conductivity
�T from Boulos et al. [1994, pp. 413–417], which is calcu-
lated under the assumption of local thermodynamical and
chemical equilibrium, at ground level pressure. In a more
general case, the contribution for �T, coming from the chem-
ical reactions in the plasma, depends on pressure and gas
composition. The general description of all components of
the thermal conductivity in the nonequilibrium case [e.g.,
Chen and Li, 2003; Nemchinsky, 2005; D’Angola et al.,
2008] is beyond the scope of the present work. We also
introduce a simplified version of the thermal conductiv-
ity �**

T = 19kB�v/4mair, where mair = �amb/Namb is the average
mass of an air molecule. This definition of �**

T is obtained
from the Eucken relationship between the thermal conduc-
tivity and the viscosity coefficient by assuming that the spe-
cific heat ratio ( = 7/5) is independent of temperature [e.g.,
Hirschfelder et al., 1964, pp. 499–501; Boulos et al., 1994,
pp. 294–295; Laurendeau, 2005, p. 312]. Hence, �**

T only
accounts for energy transport associated to translational and
rotational degrees of freedom, neglecting the contributions
of vibrational degrees of freedom and chemical reactions.
The coefficient �**

T is also shown in Figure 2a. In all calcu-
lations in this paper, we use the coefficient �*

T, defined by
equation (7). The coefficient �**

T is only used to demonstrate
(please see Section 4.2) that the results and conclusions of
the present work do not have a significant dependence on the
choice of thermal conductivity description.

[16] Transport equations (1)–(4) are written in the gen-
eral form of a hyperbolic equation [e.g., Potter, 1973,
equation (3.78); Hoffman, 2001, p. 651] and solved with
finite differences [e.g., Sparrow and Raspet, 1991]. The
transport equations are solved with second-order midpoint
integration in time [e.g., Potter, 1973, equations (2.91)–
(2.92); Hoffman, 2001, p. 365]. Advective (hyperbolic)
transport terms are discretized with first-order upwind
scheme [e.g., Hoffman, 2001, p. 673]. On the other
hand, parabolic terms [e.g., Potter, 1973, equation (3.111);
Hoffman, 2001, p. 587], such as heat conduction, viscos-
ity, and diffusion, are discretized with second-order central
differences [e.g., Hoffman, 2001, p. 598]. Equations are
solved on a nonuniform radial grid with finest resolution
of �r1 = 3 N0/Namb �m at the axis of symmetry, which is
�r1 = rc/100. The grid size �rı increases radially follow-
ing an exponential function. Numerical tests performed with
flux-corrected transport schemes [Boris and Book, 1973;
Zalesak, 1979] showed that the upwind scheme performs
satisfactorily well near the axis of symmetry for the grid
resolution �rı used in this work.

2.2. Kinetic Scheme

[17] To describe the plasma composition, a comprehen-
sive kinetic scheme is employed, containing 21 species
including: neutrals N2, O2, O, N, NO; neutral species with
excited electronic states O2(a 1�g), N2(A 3†+

u), N2(B 3…g),

N2(a01†–
u), N2(C 3…u), O(1D), O(1S ), N(2D); electrons e; neg-

ative ions O–, O–
2, O–

3; and positive ions NO+, O+
2 , O+

4 , O+
2N2.

Hereafter, the excited electronic states of diatomic molecules
are represented by simplified notation: O2(a), N2(A), N2(B),
N2(a0), and N2(C ) [e.g., Kossyi et al., 1992]. In the above
nomenclature, N2(B) is an effective state corresponding to
the triplet states N2(B 3…g), N2(W 3�u), and N2(B0 3†–

u).
Hence, the states N2(W 3�u) and N2(B0 3†–

u) are assumed
to relax instantaneously to the state N2(B 3…g), and they
are represented by the effective state N2(B) [Kossyi et al.,
1992, equation (2)]. Similarly, N2(a0) describes the singlet
states N2(a01†–

u), N2(a1…g), and N2(w1�u), and N2(C )
accounts for N2(C 3…u), N2(E 3†+

g), and N2(a00 1†+
g) [e.g.,

Kossyi et al., 1992; Popov, 2001; Flitti and Pancheshnyi,
2009]. All model species described by a continuity equation
with allowance for radial advection and diffusion:

@nj

@t
+ Er �(njEv) = Sj + Er �(Dj

Ernj) , (8)

where all species are assumed to be transported with the bulk
velocity of neutral gas Ev [e.g., Popov, 2003, equation (4)].
Neutral species are assumed to diffuse with the same coef-
ficient DN = DV. Its ambient (ground level) value 1.7�10–5

m2/s is of the order of magnitude of the diffusion coeffi-
cient for several binary mixtures of atmospheric gasses at
ambient temperature and ground pressure, as can be seen in
Table 6.2 of Capitelli et al. [2000, p. 97]. On the other hand,
charged species are assumed to follow ambipolar diffusion
dynamics [e.g., Raizer, 1991, p. 28] with ambipolar diffu-
sion coefficient Da � kB�pTe/qe, where �p is the positive ion
mobility [Morrow and Lowke, 1997, equation (A14)], Te the
electron temperature (equation (A1) in the Appendix A), and
qe the electronic charge. The diffusion coefficients DN, DV,
and Da are inversely proportional to the air density, carrying,
therefore, the same scaling as electron and ion mobilities.

[18] The 21 species are assumed to participate in a total
of 106 reactions presented in Table A1 in the Appendix A.
This set contains the 67 reactions previously presented in
Table 2 of Riousset et al. [2010b] and is further extended
to include processes that gain importance at high temper-
ature. The kinetic scheme adopted for the present study
explicitly includes the NO+ specie and its pertinent chem-
istry. For instance, at ground pressure, associative ionization,
producing NO+ ions, (reaction R5 in Table A1) and elec-
tron recombination with NO+ ions (reaction R11) are the
dominant mechanisms for electron density maintenance at
temperatures higher than 4500 K [Aleksandrov et al., 1997].

[19] The source term in the electron number density
equation, for example, can be written as [Naidis, 1999,
equation (7)]:

Se = (�ion + �step + �assoc + �det – �a2 – �a3 – �rec) ne , (9)

where �ion corresponds to electron-impact ionization of N2

and O2 (reactions R1 and R2), �step to stepwise ionization
of O atoms and NO molecules (reactions R3 and R4), �assoc

to associative ionization in collisions between N and O
atoms and in collisions between N2(a01†–

u) and N2(A 3†+
u)

molecules (reactions R5–R7), �det to electron detachment of
negative ions (reactions R15–R24), �a2 to two-body attach-
ment to O2 molecules (reaction R8), �a3 to three-body attach-
ment (reaction R9), and �rec to electron-ion recombination
(reactions R10–R14).
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[20] The rate coefficients in Table A1 effectively depend
on four quantities: E, N, T, and TV. The axial electric field
E can be calculated from the current I through Ohm’s law,
which in cylindrical coordinates can be expressed as [Popov,
2003, equation (3)]:

E =
I

Z

1

0
� (r) 2�rdr

, (10)

where r is the radial coordinate and � (r) the radially depen-
dent electrical conductivity. Expression (10) has the form
E =R I, where R is the channel’s linear resistance with
units of �/m. The neutral gas density N is mainly governed
by gas-dynamic expansion (equation (1)) and dissociation
(reaction R58). The translational and vibrational tempera-
tures (T and TV) are calculated by inverting equations (5) and
(6), respectively.

[21] Under conditions of vibrational nonequilibrium,
when TV > T, rates of electron-impact processes (R1–R4,
R8, R25–R32) are accelerated due to super elastic collisions
with vibrationally excited N2. In the present modeling, such
an effect is accounted for through the multiplication factor
[Benilov and Naidis, 2003, equation (8)]:

F = exp

�

C
exp(–h̄!/kBTV)

(E/N )2

�

, (11)

where E/N is given in Td (1 Td = 10–17 V�cm2) and C = 6500
Td2. Figure 2b shows the dependence of F on vibra-
tional temperature. Similarly, the conditions of vibrational
nonequilibrium facilitate dissociation of N2. This effect can
be accounted for by using a two-temperature rate coeffi-
cient in reaction R58 [e.g., Fridman and Kennedy, 2004,
pp. 151–154]. Such effect is accounted for through the
inclusion of the factor [Krivonosova et al., 1991]:

Z(T, TV) =
1 – exp(–h̄!/kBTV)

1 – exp(–h̄!/kBT )
exp

�

–
�D – ˇT

Tm

�

, (12)

where �D = 113,260 K is the dissociation temperature of N2

(note that ED
N2

= kB�D = 9.76 eV is the dissociation potential
of N2 [Capitelli et al., 2000, p. 87]), ˇ = 3, and 1/Tm=1/TV –
1/T.

[22] The kinetic scheme includes two- (reactions R84–
R101) and three-body (R102–R106) ion-ion recombination
reactions [Kossyi et al., 1992]. Note that although Kossyi
et al. [1992] did not list three-body recombination between
O–

2 and O+
4 ions (reaction R106), we have included this pro-

cess following approach described by Pancheshnyi et al.
[2005]. The importance of reaction R106 is also highlighted
by Smirnov [1982, p. 140] and Raizer [1991, p. 63]. How-
ever, we emphasize that the dominant ion-ion recombination
reactions in our system are the ones that involve O– ions,
which are the dominant negative ion specie. Rates of ion-ion
recombination (reactions R84–R106) depend on ion temper-
ature Ti (equation (A2) in the Appendix A), while rates of
ion-molecule reactions (reactions R23, R70, R72–R75, R83)
depend on the effective temperature of ions colliding with
neutrals T eff

Rj (equation (A3) in the Appendix A).
[23] The kinetic scheme includes the most important elec-

tron detachment reactions (R15–R24) in an air plasma
[Kossyi et al., 1992]. Among these reactions, the dominant
one is reaction R15 of electron detachment in collisions

between O– and N2. The dependence of the rate coefficient
of reaction R15 on electric field is the same as used by
Luque and Gordillo-Vázquez [2012], which is a simple ana-
lytical fit for the original measurements of Rayment and
Moruzzi [1978]. The kinetic scheme also accounts for ther-
mal dissociation of N2, O2, and NO (reactions R58–R60) and
the respective inverse recombination reactions (R61–R63).
We use the same coefficients for thermal dissociation and
recombination reactions as Krivonosova et al. [1991] and
Aleksandrov et al. [1997]. Following the steps of Riousset
et al. [2010b], we assume that N+

2 , N+
4 , and O+ are readily

converted into O+
2 ions and that densities of N2(B), N2(C ),

O(1D), O(1S ), and N(2D) states are given by steady state
approximations [Naidis, 1999, 2005; Riousset et al., 2010b].

[24] We note that in contrast to several models in litera-
ture that use zero-dimensional chemistry [e.g., Gallimberti,
1979; Aleksandrov et al., 1997; Naidis, 1999, 2005;
Aleksandrov et al., 2001a; Gallimberti et al., 2002; Bazelyan
et al., 2007a; Riousset et al., 2010b] or that use a simplified
chemistry [e.g., Rogoff, 1972; Jaeger et al., 1976; Marode
et al., 1979; Vidal et al., 2002; Shneider et al., 2012], the
present model locally updates, using equation (8), the den-
sity of every specie considered, including all transport and
chemical processes in which the specie is involved, at every
point along the radial dimension.

[25] The continuity equations (8) are solved with the
same numerical methods as the transport equations for
neutral gas (1)–(4). Chemistry source terms are also inte-
grated in time with second-order midpoint (or explicit
two-step [e.g., Potter, 1973, pp. 34–35]) method under
severe restrictions for the time step �t, in order to cap-
ture the evolution of all kinetic and transport processes
(e.g., �t � 1/�ion, 1/�a2, �rı/cs, NkB�r 2

ı /�T). Numerical
tests performed with the DVODE package, which is a
software package for time integration of first-order stiff
differential equations, showed that the second-order mid-
point method performs well for the very short time steps
used in this work. The DVODE package is used in the
ZDPlasKin tool for integration of chemistry equations [e.g.,
Flitti and Pancheshnyi, 2009, and references therein].

2.3. Energy Transfer From Charged
to Neutral Particles

[26] Energy is transferred from the electrical current pro-
duced in the streamer zone to translational and vibrational
degrees of freedom at a rate of:

Qeff
T = QT + QL + Qi + QVT + QVV + QD , (13)

Qeff
V = QV – QVT – QVV – 2QD , (14)

respectively, in units of W/m3 (see equations (3) and (4)).
The rates of energy exchange, in the above equations (13)
and (14), are defined as follows: QT corresponds to quench-
ing of excited electronic states, QL to elastic collisions, Qi is
the Joule heating from the ion current, QV to the excitation of
vibrations in N2 molecules, QVT represents the vibrational-
translational relaxation of the first excited vibrational level in
N2, QVV relaxation from upper levels, and QD to dissociation
(see further discussion below).

[27] The rate of energy lost (per unit volume) by the
plasma species and gained by the neutrals is Q = �E 2 = (�e +
�i) E 2, where �e and �i are the electron an ion conductivities,
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Figure 3. Partition of electronic power in a discharge in air.
The fractions are calculated using BOLSIG+ [Hagelaar and
Pitchford, 2005] for a composition of 79% of N2 and 21%
of O2 at ambient temperature of 300 K.

respectively. The total electrical conductivity is defined as
the sum � =

P

j qj �jnj over all charged species (qj, �j, and nj

are the charge, mobility, and density, respectively, of charged
species; mobilities are taken from Morrow and Lowke [1997,
equations (A8)–(A14)]). Note that in equation (13), all ionic
(volumetric) power Qi = �iE

2 is assumed to be transferred
directly into translational degrees of freedom. The elec-
tronic power Qe = �eE

2, on the other hand, requires a special
treatment. The deposition of electronic power can be con-
veniently partitioned into three channels: (1) excitation of
vibrations, (2) elastic collisions, and (3) excitation of elec-
tronic states. The first one accounts for excitation of the first
8 vibrational levels in N2 molecules, and it is defined as
QV = �V�eE

2. The second one is the electronic power spent
in elastic collisions with O2 and N2 molecules, including
excitation of rotations (in both) and vibrations in O2 (that
quickly relax into translational energy), and it is defined as
QL = �L�eE

2. The third one is represented as QE = �E�eE
2

and comprises ionization (R1–R4), excitation of electronic
states including metastables (R25–R29), and dissociation
(R30–R32). The dependence of the three fractions �V, �L,
and �E on EN0/N, calculated using BOLSIG+ [Hagelaar
and Pitchford, 2005] (with cross sections from the Phelps
database [Lawton and Phelps, 1978; Phelps and Pitchford,
1985]), is shown in Figure 3. It can be seen from the figure
that most of electronic power (in the electric field range dis-
played) is spent on excitation of vibrations in N2 molecules.
In our calculations, we use the fractions �V and �L, shown in
Figure 3, to calculate QV and QL in equations (13) and (14).

[28] The dependence of �V and �L on plasma composition
is taken into account by simply reducing them proportion-
ally to the number fraction of N2 and O2 as these molecules
dissociate. The elastic power loss is proportional to the num-
ber fraction of the molecules colliding with electrons, for
example, �L / nO2 /N, and we ensure that nO2 and N are the
updated values, as function of time and radial position, of
the O2 and total neutral gas densities (see also definitions of
energy fractions by BOLSIG+).

[29] The dependence of �V on TV is taken into account
by subtracting the increase in QE due to the nonequilibrium
factor F, presented in equation (11), i.e., �V / [k*

VnenN2 –
(F – 1)QE/F ] /�eE

2 , where k*
V is the rate coefficient for

electron-impact excitation of vibrations in N2 and (F – 1)
QE/F is the power gained by electrons in superelastic colli-
sions with excited N2(v) that contributes to the increase of
QE, since QE / F (more details on the method for evaluation
of QE are provided below).

[30] The rate of energy exchange between electrons and
neutrals that comes from the collisional quenching of excited
atomic and molecular states is typically defined in gas
discharge literature as QT = 0.3 QE, where QE = �E�eE

2

[Aleksandrov et al., 1998; Naidis, 1999, 2005; Riousset et
al., 2010b]. The approximation that 30% of �E contributes to
gas heating was introduced by Aleksandrov et al. [1998] to
explain available experimental data on nitrogen discharges
and they assert that this is probably applicable for a dis-
charge in air, as well. To apply this approximation, �E can
be calculated with BOLSIG+, as done by Riousset et al.
[2010b]. The obtained �E fraction is shown in Figure 3,
to illustrate the discussion. Instead of using the abovemen-
tioned approach, we introduce a method to calculate QE and
QT, directly from the chemical reactions, based on the work
by Popov [2001]. This method is more general than the
above described approach and accounts for the scaling of
�E and �T fractions with air density at different altitudes in
the Earth’s atmosphere. Thus, �E calculated with BOLSIG+
is only used in this work to illustrate the discussion in this
section and for the sake of comparison. All model results are
obtained with QE and QT as described in the next paragraph.

[31] The rate of energy transfer due to electron-impact
excitation of electronic states is defined as QE =

P

j E
*
j Sj,

where E*
j is the excitation threshold, Sj is the reaction rate,

and the summation is performed over all reactions listed
in Table 1 (the corresponding energy thresholds and litera-
ture reference are listed in the table). Similarly, the rate of
energy transferred to translational degrees in chemical reac-
tions is defined as QT =

P

j E
T
j Sj, where ET

j is the excess
kinetic energy of products, Sj is the reaction rate, and the
summation is performed over all reactions listed in Table 2.
The amount of energy transferred to translational degrees of

Table 1. Electron-Impact Ionization, Excitation, and Dissociation
Reactions

Reaction E*
j (eV) Reference

R1 O2 + e ! O+
2 + e + e 12.08 Capitelli et al. [2000, p. 85]

R2 N2 + e ! N+
2 + e + e 15.58 Capitelli et al. [2000, p. 85]

R3 NO + e ! NO+ +e + e 9.26 Capitelli et al. [2000, p. 85]
R4 O + e ! O+ +e + e 13.62 Capitelli et al. [2000, p. 85]
R25 N2 + e ! N2(A) + e 6.17 Capitelli et al. [2000, p. 121]
R26 N2 + e ! N2(B) + e 7.35 Capitelli et al. [2000, p. 121]
R27 N2 + e ! N2(a0) + e 8.4 Capitelli et al. [2000, p. 121]
R28 N2 + e ! N2(C ) + e 11.03 Capitelli et al. [2000, p. 121]
R29 O2 + e ! O2(a) + e 0.98 Capitelli et al. [2000, p. 122]
R30a N2 + e ! N + N(2D) + e 13 Popov [2011]
R31b O2 + e ! O + O + e 5.9 Popov [2011]
R32c O2 + e ! O + O(1D) + e 8.34 Popov [2011]

aReaction R30 occurs through the excitation of a predissociation state N*
2

with excitation energy E
*
N*

2
= 13 eV and dissociation energy E

D
N*

2
= 12.1 eV

[Popov, 2011].
bReaction R31 occurs through the excitation of a predissociation state O*

2
with excitation energy E

*
O*

2
= 5.9 eV and dissociation energy E

D
O*

2
= 5.12 eV

[Popov, 2011].
cReaction R32 occurs through the excitation of a predissociation state

O2(B) with excitation energy E
*
O2(B) = 8.34 eV and dissociation energy

E
D
O2(B) = 7.08 eV [Popov, 2011].
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Table 2. Fast Heating Reactions

Reaction ET
j (eV) Estimation Method or Reference

R10 O+
2 + e ! O + O(1D) 5 Popov [2001]

R11 NO+ + e ! O + N(2D) 5 =ET
R10

R12 O+
4 + e ! O2 + O2 5 =ET

R10

R13 O+
2N2 + e ! O2 + N2 5 =E

T
R10

R14 O+
2 + e + M ! O2 + M 5 =ET

R10

R30 N2 + e ! N + N(2D) + e 0.9 =E
*
N*

2
– E

D
N*

2
= 13 – 12.1

R31 O2 + e ! O + O + e 0.78 =E
*
O*

2
– E

D
O*

2
= 5.9 – 5.12

R32 O2 + e ! O + O(1D) + e 1.26 =E
*
O2(B) – E

D
O2(B) = 8.34 – 7.08

R35 N2(A) + O2 ! N2 + O + O 1.05 =E
*
N2(A) – E

D
O*

2
= 6.17 – 5.12

R39 N2(A) + N2(A) ! N2(B) + N2 4 Popov [2001]
R41 N2(B) + O2 ! N2 + O + O 2.23 =E

*
N2(B) – E

D
O*

2
= 7.35 – 5.12

R43 N2(a0) + O2 ! N2 + O + O(1D) 1.32 =E
*
N2(a0) – E

D
O2(B) = 8.4 – 7.08

R45 N2(C ) + O2 ! N2 + O + O(1D) 3.95 =E
*
N2(C ) – E

D
O2(B) = 11.03 – 7.08

R48 O(1D) + N2 ! O + N2 1.96 =E
*
O(1D)

R50 O(1D) + O2 ! O + O2 1.96 =E
*
O(1D)

R53 N(2D) + O2 ! NO + O 2.38 =E
*
N(2D)

R57 O2(b, v) + O2 ! O2(b) + O2(v) 0.37 =E
*
O2(v=2)

freedom per reaction act, shown in Table 2, is calculated fol-
lowing the approach of Popov [2001, 2011] and examples
follow below.

[32] A major contribution for QT, and therefore for air
heating, comes from quenching of excited N2 molecules
(reactions R35, R41, R43, and R45), as in reaction R41, for
example. In this case ET

R41 = E*
N2(B) – ED

O*
2

= 2.23 eV is given

by the difference between the excitation energy of the N2(B)
state, E*

N2(B) = 7.35 eV, and the amount of energy required
to dissociate the O2 molecule, ED

O*
2

= 5.12 eV [Popov, 2011].

For the sake of simplicity, we assume that molecules pro-
duced in all reactions in Table 2 relax instantaneously to
the ground vibrational level. Another important contribution
for air heating comes from electron-impact dissociation. For
example, in reaction R30, ET

R30 = E*
N*

2
–ED

N*
2

= 0.9 eV is defined
as the difference between the excitation energy of a predis-
sociation state N*

2, E*
N*

2
= 13 eV, and its dissociation threshold

with products N + N(2D), ED
N*

2
= 12.1 eV [Popov, 2011].

Our model also accounts for air heating in electron-ion
recombination (reactions R10–R14). An amount ET

R10 = 5 eV
is released in the form of kinetic energy of atomic oxy-
gen products in reaction R10 [Popov, 2001]. We assume
that the same amount is released in electron recombination
with other positive ion species, since R10 is dominant dur-
ing initial stages of air heating. The model also accounts
for self-quenching of N2(A) (reaction R39) and quench-
ing of O(1D) (reactions R48 and R50) [Popov, 2001]. We
also assume that the excited state O2(b1†+

g , v = 2) [Popov,
2001, Section 4], referred in short as O2(b, v), produced in
reactions R36 and R49, quickly exchanges its vibration exci-
tation with ground state O2 molecules (reaction R57) [e.g.,
Vallance Jones, 1974, p. 116]. Heat release finally occurs
due to vibrational relaxation of the produced O2(v) [Popov,
2011, Section 2.3].

[33] The method for estimation of the energy released,
in the form of kinetic energy of products in every
reaction, is listed in the fourth column of Table 2. If
we write QT = �T�eE

2, one can see that our approach

gives effective values of the fractions �T =
�

P

j E
T
j Sj

�

/�eE
2

and �E =
�

P

j E
*
j Sj

�

/�eE
2 as a function of E, N, T, TV,

and plasma composition. The air heating due to the
energy release in the chemical reactions listed in Table 2
(@T/@t / QT) is referred in literature as “fast heating mecha-
nism” because this process is essentially instantaneous when
compared with air heating due to vibrational-translational
relaxation [see, e.g., Aleksandrov et al., 2010]. In Section 3.2
we present the calculated values of these fractions and
discuss the commonly used relation �T/�E � 30%.

2.4. Vibrational-Translational Energy Relaxation

[34] In this section we describe the rates of energy
exchange between vibrational and translational degrees of
freedom: QVT, QVV, and QD. An important characteristic
of the system under consideration is the strong vibrational
nonequilibrium TV � T. In this case, high-energy vibrational
levels are reasonably populated. In order to correctly cap-
ture this regime, we include the effects of the anharmonicity
of N2 molecule potential, accounting for the fact that the
vibrational quantum is smaller at higher-energy levels [e.g.,
Fridman and Kennedy, 2004, p. 86]. Figure 4 illustrates
the implications on the energy spacing between levels when
considering both harmonic and anharmonic potentials for
the N2 molecule. We calculate the vibrational energy with
the harmonic oscillator formula (6) [see, e.g., Fridman and
Kennedy, 2004, p. 163] because it can be demonstrated that
(under the excitation regime considered) the first vibrational
levels can be fitted by a Boltzmann distribution with tem-
perature TV, leading to the expression for vibrational energy
given by equation (6). Nonetheless, we include the effects of
anharmonicity in the rates of vibrational-translational (VT)
energy relaxation, following discussion by Capitelli et al.
[2000, Chapter 3].

[35] The energy pumped and stored into vibrational lev-
els of N2 molecules relaxes from the lowest vibrational level
into translational energy on a time scale �VT, mainly due to
quenching by atomic oxygen [e.g., Popov, 2001]. The rate
of VT energy exchange is given by the following expression
[Capitelli et al., 2000, p. 28]:

QVT =
"V(TV) – "V(T )

�VT
, (15)
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(a) Harmonic Potential (b) Anharmonic (Morse) Potential

Figure 4. Illustration of (a) harmonic and (b) anharmonic potential models for the N2 molecule. The
harmonic (quadratic) potential imply the existence of an infinite number of vibrational energy levels
equally spaced in energy by an amount h̄!. The anharmonic (Morse) potential imply the existence of a
limited number vmax of energy levels and that the energy spacing between levels decrease with increasing
energy. The anharmonic potential is more realistic, and it is capable of explaining molecular dissociation.

calculated from the difference between the local value of
the vibrational energy, "V(TV), and its equilibrium value at a
temperature TV = T, "V(T ). The VT relaxation time scale is
defined as [Chernyi et al., 2004, pp. 45, 79]:

1

�VT
= [1 – exp(h̄!/kBT )]

X

j

kVT
j njLj , (16)

with the summation performed over the five ground states:
N2, O2, NO, N, and O. In the equation above, kVT

j is the
rate of deactivation of the first excited vibrational state of
N2 molecules in collisions with jth specie (N2(v=1) + Mj

! N2(v=0) + Mj) and Lj is the Losev correction factor
[Capitelli et al., 2000, p. 38]:

Lj =

2

4

1 – exp(–h̄!/kBTV)

1 – exp
h

–(h̄!/kBTV) + ıVT
j

i

3

5

2

, (17)

where ıVT
j = 0.427xe(h̄!/kB)ł

p
M/T is the inverse (dimen-

sionless) radius of the VT exchange in collisions with
jth specie, xe = 6.13�10–3 is the anharmonicity coefficient,
ł � 0.2 Å is the range of the repulsive Born-Mayer potential
of the interaction, and M is the reduced mass of the colliding
particles [Capitelli et al., 2000, p. 107]. The VT relaxation
term, as described by equations (15)–(17), is said to have a

Losev dependence and it includes effects of the anharmonic-
ity of the N2 potential in the rate of VT relaxation [Losev,
1981, p. 72]. The majority of models in gas discharge litera-
ture neglect this effect by setting Lj = 1 (or ıVT

j = 0), in which
case the VT relaxation term is said to have a Landau-Teller
dependence [e.g., Fridman and Kennedy, 2004, p. 273]. The
factor Lj introduces the dependence of QVT on TV. Typi-
cally, this correction is very small in comparison with the
change in QVT due to increase of neutral gas temperature
T. Nonetheless, we have decided to keep Lj for the sake of
completeness. Table 3 lists the rates for VT relaxation kVT

j as
well as the inverse radius ıVT

j used in our work.
[36] In the regime of intense vibrational energy pump-

ing QV � QE at which QVT is inefficient, another mechanism
governs the relaxation of vibrational energy. Note that QVT

can only be an efficient mechanism for vibrational energy
relaxation if T is high or in collision with atoms (see Table 3).
Energy cannot be accumulated indefinitely in the first level,
and it is rather transported upward in the “vibrational ladder”
(Figure 4) in collisions with other N2 molecules. The mech-
anism of vibrational-vibrational (VV) exchange follows the
reaction N2(v0) + N2(v00) ! N2(v0 – 1) + N2(v00 + 1), where
the preferential direction of the reaction is for v00 > v0 [e.g.,
Fridman and Kennedy, 2004, p. 175]. It can be seen, from
Figure 4b, that the discrete propagation of a quantum in the

Table 3. Vibrational Relaxation Rates of N2

Specie ıVT
j or ıVV

j kVT
j or kVV

j (cm3/s) Reference

Adiabatic Vibrational-Translational Relaxation: N2(v=1) + Mj ! N2(v=0) + Mj

Molecule kVT
j = 6.4�10–12 exp(–137/T

1
3 ) Mnatsakanyan and Naidis [1985]

N2 ıVT
N2

= 6.8/T
1
2

O2 ıVT
O2

= 7.0/T
1
2

NO ıVT
NO = 6.9/T

1
2

Nonadiabatic Vibrational-Translational Relaxation: N2(v=1) + Mj ! N2(v=0) + Mj

Atom kVT
j = 2.3�10–13 exp(–1280/T ) Capitelli et al. [2000, p. 110]
+ 2.7�10–11 exp(–10840/T )

N ıVT
N = 5.6/T

1
2

O ıVT
O = 5.8/T

1
2

Vibrational-Vibrational Exchange: N2(v0) + N2(v00) ! N2(v0 – 1) + N2(v00 + 1)
N2 ıVV

N2
= 6.8/T

1
2 kVV

N2
= 2.5�10–14(T/300)

3
2 Raizer et al. [1995, p. 64]
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vibrational energy space results in loss of vibrational energy
because the spacing between levels becomes smaller and
smaller. Assuming only single-quantum exchanges, at every
step up in the vibrational ladder, the excess energy 2xeh̄!v is
lost to translational degrees of freedom [e.g., Fridman and
Kennedy, 2004, p. 275]. Therefore, the rate of VT relax-
ation because of VV exchange QVV = h̄!… is proportional to
the flux of quanta in the vibrational energy space … [Raizer
et al., 1995, pp. 63–64], which is given by the following
expression [Biberman et al., 1987, p. 399]:

… =
4xekVV

N2

(ıVV
N2

)3

�

h̄!

kBT

�

n2
N2(v=0)v

2
Tr exp

�

–2xev2
Tr

�

h̄!

kBT

�

– 1

�

(18)

where kVV
N2

is the rate of the VV exchange (see Table 3) and
vTr = (T/xeTV + 1)/2 marks the location (in the vibrational
energy space) of the minimum of the Treanor distribution
[Capitelli et al., 2000, pp. 38–39]. The Treanor distribution
describes a one-component system of anharmonic oscilla-
tors dominated by VV exchanges and was first derived by
Treanor et al. [1968]. The inverse radius of the VV exchange
is calculated in the same way as in the VT case, in fact,
ıVV

N2
= ıVT

N2
(Table 3). The density of unexcited N2 molecules

(with v = 0) is nN2(v=0) = nN2 [1–exp(–h̄!/kBTV)] [Raizer et al.,
1995, p. 64]. The above described model for QVV is also used
by Shneider et al. [2012] to study air heating and contraction
of the plasma column of a glow discharge in nitrogen.

[37] Another consequence of strong vibrational nonequi-
librium is the increase in the rate of N2 dissociation
(reaction R58) by the factor Z(T, TV). This occurs in the
regime of incomplete vibrational relaxation �D < �VT, where
�D = nN2 /SD is the N2 dissociation time scale and SD is the
net dissociation rate given by the difference of rates R58
and R61. The rate of vibrational energy loss due to the loss
of oscillators in dissociation is 2 QD, where QD = ED

N2
SD. A

simple inspection of equation (12) of Treanor and Marrone
[1962] shows that the energy loss per dissociation act is
� ED

N2
= 9.76 eV, in the limit TV � T. Considering anhar-

monicity effects, this amount doubles. The total loss of
energy to translational degrees of freedom in the excitation
of the N2 molecule from the ground state (v = 0) to the dis-
sociation level (v = vmax) can be calculated by adding up the
resonance defect 2xeh̄!v of each step up in the vibrational
ladder (Figure 4b). This calculation gives an amount � ED

N2

[Fridman and Kennedy, 2004, p. 275]. Therefore, in the dis-
sociation of anharmonic oscillators under strong vibrational
nonequilibrium 2 ED

N2
is removed from the vibrational energy

pool per dissociation act (2QD in equation (14)), and half of
this energy relaxes into kinetic energy (QD in equation (13)).
The inclusion of Z(T, TV) and QD in our model accounts
for all the details of the vibration-dissociation-vibration cou-
pling [Treanor and Marrone, 1962; Marrone and Treanor,
1963]. In the considered system, this mechanism plays the
role of clipping the vibrational temperature, even if exci-
tation (QV) is very high. Vibrational temperature cannot
increase indefinitely because strong nonequilibrium TV � T
leads to increase in Z(T, TV); an increase in the dissocia-
tion rate leads to an increase in QD, reducing vibrational
energy and, consequently, TV. Note that QD also con-
tributes to raise of T and accelerate other rates of vibrational
energy relaxation.

3. Dynamics of Air Heating Driven by an
Externally Maintained Electric Field

[38] In laboratory short nonuniform gaps, if the applied
potential Ugap is such that the average electric field in the gap
E = Ugap/d (where d is the interelectrode distance) is higher
than the critical electric field for stable streamer propagation
Ecr, then the streamer can bridge the gap. The critical elec-
tric field for positive streamer propagation, for example, is
Ecr � 5 kV/cm at ground pressure. Therefore, for a centime-
ter long gap, a streamer can bridge the space between anode
and cathode if Ugap > 5 kV. After the streamer bridges the
gap, the average electric field across the streamer body can
be approximated as E = (Ugap –Ucath)/d, where Ucath � 0.2 kV
is the potential drop near the cathode [Naidis, 1999]. If the
applied potential is such that the average electric field across
the gap is lower than the conventional breakdown thresh-
old Ek, the bridging of the gap does not necessarily lead to
breakdown. The electric field threshold Ek is defined by the
equality between ionization (reactions R1 and R2) and two-
body attachment (R8) frequencies �ion = �a2 [Raizer, 1991,
p. 135], i.e., kR1nO2 + kR2nN2 = kR8nO2 , and it has the value
EkN0/N = 28.51 kV/cm for the rate coefficients used in the
present work [Benilov and Naidis, 2003].

[39] A simplified schematics of the laboratory setup used
to study the breakdown of short air gaps is sketched in
Figure 5a. The actual electric circuit used in experiments
to maintain a constant electric field across the gap is much
more complicated [e.g., Larsson, 1998, Figure 1]. However,
the schematics shown in Figure 5a is useful to illustrate the
discussion below.

[40] A streamer can bridge a centimeter long gap on
a nanosecond time scale. A simple estimate for average
streamer speeds in the range 106–107 m/s shows that the
streamer crosses the gap in 1–10 ns. However, experimen-
tal results show that the breakdown, or short-circuiting, of
the gap occurs on much longer time scales, e.g., �1 �s
for an applied potential of 19 kV [Černák et al., 1995;
Larsson, 1998]. Figure 5b presents experimentally mea-
sured breakdown times by Černák et al. [1995] and Larsson
[1998] (see original references for details). This shows that
the breakdown is a consequence of the cumulative effects
of a sustained current flowing through the body of the
streamer [Naidis, 1999]. The breakdown process in this case
is referred as streamer-to-spark transition (since the gap is
short, there is no leader development). Below, we apply our
model to simulate the kinetic and gas-dynamic processes in
the streamer body during the development of a spark.

3.1. Breakdown of Short Air Gaps

[41] As pointed out in Section 1.2 [see also Marode,
1983], the channel-controlled framework is used in litera-
ture to describe the electrical breakdown of short air gaps,
where the axial electric field remains approximately constant
after streamer has bridged the gap [Naidis, 1999]. Although
this approximation cannot be applied to describe the forma-
tion of a leader channel in open space (because a constant
electric field cannot be enforced in the leader head), it is
extremely useful for calibration of an air heating model, due
to the availability of experimental data. In order to perform
a validation of the proposed model, the breakdown times
are calculated, following the approach of Naidis [2005] and
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Full Model
p = 1 atm

Full Model
p = 0.75 atm

Cathode

Streamer bridging the gap

(a) (b)

Figure 5. (a) Simplified schematics of laboratory setup to study the breakdown of nonuniform short air
gaps. (b) Comparison of calculated values of streamer-to-spark transition time (�br defined as the time to
heat the channel up to 5000 K) with laboratory measurements for two different pressures: 0.75 and 1 atm
[Černák et al., 1995; Larsson, 1998]. Solid/dashed lines represent simulation with/without the inclusion
of three-body ion-ion recombination reactions. Figure 5b is plotted in the same format as Figure 4b of
Riousset et al. [2010b].

Riousset et al. [2010b]. In this framework, a cross-sectional
area of the streamer channel depicted in Figure 5a is simu-
lated, under a constant applied electric field E. Calculations
are performed for an initial electron density at the axis of
the streamer channel equal to ne,a = 2�1014 N 2

amb/N 2
0 cm–3

and for an e-fold scale of its Gaussian radial distribution
equal to rc = 0.3 N0/Namb mm, the same values as used in
subsequent sections. Experimentally, the breakdown time is
the measured time delay between the streamer bridging the
gap and the spark formation. Theoretically, the gap break-
down time �br is defined as the time to heat the streamer
channel up to 5000 K [Naidis, 1999]. Figure 5b shows that
the calculated breakdown times are in good agreement with

the experimental data obtained by Černák et al. [1995] and
Larsson [1998] for two different pressures (1 and 0.75 atm),
similarly to what was obtained by Riousset et al. [2010b,
Figure 4b].

[42] We note that our model explicitly includes three-
body ion-ion recombination reactions (R102–R106), which
are dominant over two-body recombination (R84–R101) at
ground level pressure and room temperature. These reac-
tions play a significant role in determining the breakdown
time at p = 1 atm and in the lower range of electric fields
displayed in Figure 5b. The role of three-body reactions
is reduced with the reduction of ambient pressure (or air
density), as can also be seen from Figure 5b.

(b)(a)

(c) (d)

h = 70 kmh = 0 km

h = 70 kmh = 0 km
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Figure 6. Temporal dynamics of (a,b) main charged species and (c,d) effective frequencies of electron
production for (Figures 6a and 6c) ground pressure and (Figures 6b and 6d) 70 km altitude in the Earth’s
atmosphere. Panels present axial values of simulated quantities for an externally applied constant electric
field equivalent to 19 kV/cm at ground pressure. Panels are presented for t � �br.
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Figure 7. Schematic representation of the chain of
processes involved in the thermal-ionizational insta-
bility. Upward/downward directed arrows represent an
increase/decrease in a quantity (e.g., �ne " represents
an increase in electron density). Adapted from Raizer
[1991, p. 222].

[43] The sequence of processes leading to the breakdown
of short air gaps is referred as streamer-to-spark transition
(there is no leader development in this case). Below, we
discuss the physical mechanisms responsible for spark for-
mation in these conditions. The electric field range shown in
Figure 5b is a reasonable fraction of the conventional break-
down threshold Ek. For this electric field range, the transition
is triggered by the kinetic mechanism alone, i.e., with no gas
expansion. In fact, Naidis [1999] obtained good agreement
with experimental data using a zero-dimensional model with
constant gas density N = Namb. Figure 6 presents the tem-
poral dynamics of the (a,b) main plasma species and (c,d)
effective frequencies of electron production for (a,c) ambient
ground pressure and (b,d) 70 km altitude in the Earth’s atmo-
sphere. We note that at 70 km altitude, the ambient pressure
is 6.9 Pa and Namb = 1.7�1015 cm3. The applied electric field
is equivalent to 19 kV/cm at ground pressure. Figure 6 is
presented in a format that can be compared to previous mod-
eling works [Naidis, 1999, Figure 3; Riousset et al., 2010b,
Figures 7 and 9]. It can be seen that the initial response of the
system is characterized by electron density decrease because
the kinetic source term is negative at subbreakdown fields
(Se < 0 because �a2 > �ion). Two-body dissociative attachment
(reaction R8 in Table A1) results in accumulation of O– ions,
which readily detach, mainly because of reaction R15. An
effective detachment frequency �det can be defined such that
�det / kR15nN2 nO– /ne (see also equation (9)). Note that in con-
trast to �ion and �a2, �det depends on the ratio nO– /ne [see,
e.g., Luque and Gordillo-Vázquez, 2012]. On the time scale
of electron detachment from O–, the kinetic rate of electron
production changes its sign (Se > 0 because �ion + �det > �a2).

This behavior was pointed out by Naidis [1999] for ground
pressure (Figure 6c), and it is also evident at reduced air den-
sities (Figure 6d), as demonstrated by Riousset et al. [2010b,
Figure 9d]. Under these conditions, a small perturbation
in electron density �ne is sufficient to trigger a thermal-
ionizational (TI) instability [Raizer, 1991, p. 222]. Figure 7
contains a schematic representation of the chain of processes
involved in a TI instability.

[44] The TI instability is a plasma instability that leads to
unrestricted growth of electron density, and it can be started
from any step in Figure 7. In the case of streamer-to-spark
transition, electron detachment is the dominant triggering
mechanism. The subsequent chain of processes occurs as
follows: an increase in �ne leads to an increase in Joule
heating �Qe, that leads to an increase in temperature �T,
that leads to a lowering of neutral gas density �N due to
gas expansion, that leads to an increase in the reduced elec-
tric field �(E/N ), that leads to an increase in the rate of
electron production �Se (e.g., �ion, �step), that leads to an
increase in electron density, closing the chain. Note from
Figure 7 that an increase �T leads to an increase in the
rates of VT relaxation accelerating the temperature raise
itself. Note also from the figure that the increase �Se hap-
pens because of both increase in reduced electric field and
temperature. For the streamer-to-spark transition, the “elec-
tric field channel” (rectangle in Figure 7) is dominant over
the “temperature channel” for increase of �Se because the
electric field E is kept constant, and a slight reduction of N
produces a considerable enhancement of E/N. Therefore, a
system with a constant (maintained by an external source)
and sufficiently high (to produce O– ions due to attach-
ment) axial electric field is unstable. This is the case for the
results shown in Figure 6. The change in sign of Se occurs at
0.39 �s and 1.1 ms for ground and 70 km altitude, respec-
tively, and it is clearly associated to the balance between
�a2 and �det. After the change in sign of Se, breakdown is
unavoidable. The breakdown occurs at 1.27 �s and 81.8 ms
at ground and 70 km altitude, respectively. The time scale
for electron detachment from negative ions increases with
altitude inversely proportional to the decrease in ambient
neutral gas density (i.e., �det � 1/kR15nN2 ). Our further analy-
sis indicates that the breakdown time scales with air density
close to /1/Namb because it follows the electron detachment
time scale �det / 1/Namb. This scaling is different from the
expected air heating time scaling /1/N 2

amb (simple analysis
of Joule heating process predicts that the air heating time
scales with air density /1/N2

amb, see, e.g., Section 4.2). The
/1/Namb approximate scaling of the streamer-to-spark transi-
tion time is only possible because three-body attachment and
electron-ion recombination, which play secondary role in
the transition at ground pressure (Figure 6c), have even less
importance at reduced air pressures (Figure 6d). Although
Riousset et al. [2010b] did not attribute the /1/Namb approx-
imate scaling to the role of electron detachment in changing
the sign of Se, this effect was already visible in their results
[e.g., Riousset et al., 2010b, Figure 9d]. We would like to
point out that detachment reactions are known to play a
major role in nanosecond time-range spark formation in lab-
oratory discharges [Naidis, 1999] and recently have received
major attention in the context of transient luminous events
[Luque and Gordillo-Vázquez, 2012; Liu, 2012; Qin et al.,
2012; Neubert and Chanrion, 2013].
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Figure 8. Instantaneous values of the (a,b) �E and (c,d) �T fractions at t = 5 N0/Namb ns for (Figures 8a
and 8c) ground pressure and (Figures 8b and 8d) 70 km altitude. Time instant is arbitrarily chosen to
avoid effects of VT relaxation (i.e., t < �VT). Panels also show partitioning of �E and �T as in Tables 1
and 2, respectively.

3.2. Scaling of Fast Heating With Electric Field
and Altitude

[45] Constant-field simulations can also be used to
demonstrate the dependence of the fast heating mecha-
nism on the axial electric field strength. The fast heating
accounts for the energy released to neutrals in chemical reac-
tions (Table 2). The main components of fast heating are
quenching of excited electronic states and electron-impact
dissociation [Popov, 2001]. As demonstrated in Figures 8
and 9, the fast heating represents only a small fraction of
the electronic power. Figure 8 presents the electric field
dependence of the �E and �T fractions. According to their
definitions in Section 2.3, �E and �T are the fractions of
electronic power spent on excitation of electronic states and
gas heating, respectively. Figure 8 presents the instantaneous
values of the two fractions and their partition in several
channels listed in Tables 1 and 2. Comparing the calcu-
lated values of �E at ground pressure (Figure 8a) and 70
km altitude (Figure 8b), we can see that �E exhibits weak
(or insignificant) dependence on pressure. It can also be
seen that at moderate electric fields, most electronic power
is spent on dissociation (R30+R31+R32) and excitation

of N2(B) state (R26). On the other hand, �T is consider-
ably reduced from ground (Figure 8c) to 70 km altitude
(Figure 8d). At ground pressure, the main source of air
heating is the quenching of O(1D) (including vibrational
energy exchange of O2(b, v), i.e., R48+R50+R57) and N2(B)
(R41) states. Additional contribution is from the excess
kinetic energy of dissociation products (including quench-
ing of N(2D), i.e., R30+R31+R32+R53) and, at the upper
range of electric fields, from quenching of N2(C ) state
(R45). Figures 8c and 8d also display the contribution of
N2(A) and N2(a0) states (R35+R39+R43) and recombination
(R10+R11+R12+R13+R14) to fast air heating.

[46] At 70 km altitude, the main contributions for air
heating come from quenching of O(1D), dissociation, and
quenching of N2(B) (Figure 8d). There is a reduction of the
quenching efficiency of N2(B) and N2(C ) states in the upper
atmosphere. In fact, by equating the collisional and radia-
tive quenching rates of N2(B) state kR33 = nO2 kR41, we can
estimate the quenching altitude to be 66 km, in terms of
standard nomenclature of auroral physics [Vallance Jones,
1974, p. 119]. Using the same procedure (kR34 = nO2 kR45), we
can estimate the quenching altitude of the N2(C ) state to
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Figure 9. Comparison of instantaneous values of (a) �T and (b) �T/�E, for two different pressures cor-
responding to ground and 70 km altitude, with calculations by Popov [2011, Figure 9], at ground level
pressure. (c) Altitude dependence of �T/�E for three different values of reduced electric field.

be 30 km. Thus, Figure 8d shows that no air heating comes
from quenching of N2(C ) state at 70 km and the contribu-
tion of N2(B) is about half of its value at ground level. We
would like to point out that our model specifically accounts
for the quenching of N2(B) state by O2 molecules (reaction
R41). In contrast, previous works in the literature on tran-
sient luminous events [Pasko, 2007, and references therein]
consider the N2(B) state to be collisionally deactivated by
N2 molecules. We emphasize that the deactivation by N2 is
slower and, therefore, places the corresponding quenching
altitude at 53 km. Reaction R41 is broadly accepted in gas
discharge literature as the main source of N2(B) collisional
deactivation [e.g., Kossyi et al., 1992; Aleksandrov et al.,
1997, 2010; Popov, 2001, 2011].

[47] In Figure 8a, the �E fraction, given by the summation
of all electronic excitation processes in BOLSIG+ (same as
in Figure 3), is provided for comparison. Our modeled value
of �E overestimates the value calculated with BOLSIG+
by .5%. This occurs mainly due to the different electron-
impact rate coefficients used in our work (from Aleksandrov
et al. [1995] and Benilov and Naidis [2003]). Furthermore,
Figure 9a emphasizes the reduction of �T with altitude in
Earth’s atmosphere. As discussed in previous paragraph, this
reduction is due to the fact that quenching of N2 excited
electronic states is less effective at upper altitudes. In fact,
Figure 9b shows that �T/�E is �24.2% at ground pressure
and �16.4% at 70 km altitude. The ratio �T/�E presents very
weak dependence on reduced electric field EN0/Namb within
the range 15–35 kV/cm. Figure 9c presents an altitude scan
of the ratio �T/�E for EN0/Namb = 15, 25, and 35 kV/cm. It
can be seen that for 15 kV/cm, the reduction of �T/�E is more
significant above the quenching altitude of N2(B), while for
35 kV/cm, it is more significant above the quenching altitude
of N2(C ). The main conclusion to be drawn from Figure 9
is that the assumption that the ratio �T/�E is independent of
electric field is a good first-order approximation at a given
pressure, however, this ratio is not the same in such a wide
range of pressures encompassing 0–70 km altitude.

[48] For comparison purposes, Figures 9a and 9b show
the results from Popov [2011]. Although calculations by
Popov [2011] describe a different discharge setup (at ground
pressure), the difference in �T/�E is only �4–5%. The
slight difference is likely associated with differences in
the methodology used to estimate the energy released to
gas heating per reaction act (ET

j in Table 2). The present

modeling does not include details of vibrational excitation
of the excited electronic states N2(A), N2(B), N2(a0), and
N2(C ) (produced in reactions R25–R28), as well as for the
N2 products of quenching reactions R35, R41, R43, and R45.
However, this simplification does not introduce significant
deviations from the results by Popov [2001, 2011], as shown
in Figure 9.

4. Dynamics of Streamer-to-Leader Transition
and Its Scaling With Ambient Air Density

[49] Below, we describe the internal processes occurring
in the leader head during the inception of a leader or the for-
mation of a new section during its propagation, according to
schematics presented in Figure 1a. The simulations describe
the conversion of cold (room temperature) streamer to a
hot (constricted) leader channel under a given constant cur-
rent flowing through the channel [Aleksandrov et al., 2001a;
Gallimberti et al., 2002; Popov, 2003]. The condition of an
externally maintained (constant) electric field in the leader
head is not generally valid. On the other hand, the assump-
tion of continuity of the current, through the streamer zone,
leader head, and channel, is more general. In this frame-
work, the leader current is created by the ionization pro-
cesses responsible for the development of the streamer zone
and injected in the leader head [Bondiou and Gallimberti,
1994; Goelian et al., 1997]. The parameterization of the
results with respect to input electric current is also justifi-
able because the channel base current is a quantity easily
obtainable from laboratory [see, e.g., Andreev et al., 2008,
Figure 4] and rocket-triggered lightning [see, e.g., Lalande
et al., 2002, Figure 4] experiments. In Section 4.1 a reference
case, at ground level pressure, is discussed in detail, allowing
to illustrate the details of the streamer-to-leader transition
process and to compare our results with existing theoreti-
cal works [e.g., Aleksandrov et al., 2001a; Gallimberti et al.,
2002; Popov, 2003]. In Section 4.2, the scaling of the
streamer-to-leader transition time with ambient air density
or altitude in the Earth’s atmosphere is discussed.

4.1. Streamer-to-Leader Transition at Ground
Level Pressure

[50] Figures 10 and 11 illustrate the temporal dynamics
of the streamer-to-leader transition process for a constant
electric current I = 1 A, at ambient ground pressure. The
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Figure 10. Temporal dynamics, at the discharge axis, of (a) change in air mass density �/�amb, (b) change
in pressure p/pamb, (c) translational T, vibrational TV, electronic Te and ionic Ti temperatures, and (d)
electric field E calculated from equation (10) and reduced field EN0/N.

transition starts as a temperature rise (Figure 10c) due to the
fast heating mechanism (QT in Figure 11c), which has two
consequences: (first) an acceleration in the rates of VT relax-
ation (QVT, QVV, and QD), and (second) a qualitative change
in the air ionization mechanism, from an interplay between
electron-impact ionization (�ion in Figure 11d), dissociative
attachment (�a2), and detachment (�det) to the associative
ionization mechanism (�assoc). This process culminates in
an even stronger rise in temperature and characterizes the
TI instability for this system. As a consequence, a hot

leader channel with a stationary temperature of �5000 K
is formed. Inside this highly conducting plasma channel,
the axial electric field drops to a stationary value of �0.5
kV/cm (Figure 10d) and conductivity is mainly maintained
by thermal ionization mechanisms (interplay between �assoc

and recombination �rec). An important characteristic of this
system is strong vibrational nonequilibrium (note TV � T in
Figure 10c) that results in a predominance of QD over QVT

and QVV (Figure 11c). Note that although QVV has its peak
value below the other two rates of VT relaxation, QVV is the

1010

1012

1014

1016

1015

1017

1019

1011

1012

1013

1014

103

105

107

109

10−9 10−8 10−7 10−6 10−5 10−9 10−8 10−7 10−6 10−5

(c)

(a)

(d)

(b)

Figure 11. Temporal dynamics, at the discharge axis, of main (a) charged and (b) neutral plasma compo-
nents, (c) rates of energy exchange from equations (13) and (14), and (d) effective frequencies of electron
production and loss from equation (9).
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Figure 12. Radial dynamics of (a) change in pressure
p/pamb, (b) change in air mass density �/�amb, and (c) electron
density ne, at four time instants: t = 0, 0.35, 1.7, and 10 �s.

first of the three rates to play a significant role. Also note that
QVT is the dominant mechanism for air heating in the formed
leader channel (t & 10 �s). Figure 10c also illustrates the fact
that Ti � T before the transition, emphasizing the need to
use the effective temperature T eff

Rj in ion-molecule reactions.
[51] An important quantity to characterize the leader for-

mation is the streamer-to-leader transition time scale �h,
defined here as the time to heat the channel up to a tempera-
ture of 2000 K [Popov, 2003]. For I = 1 A at ambient ground
pressure, we have �h = 0.29 �s. At this moment of time, we
can see a strong reduction in air density (Figure 10a) and
increase in pressure (Figure 10b). The reduction of air den-
sity N is sufficient to keep the reduced electric field EN0/N
around 1 order of magnitude higher than the electric field
E (note that electron-impact processes, such as ionization
�ion, are function of E/N and not simply of E). Figure 11a
shows a strong increase in the density of charged particles
around t � �h, characteristic of the TI instability. Since reac-
tion R5 is the dominant mechanism of electron production
at high temperatures, a change in the composition of posi-
tive ions occurs. Around t � �h, NO+ becomes the dominant
ion (instead of O+

2) and negative and complex ions disap-
pear. Figure 11b illustrates the high level of dissociation of
the neutral gas; practically all O2 dissociates (note also the
strong raise in density of N atoms). For this reason, at t � �h,
stepwise ionization (�step in Figure 11d) overcomes direct
ionization (�ion), and �step even surpasses �a2 because of the
absence of O2 molecules.

[52] A key role in the streamer-to-leader transition is
played by the channel’s radial dynamics, as illustrated in
Figure 12. The energy deposition by Joule heating leads
to a reduction of neutral density, which is stronger at the
axis than in the periphery (as shown at t = 0.35 �s in
Figure 12b). Electron production is radially nonuniform,
also being stronger at the axis (Figure 12c). Consequently,
the discharge channel contracts toward the axis enhancing
the nonuniformity of the electronic power deposition Qe. A
strong raise in pressure occurs with a peak of 6.2 atm at
t � �h, and pressure is equalized on a time scale of a few

microseconds (Figure 12a). In fact, the time scale for pres-
sure equalization across the channel is �c = cs/rc, where cs

is the speed of sound and rc is the initial radius (i.e., e-fold
scale) of the current distribution [e.g., Naidis, 1999, 2005].
For rc = 0.3 mm, at ambient ground pressure, �c = 0.87 �s.
Table 4 contains the ambient value of several time scales
involved in the system under investigation. The time scale
�c is a very useful parameter to characterize the gas-dynamic
expansion of the channel. For t � �c, air heating is iso-
choric (� = const, see Figure 10a), while for t � �c, heating
is isobaric ( p = const, see Figure 10b). For a fixed value
of the Joule heating rate Q, isochoric heating is faster than
isobaric because in the former, the deposited volumetric
power (QT + QL + Qi) can be considered to contribute solely
to temperature raise, while in the latter, it contributes to
both temperature rise and gas expansion. Around t � �h,
the heating is strongly nonlinear and none of the isolated
regimes applies.

[53] Although the rate of channel contraction increases
during the development of the TI instability, the channel can-
not be infinitely thin [e.g., Bazelyan and Raizer, 2000, p. 65].
A nonuniformity in electron density is smoothed because
of the ambipolar diffusion. The ambient value for the time
scale of ambipolar diffusion is �Da

= r 2
c /4Da � 38 �s (see

Table 4). However, this value reduces significantly as the
channel contracts because �Da

/ r 2
c and it becomes compa-

rable to �h, placing a bound for the instability development.
As for example, when rc drops to �1/10 of its initial value
(see Figure 12c), we have �Da

� �h. Air heating is the most
significant process that drives the streamer-to-leader transi-
tion. Hence, it is important to introduce an additional time
scale. The time scale for heat conduction across the chan-
nel is ��T = NkBr 2

c /4( – 1)�T (see Table 4). Its ambient value
is �700 �s at T = 300 K. Similarly to �Da

, in the hot and
contracted channel, ��T � �h. Since temperature-dependent
ionization processes are the dominant source of electrons at
t � �h, heat conduction also contributes to placing a limit
on the growth rate of the TI instability [e.g., Bazelyan and
Raizer, 2000, p. 65].

[54] The most pronounced differences in the TI instabil-
ity occurring at constant current, instead of constant electric
field, come from the fact that equation (10) introduce an
effective relationship E / 1/ne. At the beginning of the sim-
ulation, the electric field is Eamb = I/��r 2

c � 23 kV/cm. At
this electric field strength, two-body attachment (�a2) is the
dominant (negative) component in the electron production
rate Se < 0 (Figure 11d). Similarly, to the streamer-to-spark
transition at constant electric field considered in Section 3.1,
on the time scale of electron detachment from O– ions,
the sign of Se becomes positive. However, at constant cur-
rent, the electric field drops (Figure 10c). Hence, in this
case, the change in the air ionization mechanism, from
electron-impact to thermal ionization, Se(E/N ) ! Se(T ), is
a necessary condition for streamer-to-leader transition. A
simple inspection in the schematic representation of the
TI instability (Figure 7) leads to the conclusion that the
streamer-to-leader transition cannot efficiently proceed by
the “electric field channel” (rectangle in Figure 7) because
the lowering of neutral density is not enough to compen-
sate the drop in the electric field (see Figure 10d). This is
the key difference between the constant-field and constant-
current instabilities. The former proceeds mainly by the
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Table 4. Ambient Values of Main Time Scales Involved in the Streamer-to-Leader Transition
Processa

Process Definition Ambient Valueb (s)

Direct ionization �ion =
1

kR1nO2 + kR2nN2

�3.7�10–8 N0/Namb

Two-body attachment �a2 =
1

kR8nO2

�1.3�10–8 N0/Namb

Three-body attachment �a3 =
1

kR9nO2 N
�1.8�10–7 N 2

0 /N 2
amb

Detachmentc �det �

1

kR17nN 2

ne

nO–
�5.3�10–8 N0/Namb

VT relaxationd �VT �

1

kVT
O nO + kVT

N 2
N

�6�10–2 N0/Namb

VV relaxation �VV =
1

kVT
N2

nN2

�2�10–6 N0/Namb

Pressure leveling �c �

rc

cs

�8.7�10–7 N0/Namb

Ambipolar diffusion �Da
�

r 2
c

4Da

�3.8�10–5 N0/Namb

Heat conduction ��T �

NkBr 2
c

4( – 1)�T
�7�10–4 N0/Namb

Air heatinge �h �

NkB�T

( – 1)�T�eE 2
�3.2�10–7 N 2

0 /N 2
amb

aAdapted from Raizer [1991, Table 9.1].
bQuantitative estimates are made assuming EN0/Namb = 23 kV/cm and T = T0 = 300 K.
cEstimated assuming nO– � ne.
dEstimated assuming nO � 10–3 nO2 . Note that VT relaxation due to collision with molecules is very slow,

1/kVT
N2

N � 4.8 s.
eSimple analytical estimate assuming �T � T0 and �T � 10%. Assuming �T = 2000 K, one would get

�h � 2 �s, at ground level.

“electric field channel” (in Figure 7), while the latter mainly
by the “temperature channel”. This is why the streamer-to-
leader transition time scale �h is restricted by the condition
of air heating. The above discussion is better illustrated by
Figure 13. Figure 13a shows the qualitative picture of a sta-
ble system around its equilibrium point, where an increase
in electron density �ne leads to Se < 0 and, consequently,
drives the system back to equilibrium. Figure 13b depicts the
behavior of an unstable system, as in the case of streamer-to-
spark transition, for constant applied electric field, discussed
in Section 3.1. An increase in electron density �ne that leads
to Se > 0 drives the system into an irreversible state, where
electron density increases indefinitely. This is possible in the
cases studied in Section 3.1 because the electric field E is
kept constant (and it is reasonably high). Figure 13c best

describes the behavior of the streamer-to-leader transition,
where during the instability development the electric field
decreases. After the development of the TI instability, Se(T )
is independent of E. In the hot channel, electron production
is due to associative ionizations between N and O atoms
(reaction R5) and Se(T ) is also independent of ne.

[55] The streamer-to-leader transition time scale �h can be
physically interpreted as the minimum time that a streamer
corona, emanating from an electrode, has to persist to pro-
mote the ignition of a leader discharge. In the case of a
developed leader, �h is the time scale on which the leader
increases in length by an amount �ls. The size of �ls is dic-
tated by the dynamics of the streamer zone [Bazelyan and
Raizer, 2000, Section 2.3.4; Bazelyan et al., 2007a]. Stream-
ers are produced in the high electric field region around

Production

Equilibrium
Point

Loss

Production

Loss

Production

Loss

(c)(b)(a)

Figure 13. Qualitative behavior of (near-equilibrium) electron production and loss rates in (a) stable
and (b) unstable systems. (c) Qualitative behavior of the streamer-to-leader transition development. The
vertical axis represents the components of Se, where production exceeding losses is equivalent to Se > 0.
Adapted from Raizer [1991, Figure 9.1].
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Figure 14. Dependence of (a) streamer-to-leader transition time scale �h and (b) leader speed vL on
electric current I at ambient ground pressure. Model results are shown for an initial radius rc = 0.3, 0.5,
and 1 mm. Figure 14b also shows leader speed calculations by Popov [2009, Figure 9] and empirical
relationships provided by Bazelyan and Raizer [1998, p. 213] and Andreev et al. [2008].

the leader tip at a frequency of �109 s–1, for I � 1 A. The
streamers follow the configuration of the electric field lines,
and therefore, the macroscopical appearance of the streamer
zone resembles the bottom part of a broom, as sketched in
Figure 1a. Electron losses in the streamer zone are dictated
by three-body attachment, and therefore, the length of the
conducting section behind the streamer tips can be estimated
as �ls = vs �a3, where vs is the streamer velocity and �a3 is
the three-body attachment time scale. At ground pressure
�a3 ' 10–7 s and for a streamer speed vs ' 105 m/s (typical of
young weak streamers in the streamer zone), it gives �ls '
1 cm [Bazelyan et al., 2007a]. This size of �ls is comparable
with the measured radius of the leader head in laboratory dis-
charges at ground pressure. Therefore, one can suppose that
the leader head that is clearly visible on photographs is a col-
lection of initial, still conducting, closely located streamer
segments [Bazelyan et al., 2007a]. Thus, the leader propaga-
tion speed can be estimated as [Bazelyan and Raizer, 2000,
equation (2.38)]:

vL =
�ls

�h
. (19)

The above definition of leader speed has straightforward
interpretation in the case of positive leaders (Figure 1a)
because they propagate continuously, with the streamer-to-
leader transition process occurring in the leader head. On
the other hand, the dynamics of a negative leader is more
complex. Negative leaders present a characteristic stepped
propagation [see, e.g., Gallimberti et al., 2002, Figure 4].
Despite the different dynamical features, we assume that the
streamer-to-leader transition (i.e., air heating) is the funda-
mental process that defines leader propagation in both cases.
In case of negative leader, this process occurs during the
growth of a space leader ahead of the main leader channel.
The growth of the space leader is the slowest process in the
sequence of relatively fast events accompanying develop-
ment of a stepped leader [e.g., Bazelyan and Raizer, 2000,
Section 4.6], and we assume that in time average sense, the
heating of the space leader is the main process defining speed
with which negative leader advances in space [da Silva and
Pasko, 2012, 2013]. In the present work we do not dis-
cuss details of polarity-dependent features of leaders, and we
focus on the leader speed estimated from formula (19). For
instance, Figure 14 presents the calculated dependence of (a)
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Figure 15. Scaling of (a) streamer-to-leader transition time and (b) leader speed with altitude, for several
different currents. Figure 15a displays �h, as well as, the ambient values of �c and ��T to illustrate the
discussion. Figure 15b displays the calculated leader speed with formula (19) and �c and ��T plotted in
units of speed (i.e., �ls/�c and �ls/��T ).
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Figure 16. Temporal dynamics of (a,b) electron density and temperature, (c,d) electric field, and (e,f )
rates of electron production, for I =1 A, at two different altitudes (a,c,e) 20 km and (b,d,f ) 40 km.
Figures 16c and 16d show the electric field in equivalent value at ground pressure EN0/Namb and the
reduced electric field accounting for the lowering of neutral density EN0/N. Shaded areas in Figures 16e
and 16f mark the time range at which electron production is higher than losses (i.e., Se > 0).

�h and (b) vL on electric current, for range of values I = 1–
100 A, at ambient ground pressure. The figure shows calcu-
lations for our reference case with rc = 0.3 mm, as well as,
for two additional cases with rc = 0.5 and 1 mm. The lower
range of displayed speeds vL = 104–105 m/s is characteris-
tic of laboratory discharges [e.g., Bazelyan et al., 2007a],
while the upper range vL = 105–106 m/s is characteristic of
lightning [e.g., Saba et al., 2008].

[56] Figure 14b also shows calculations by Popov [2009,
Figure 9] and empirical relationships provided by Bazelyan
and Raizer [1998, p. 213] and Andreev et al. [2008]. Initial
conditions used by Popov [2009] are similar to our refer-
ence case. Empirical relationships have the power law form
vL = ˛vI

ˇ , where Bazelyan and Raizer [1998, p. 213] give
˛v = 4�104 m/s�Aˇ and ˇ = 0.5, and Andreev et al. [2008]
give ˛v = 1.88�104 m/s�Aˇ and ˇ = 0.67. Note that both
empirical formulas were obtained by fitting experimental
data in a narrower range of currents than the ones dis-
played in Figure 14b. Nonetheless, we have extrapolated the
empirical results for the whole range I = 1–100 A to show
that calculations and measurements follow the same trend
for vL(I ) [see also Popov, 2009, and references therein].
Figure 14b shows that our model best approaches previous
works when the initial radius for the leader stem, at ground
pressure, is approximated by rc = 0.5 mm.

4.2. Scaling of Streamer-to-Leader Transition Time
and Leader Speed With Altitude

[57] In this section, we discuss the scaling of streamer-to-
leader transition, under conditions of constant leader current,
with ambient air density Namb or altitude h in Earth’s atmo-
sphere. Figure 15 presents the calculated values of (a)
the streamer-to-leader transition time scale �h, defined in
Section 4.1 as the time to heat channel up to 2000 K, and
(b) the calculated leader speed, using equation (19). To esti-
mate leader speeds at reduced air densities, we assume that
�ls = �ls,0N 2

0 /N 2
amb, where �ls,0 = 1 cm. We assume the scal-

ing �ls / 1/N 2
amb because �ls is governed by the three-body

attachment time scale, which has a /1/N 2 dependence on air
density (see Table 4) [da Silva and Pasko, 2012, 2013]. We
note that three-body attachment is a very inefficient plasma
decay process at mesospheric altitudes (where Namb � N0).
Hence, the assumption that the streamer channel lifetime is
dictated by �a3 (reaction R9) is not correct in the context of
sprite discharges. At sprite altitudes, two-body dissociative
attachment (reaction R8) can be a more efficient mechanism
of electron loss in streamer channels. In this case, �ls would
be restricted by �a2, rather than �a3. However, the concept of
�ls / �a3 is only used in this work to estimate leader speeds
below �60 km altitude, as shown in Figure 15. Comparing
the rates of reactions R8 and R9, one can see that in the alti-
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Figure 17. Schematic representation of the closed chain
of events occurring during the passage of a low electric
current through air in conditions of low air density Namb,
such as shown in Figure16. Similarly to Figure 7, upward/
downward directed arrows represent an increase/decrease in
a quantity.

tude range shown in Figure 15, �a3 < �a2 for electric fields
below �6 Namb/N0 kV/cm. Since the average electric field in
the streamer zone of a positive leader is �5 Namb/N0 kV/cm
[Bazelyan and Raizer, 2000, p. 69], the assumption that
�ls / �a3 is justified. More accurately, the length scale of the
leader tip is determined by the simultaneous action of sev-
eral processes and its evaluation is more complex than the
one presented here. In the present work, the value of �ls

is taken as an external parameter [Bazelyan et al., 2007a]
and the analysis is focused on the influence of �h on the
leader speed.

[58] Besides the streamer-to-leader transition time scale
�h, for illustrative purposes, Figure 15a also shows the gas
dynamics time scale �c and the heat conduction time scale
��T . Additionally, Figure 15b also presents both time scales
plotted in units of speed (i.e., �ls/�c and �ls/��T ). Note that
both time scales increase with altitude inversely proportion-
ally to the decrease in ambient neutral density, as shown
in Table 4. We can see from Figure 15 that at near-ground
pressures (lower altitudes), air heating time �h scales
very close to /1/N 2

amb. This assertion is more evident in
Figure 15b where, since both �ls and �h scale with alti-
tude as /1/N 2

amb, estimated velocities are almost indepen-
dent of altitude, in the regime �h < �c (a perfect scaling
�h / 1/N 2

amb would result in vertical lines in Figure 15b).
Note, in Figure 15b, the strong deviation of the velocity
behavior for vL < �ls/�c. Moreover, we found that transition
cannot occur for �h > ��T . The reason for such constraint is
discussed below.

[59] As demonstrated in previous section, an increase
in air temperature �T is the required condition to drive
the system to the TI instability (Figure 7). Neglecting
effects of radial dynamics, equation (3) can be written as
NkB�T/�h � ( – 1)�T�eE

2. If we assume that all quanti-
ties scale with ambient air density following similarity laws
for streamer discharges, i.e., �e and E scale proportionally
to N [Pasko, 2006, pp. 265–267], we can predict the air
heating time at different altitudes to be �h = �h,0N 2

0 /N 2
amb, as

shown in Table 4 [see also Bazelyan and Raizer, 2000,
equation (2.37); Riousset et al., 2010b, equations (1) and
(2)]. Although this analysis is approximate, it can explain
the scaling of the streamer-to-leader transition time at
near-ground pressures, shown in Figure 15a. The scaling
�h / 1/N 2

amb is very strong, it introduces a multiplying factor
of N 2

0 /N 2
amb � 200 at 20 km altitude and of �105 at 40 km

(see Figure 1b). At low pressures where the required heating
time is very long, the Joule heating term in equation (3) is
balanced by radial spreading of energy due to advection and
heat conduction, and therefore, air heating can be expected
to be slower than the above prediction (i.e., �h > �h,0N 2

0 /N 2
amb).

Thus, when �h > �c transition is delayed because the energy
introduced in the system (Joule heating) is radially dis-
tributed by advection on a shorter time scale. Similarly,
when �h > ��T the channel cannot experience contraction, and
therefore, streamer-to-leader transition cannot occur.

[60] The strong lengthening of the streamer-to-leader
transition time at upper altitudes in the Earth’s atmosphere
introduces some peculiarities, when compared to its behav-
ior at ambient ground pressure. In fact, the instability factor
(air heating) is very slow. The system stays in an equilib-
rium state (Figure 13a) for a long time. Figure 16 shows the
temporal dynamics of (a,b) electron density and temperature,
(c,d) electric field, and (e,f ) rates of electron production,
at two different altitudes (a,c,e) 20 km and (b,d,f ) 40 km.
Simulations in Figure 16 were performed for I = 1 A, an
electric current value that leads to streamer-to-leader tran-
sition at h � 25 km. Comparing Figures 16a and 16b, we
can see a sharp increase in both temperature and electron
density (characteristic of the TI instability) occurring only
for h = 20 km. A pronounced feature of the results shown
in Figure 16 is the presence of oscillations in electron den-
sity, electric field, and kinetic rates of electron production.
The reasons are very similar to those presented in previous
section. The oscillations are consequence of the relationship
E / 1/ne, introduced by equation (10). Figure 17 qualita-
tively describes the behavior of a near-equilibrium system
under the restriction of a constant electric current not pro-
ducing significant air heating, such as shown in Figure 16.
For the initial value of electric field (Eamb < Ek), electron
density decreases because of field induced attachment. The
decrease of ne leads to an increase in E (equation (10)), and,
eventually, production overcomes loss. When Se > 0, elec-
tron density increases, electric field decreases, and losses
become dominant again. This sequence of events intro-
duces the oscillations seen in Figure 16. The electric field
is “trapped” between two equilibrium points (such as in
Figure 13a): an upper value of electric field, where �det +
�ion > �a2, and a lower value of electric field, where �a3 > �det

(Figures 16e and 16f ). The system crosses the higher equi-
librium point because of detachment and the lower equilib-
rium point because of three-body attachment. Detachment
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Figure 18. Gigantic Jets observed by (a) Pasko et al. [2002] and (b) Soula et al. [2011] (images in
Figure 18b are courtesy of Serge Soula). Symbols show estimated top altitudes. Time reference is arbi-
trary, and it is the same as used in subsequent figures. The sequence of images for Pasko et al.’s [2002]
jet is spaced in time by 33 ms, while for Soula et al.’s [2011] jet by 16.7 ms. Figures also show estimated
speeds during initial and final stages of the upward propagation of both GJs. Reprinted by permission
from Nature Publishing Group and American Geophysical Union [da Silva and Pasko, 2012, Figure 1].

is much faster than three-body attachment (see Table 4).
Owing the fact that �a3 � �det, we can see from Figures 16c
and 16d that the valleys are longer than the peaks (except for
the last peak that occurs at reasonably high T and low N ).
The lower bound for the electric field is approximately set
by the condition �a2 = �a3. Since �a2 / N and �a3 / N 2 , the
average value of the reduced electric field E/N is lower and
lower at reduced air densities, hindering even more the air
heating process.

[61] The point that we would like to emphasize in this
section is that the disequilibration factor, the air heating,
which drives the system from the near-equilibrium state,
sketched in Figure 17, to the unstable state, sketched in
Figure 7, is slower and slower at reduced air densities. The
quantitative model results presented in this paper can be
interpreted from a qualitative standpoint, by a simple analy-
sis of the air density scaling of the key processes involved.
In other words, a simple look to the different scalings of the
air heating and heat conduction time (i.e., �h / 1/N 2

amb and
��T / 1/Namb) indicates that there is an altitude on Earth’s
atmosphere where �h is longer than ��T , and therefore,
streamer-to-leader transition cannot occur. The quantitative
values for the maximum altitude where a leader can be
formed are marked by the end of solid lines in Figure 15 and
they depend on I and rc.

[62] Figures 16a and 16b show the simulated evolution
of temperature using the different values for the thermal
conductivity, as defined in Section 2.1, �*

T (solid line) and
�**

T (dashed line). Calculations using the latter lead to a
final temperature which is a few degrees higher than when
using the former, and therefore, the difference is practically
imperceptible from the figures. We have performed several
tests, varying I and h in the range shown in Figure 15. The
results show that the only difference obtained when using �**

T
instead of �*

T is that the stationary temperature is from tens
up to hundreds of degrees higher when using �**

T . Moreover,
the calculated values of �h are not affected by the choice
of the thermal conductivity description because �**

T ' �*
T for

T < 2000 K. In the analysis presented in Figure 15, �h is com-

pared to ��T , which is obtained from the ambient value of
the thermal conductivity and, therefore, is also independent
of the choice between �*

T and �**
T .

[63] Although further investigation is necessary, one can
speculate that the oscillations in electric field shown in
Figure 16 can be mapped into optical emissions. Thus, the
mechanism sketched in Figure 17 may be in part responsi-
ble for the flickering of small structures observed in gigantic
jets [see, e.g., Soula et al., 2011].

[64] Despite the fact that air heating is slower at reduced
air densities, a current as low as 1 A can promote sig-
nificant air heating to enhance the NO production. This
possibility was not considered by Mishin [1997] when eval-
uating the effects of blue jets in the ozone layer. Note that
lightning is known to be the main source of nonanthro-
pogenic NOx production [e.g., Brasseur et al., 1996, Table
2] in the atmosphere. Nitrogen oxide participates in catalytic
cycles of ozone destruction, and therefore, the effects of
gigantic jet leaders on the ozone layer are an important topic
requiring further investigation.

5. On the Upward Propagation of Gigantic
Jet Leaders

[65] Gigantic jets (GJs) are upward directed large-scale
electrical discharges that are observed to leave thundercloud
tops and propagate up to �90 km altitude, connecting to
the lower ionosphere [Pasko et al., 2002; Su et al., 2003].
Figure 18 shows two examples of GJs observed by Pasko
et al. [2002] and Soula et al. [2011]. As suggested by van
der Velde et al. [2010], we have reestimated the distance
between the observation site and the most probable location
of Pasko et al.’s [2002] jet to be 235˙20 km, which implies
a correction of �18% in the estimated altitudes, position-
ing the jet’s top at 83.7˙7 km altitude [da Silva and Pasko,
2012]. The corrected altitudes are shown in Figures 18a. The
altitude range of Soula et al. [2011] jet was estimated from
their Figure 7a. Soula et al.’s [2011] jet was observed at 53
km range. The fact that the jet’s top is seen at larger dis-
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Figure 19. Simulated leader speed as a function of initial current density in the leader stem at (a) ground
and (b) 20 km altitude, for different values of stem radius [da Silva and Pasko, 2013, Figures 2a and 2b].

tances than the bottom introduces the nonuniform altitude
scale seen in Figure 18b. This correction is not necessary
for Pasko et al.’s [2002] jet because it was observed at a
much greater distance. The term “gigantic jet” was intro-
duced by Su et al. [2003]. These authors have observed
five GJs emerging from an oceanic thunderstorm near the
Philippines and reaching altitudes �86–91 km. Su et al.
[2003] pointed out the existence of three phenomenologi-
cally distinct stages in the observed GJs: the leading jet stage
corresponding to the upward propagation, the fully devel-
oped jet stage with persistent luminosity after the connection
with the ionosphere, and the trailing jet corresponding to the
lower part of the GJ that decays slower than other portions.

[66] In recent years, the number of ground-based [van der
Velde et al., 2007, 2010; Cummer et al., 2009; Soula et al.,
2011; Lu et al., 2011; Chou et al., 2011] and satellite-based
[Kuo et al., 2009; Chou et al., 2010] observations of GJs
has increased considerably. The current theoretical under-
standing of the GJ process describes it as an upward directed
discharge, analogous to cloud-to-ground lightning [Krehbiel
et al., 2008]. GJs are initiated between adjacent charge
regions (similarly to intracloud lightning discharges) by a
bidirectional leader discharge. Krehbiel et al. [2008] demon-
strated that when charge regions in the thunderstorm were
not balanced (meaning the upper positive charge center con-
tains less net charge than the midlevel negative charge cen-
ter), the leader potential could be significantly shifted in the
direction defined by the charge with dominant magnitude. In
this situation the propagation of the leader becomes essen-
tially independent from the weaker charge center, allowing
it to penetrate through the weaker upper charge center and
to escape from the thundercloud upward and serve as the
initiation of a GJ [Krehbiel et al., 2008]. Complementarily,
Raizer et al. [2006, 2007, 2010] point out that as the leader
propagates upward, the streamer zone ahead of it becomes
longer because of the dynamics of streamer growth in a
medium with exponentially decreasing air density. There-
fore, there is an altitude where the streamer corona in the
leader head can “escape” to the ionosphere. Below, we
apply the leader speeds calculated in this paper to the anal-
ysis of the GJ development (the leading jet phase). We
present a simple time dynamic model for the description of
GJ propagation, and finally, we explain the vertical struc-
turing of GJs by combining results of our time dynamic

model with the ideas introduced by Raizer et al. [2006] and
Krehbiel et al. [2008].

5.1. Effective Dependence of Leader Speed
on Current Density

[67] In previous sections, we have assumed that the initial
radial distribution of the electron density ne=ne,a exp(–r 2/r 2

c )
in the leader stem resembles a single streamer channel, with
ne,a = 2�1014 N 2

amb/N 2
0 cm–3 and rc = 0.3 N0/Namb mm. Using

the above mentioned value for rc, we obtained a dependence
vL(I), at ambient ground pressure, as shown in Figure 14b.
We also extended this approach for calculation of leader
speeds at reduced air densities, as shown in Figure 15b.
The parameterization of leader speed with respect to the
electrical current I flowing through the channel is a com-
mon approach used in the literature [e.g., Popov, 2009]
because channel base current is a parameter easily obtain-
able from experiments [e.g., Andreev et al., 2008]. However,
from a physical standpoint, the leader speed should be more
generally defined as a function of the current density J rather
than the total current I (because @T/@t /EJ � EE). Figures 19a
and 19b present simulated leader speed as a function of the
initial current density in the leader stem Jamb, at ground and
20 km altitude, respectively. We note that current density
scales with air density as / N 2 and the range of current val-
ues shown in Figure 19a and 19b is different by a factor
of 200, approximately reflecting this scaling. We can see
a similar dependence on Jamb = I/�r 2

c for both altitudes and
for a 1 order of magnitude range of change in rc. We can
also see that the same leader speed can be obtained with 2
orders of magnitude difference in I. The value rc = 0.3 mm
has been proven to reproduce well laboratory leaders, which
are generated in meter long gaps, under potential differences
of hundreds of kilovolts to a few megavolts [e.g., Popov,
2009]. Under these conditions, the leader has I � 1 A and
vL � 104 m/s [Bazelyan and Raizer, 2000, p. 67]. However,
in the formation of a leader in open air with available thun-
dercloud potential the initial radius for the stem might be
significantly larger due to various reasons, as for example,
streamer expansion and overlapping.

[68] The main implication of a larger rc on the scaling
of leader speed with ambient air density comes from the
fact that �c / rc and ��T / r 2

c . Because the energy dissipa-
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Figure 20. Comparison of observed GJ propagation with modeled upward leader propagation for
Jamb = 9.6�106 N 2/N 2

0 A/m 2, including expansion of streamer zone, for two different values of stem radius
(a) 0.3 mm and (b) 3 mm [da Silva and Pasko, 2013, Figures 2c and 2d].

tion time scales �c and ��T increase with increasing rc, the
regimes �h > �c and �h > ��T (discussed in Section 4.2) occur
at higher altitudes in Earth’s atmosphere, for a fixed value
of current density Jamb N 2

0 /N 2
amb. As a consequence, the scal-

ings �h / 1/N 2
amb and vL � const are valid for a wider range

of pressures. In contrast to streamer radius that can change
by more than 1 order of magnitude at a given ambient pres-
sure [e.g., Briels et al., 2006, 2008], the electron density
in the streamer body has an approximately constant value
�1014 N 2

amb/N 2
0 cm–3, and therefore, it does not affect the

obtained values for leader speeds [see also Popov, 2009].

5.2. Gigantic Jet Acceleration as Evidence
of Its Vertical Structuring

[69] As proposed by Krehbiel et al. [2008], gigantic
jets (GJs) are initiated inside the thundercloud as intra-
cloud lightning discharges and owing to a charge imbalance
(meaning the upper charge center is depleted with respect to
the midlevel center), one or more leaders can escape upward
to form a GJ. One observational feature that supports the
aforementioned mechanism is that GJs emerge from thun-
dercloud tops with speeds on the order of or less than the
lower limit of streamer speeds, which is �105 m/s [Bazelyan
and Raizer, 2000, p. 39] but consistent with speeds of lab-
oratory and lightning leaders [Bazelyan and Raizer, 1998,
Section 6.2]. For instance, Briels et al. [2008] have mea-
sured laboratory streamer speeds in the range 1–40�105 m/s,
while Andreev et al. [2008] and Saba et al. [2008] have mea-
sured speeds in the range 1–5�104 m/s and 3–60�104 m/s,
for laboratory and lightning leaders, respectively. Modeling
results of leader speeds at reduced air densities reiterate this
assertion [da Silva and Pasko, 2012, 2013]. As can be seen
from Figure 19, the initial speeds of GJs .105 m/s [da Silva
and Pasko, 2012, Figure 3a] are compatible to a current den-
sity of .107 N 2

amb/N 2
0 A/m 2 in the leader stem [da Silva and

Pasko, 2013].
[70] Complementarily, Raizer et al. [2006, 2007] point

out that as the GJ leader propagates upward, the streamer
zone ahead of it becomes longer and longer because of the
dynamics of streamer growth in a medium with exponen-
tially decreasing air density. Theory of leader discharges
predicts the existence of an average constant electric field in

the streamer zone equal to the critical electric field value for
stable streamer propagation Ecr [Bazelyan and Raizer, 2000,
pp. 67–69]. For positive leader, for example, at ambient
ground pressure this value is Ecr,0 ' 5 kV/cm [Bazelyan and
Raizer, 2000, p. 69]. The average electric field in a leader
streamer zone is expected to reduce exponentially with alti-
tude proportionally to air density, i.e., Ecr = Ecr,0 Namb/N0

[e.g., Pasko, 2006, p. 266] (Namb can be approximately
defined by the analytical expression Namb(h) = N0 e–h/hN , with
hN = 7.2 km and N0 = 2.5�1019 cm–3). As first noticed by
Raizer et al. [2006], this fact has important consequences
for an upward propagating leader, such as in the case of GJs
escaping from thundercloud tops. A simple estimate for the
streamer zone length LS of an upward propagating leader
can be obtained analytically for a simple geometry [da Silva
and Pasko, 2013, Figure 1]. The length LS is related to the
potential drop in the streamer zone US and the altitude
position of the leader head hL as:

LS = hN ln

"

�

1 –
US

hNEcr,L

�–1
#

, (20)

where Ecr,L = Ecr,0 exp(–hL/hN) [da Silva and Pasko, 2013,
Section 3]. Equation (20) is obtained by solving the
equation for the potential drop across the streamer zone,
US =

R hL+LS

hL
Ecr(h) dh, for LS. If the leader is close to ground

(hL � hN), such as in leaders initiated from tall build-
ings [e.g., Lalande et al., 2002, Figures 1 and 2], half
of leader voltage drop UL occurs in the streamer zone,
i.e., US = UL/2, and formula (20) reduces to LS = UL/2Ecr,L

[Bazelyan and Raizer, 2000, p. 69]. The length of the
streamer zone increases exponentially with altitude, i.e.,
LS / exp(hL/hN) [da Silva and Pasko, 2013, Figure 3a]. For
an upward directed leader at mesospheric altitudes, such
as in GJs (Figure 18), the potential drop in the streamer
zone shifts from UL/2 to UL [da Silva and Pasko, 2013,
Figure 3c]. It can be seen from equation (20) that LS ! 1
when UL = hNEcr,L. Consequently, there is an altitude
hjump = hN ln(hNEcr,0/UL) at which the streamer zone “jumps”
to the ionosphere [da Silva and Pasko, 2013, Figure 3d].

[71] Despite the fact that air heating is slower and slower
at higher altitudes in Earth’s atmosphere (Figure 15), GJs
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are observed to accelerate as they propagate upward (see,
for example, Figure 18). Figure 20 presents the upward
propagation as a function of time of the two GJs shown
in Figure 18. In view of the discussion in Section 5.1,
experimental data are compared to simulations performed
for the same initial current density in the leader stem
but for two different values of the initial stem radius: (a)
rc = 0.3 N0/Namb mm and (b) 3 N0/Namb mm. Shaded areas
in Figure 20 show the simulated propagation of an upward
leader hL(t) with an expanding streamer zone hS(t) = hL(t) +
LS(UL) [da Silva and Pasko, 2013]. Leader speed vL = dhL/dt
is approximately the same in both cases, however, in
Figure 20b, I, UL, and consequently, LS are larger (see dis-
cussion by da Silva and Pasko [2013] for details). The figure
demonstrates that the combined effects of a leader propa-
gating with a steady speed of .105 m/s and the expansion
of its streamer zone according to equation (20) are capa-
ble of explaining the observed acceleration in GJs. Thus,
the jump altitude can be used as a simple estimate for the
transition between leader and streamer portions of GJs dur-
ing the leading jet phase [Su et al., 2003]. After the con-
nection to the ionosphere, GJs exhibit a return stroke-like
process [Kuo et al., 2009, Figure 5]. Owing the high electri-
cal current, �1 kA, flowing through the channel [Cummer
et al., 2009, Figure 3], the leader portion may reach higher
altitudes. However, a leader cannot bridge the gap between
the cloud and the ionosphere because streamer-to-leader
transition is prevented at very low air densities (Figure 15).
The longer persistency of the GJ trunk (referred as trail-
ing jet [Su et al., 2003]) with respect of other portions is
the evidence of air heating within this part of channel (see
discussion by Neubert et al. [2011]). In heated air, electron
losses due to attachment to oxygen molecules are strongly
reduced (see, e.g., Figures 11d, 16e, and 16f ).

6. Summary and Conclusions

[72] In this paper we have presented an air heating model
capable of capturing the effects of a sustained electrical
current flowing through the body of a streamer in a wide
range of ambient pressures. Some of the key features of
the model are the detailed description of the fast heating
mechanism and the rigorous treatment of the vibration-
dissociation-vibration coupling. The model was validated
through calculation of breakdown times of short air gaps and
comparison to available experimental data. The streamer-to-
spark transition time, for the case of constant electric field
across the gap, scales with ambient air density very close to
/1/Namb, as evidenced from experiments and numerical sim-
ulations. This dependence is a consequence of the decisive
role of electron detachment in the streamer-to-spark transi-
tion; time scale for electron detachment from oxygen atoms
increases with reduced air density as /1/Namb. Detachment
compensates the rate of electron loss in the streamer body
and, eventually, is responsible for a change in sign in the
electron balance equation, triggering the development of a
thermal-ionizational (TI) instability. The constant electric
field simulations were also used to study the fast heating
mechanism (responsible for air heating on short time scales
.100 ns at ambient ground pressure). We pointed out that
the main channels for rapid heating are quenching of O(1D)
and N2(B) states and electron-impact dissociation of air com-

ponents. We also have quantified the dependence of these
channels on ambient air density, showing the considerable
reduction of the fast heating efficiency above the quenching
altitude of the N2(C ) state, which is �30 km.

[73] We have applied the model to study the sequence
of physical processes leading to streamer-to-leader transi-
tion, under a constant electrical current in the leader stem.
The aspects of the change in air ionization mechanism from
electron-impact to associative ionization was discussed in
detail, as well as, the role of the channel contraction in the TI
instability responsible for leader formation and propagation.

[74] We have presented a methodology to calculate leader
speeds in a broad range of currents and pressures based on
the fact that the leader propagation is determined by the air
heating of every newly formed leader section. The study of
air heating in the leader stem revealed that the streamer-
to-leader transition time scales very close to /1/N 2

amb at
near-ground pressures, and hence, leader speeds have weak
dependence on air density. This scaling follows the simi-
larity law for Joule heating in a streamer channel, which
increases with reducing air density as /1/N 2

amb. However,
this scaling does not hold for very low air densities, where
the rate of energy deposition is balanced by the channel
expansion (and heating from quenching of excited electronic
states is very inefficient), placing a limit on the maximum
altitude in Earth’s atmosphere where streamer-to-leader tran-
sition can occur. This altitude is a function of the leader
stem characteristics, such as current and radius. We also
point out that leader speed can be more generally defined
as a function of the current density in the leader stem rather
than total current. We would like to remark that the time
scale for development of the TI instability in constant-field
and constant-current setups has intrinsically different depen-
dence on ambient air density. The former is dictated by
electron detachment and scales with air density as /1/Namb,
while the latter is dictated by Joule heating and scales
approximately as /1/N 2

amb.
[75] The calculated leader speeds were employed to

discuss the dynamics of an upward propagating leader,
such as in the case of gigantic jets (GJs) escaping from
thundercloud tops. We have pointed out that the initial
speeds of two observed GJs are compatible to simulated
leader speeds with a current density .107 A/m2 (scaled to
ground pressure) in the leader stem. This current density
may correspond to a total current ranging from amperes to
hundreds of amperes, depending on the actual leader stem
radius. We pointed out that most likely the stem is initially
a few millimeters wide (scaled to ground pressure). Thus,
the leader would transport a current of tens to hundreds of
amperes, in agreement with GJ and lightning observations.
GJs are observed to accelerate as they propagate through
the stratosphere and mesosphere. We have demonstrated that
this acceleration is not related to the dynamics of streamer-
to-leader transition at reduced air densities. The acceleration,
in fact, can be associated to the lengthening of the streamer
zone in an atmosphere of exponentially decreasing air den-
sity. The dynamics of streamer growth in the nonuniform
atmosphere defines an altitude at which the streamer zone of
an upward directed leader becomes so long that it dynam-
ically extends (jump) to the ionosphere. This altitude may
serve as a first-order reference for the transition between
leader and streamer portions in GJs.
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Table A1. List of Chemical Reactions

Reactions Rate Constant (1/s, cm3/s or cm6/s) Reference

Generation of electrons by direct ionization (�ion)
R1 O2 + e ! O+

2 + e + e 4.9�10–9 exp(–657/(E/N ))F Benilov and Naidis [2003, (2)]
R2 N2 + e ! N+

2 + e + e 8.1�10–9 exp(–925/(E/N ))F Benilov and Naidis [2003, (1)]
Generation of electrons by stepwise ionization (�step)

R3 NO + e ! NO+ +e + e 5.0� 10–9 exp(–460/(E/N ))F Benilov and Naidis [2003, (3)]
R4 O + e ! O+ +e + e 4.0�10–9 exp(–713/(E/N ))F Benilov and Naidis [2003, (4)]

Generation of electrons by associative ionization (�assoc)
R5 N + O ! NO+ + e 2.5�10–15T exp(–32000/T ) Aleksandrov et al. [1997, (R7)]
R6 N2(A) + N2(a0) ! N+

4 + e 5�10–11 Kossyi et al. [1992, (25)]
R7 N2(a0) + N2(a0) ! N+

4 + e 2�10–10 Kossyi et al. [1992, (26)]
Loss of electrons by two-body dissociative attachment (�a2)

R8 O2 + e ! O– + O 6.7�10–13 (E/N )0.8

exp(1.05|5.3–ln(E/N )|3)
F Benilov and Naidis [2003, (20)]

Loss of electrons by three-body attachment (�a3)
R9 O2 + e + M ! O–

2 + M 1.4�10–29 exp[700(Te–T )/(TeT )]
(Te /300) exp(600/T) XO2 Kossyi et al. [1992, (45), (46), (48))]

+ 1.07�10–31 exp[1500(Te–T )/(TeT )]
(Te /300)2 exp(70/T)

XN2

+ 10–31XO

Loss of electrons by electron-ion recombination (�rec)
R10 O+

2 + e ! O + O(1D) 2�10–7(300/Te) Kossyi et al. [1992, (40)]
R11 NO+ + e ! O + N(2D) 4�10–7(300/Te)1.5 Kossyi et al. [1992, (41)]
R12 O+

4 + e ! O2 + O2 1.4�10–6(300/Te)0.5 Kossyi et al. [1992, (30)]
R13 O+

2N2 + e ! O2 + N2 1.3�10–6(300/Te)0.5 Kossyi et al. [1992, (34)]
R14 O+

2 + e + M ! O2 + M 6�10–27(300/Te)1.5 Kossyi et al. [1992, (44)]
Generation of electrons by detachment (�det)

R15 O– + N2 ! N2O + e 1.16�10–12 (E/N )2

(43.5)2+(E/N )2 Luque and Gordillo-Vázquez [2012]

R16 O– + O ! O2 + e 5 � 10–10 Benilov and Naidis [2003, (23)]
R17 O– + N2(A) ! O + N2 + e 2.2 � 10–9 Kossyi et al. [1992, (64)]
R18 O– + O2(a) ! O3 + e 3 � 10–10 Kossyi et al. [1992, (62)]
R19 O– + NO ! NO2 + e 2.6 � 10–10 Benilov and Naidis [2003, (24)]
R20 O–

2 + O ! O3 + e 1.5 � 10–10 Benilov and Naidis [2003, (25)]
R21 O–

2 + N2(A) ! O2 + N2 + e 2.1 � 10–9 Kossyi et al. [1992, (60)]
R22 O–

2 + O2(a) ! O2 + O2 + e 2�10–10 Kossyi et al. [1992, (58)]
R23 O–

2 + O2 ! O2 + O2 + e 2 � 10–10 exp(–6034/T eff
R23) Benilov and Naidis [2003, (21)]

�
1–exp[–6034(1/T–1/T eff

R23)]

1–exp[–1509(1/T–1/T eff
R23)]

R24 O–
3 + O ! O2 + O2 + e 3 � 10–10 Benilov and Naidis [2003, (26)]

Electron-impact excitation of metastable states
R25 N2 + e ! N2(A) + e k(E/N )F Aleksandrov et al. [1995, (4)]
R26 N2 + e ! N2(B) + e k(E/N )F Aleksandrov et al. [1995, (5)]
R27 N2 + e ! N2(a0) + e k(E/N )F Aleksandrov et al. [1995, (6)]
R28 N2 + e ! N2(C ) + e k(E/N )F Aleksandrov et al. [1995, (7)]
R29 O2 + e ! O2(a) + e k(E/N )F Aleksandrov et al. [1995, (8)]

Electron-impact dissociation

R30 N2 + e ! N + N(2D) + e 5.0 � 10–9 exp(–646/(E/N ))F Benilov and Naidis [2003, (5)]
R31 O2 + e ! O + O + e k(E/N )F Aleksandrov et al. [1995, (10)]
R32 O2 + e ! O + O(1D) + e k(E/N )F Aleksandrov et al. [1995, (11)]

Radiative deactivation of metastables

R33 N2(B) ! N2(A) + h� (1PN2) 1.7 � 105 Liu and Pasko [2004]
R34 N2(C ) ! N2(B) + h� (2PN2) 2.0 � 107 Liu and Pasko [2004]

Collisional quenching of metastables

R35 N2(A) + O2 ! N2 + O + O 2.54�10–12 Kossyi et al. [1992, (100)]
R36 N2(A) + O2 ! N2 + O2(b, v) 7.5�10–13 Popov [2011, (R2)]
R37 N2(A) + O ! N2 + O(1S ) 3�10–11 Popov [2011, (R5)]
R38 N2(A) + O ! NO + N(2D) 7�10–12 Kossyi et al. [1992, (102)]
R39 N2(A) + N2(A) ! N2(B) + N2 7.7�10–11 Popov [2001, (3)]
R40 N2(A) + N2(A) ! N2(C ) + N2 1.6�10–10 Popov [2001, (4)]
R41 N2(B) + O2 ! N2 + O + O 3�10–10 Kossyi et al. [1992, (113)]
R42 N2(B) + N2 ! N2(A) + N2 10–11 Popov [2001, (8)]
R43 N2(a0) + O2 ! N2 + O + O(1D) 2.8�10–11 Popov [2001, (9)]
R44 N2(a0) + N2 ! N2(B) + N2 2�10–13 Popov [2001, (10)]
R45 N2(C ) + O2 ! N2 + O + O(1D) 2.5�10–10 Popov [2011, (R10)]
R46 N2(C ) + N2 ! N2(B) + N2 10–11 Popov [2011, (R11)]
R47 N2(C ) + N2 ! N2(a0) + N2 10–11 Kossyi et al. [1992, (118)]
R48 O(1D) + N2 ! O + N2 1.8�10–11 exp (107/T) Kossyi et al. [1992, (144)]
R49 O(1D) + O2 ! O + O2(b, v) 2.56�10–11 exp (67/T) Kossyi et al. [1992, (145)]
R50 O(1D) + O2 ! O + O2 0.64�10–11 exp (67/T) Kossyi et al. [1992, (146)]
R51 O(1S ) + O ! O(1D) + O(1D) 5�10–11 exp (–301/T) Kossyi et al. [1992, (164)]
R52 O(1S ) + O2 ! O(1D) + O2 1.3�10–12 exp (–850/T) Kossyi et al. [1992, (154)]
R53 N(2D) + O2 ! NO + O 1.5�10–12 (T/300)0.5

Kossyi et al. [1992, (135)]
R54 N(2D) + O2 ! NO + O(1D) 6�10–12 (T/300)0.5

Kossyi et al. [1992, (136)]
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Table A1. (continued)

Reactions Rate Constant (1/s, cm3/s or cm6/s) Reference

R55 N(2D) + N2 ! N + N2 6�10–15 Kossyi et al. [1992, (139)]
R56 O2(a) + O2 ! O2 + O2 2.2 � 10–18 (T/300)0.8

Kossyi et al. [1992, (123)]
R57 O2(b, v) + O2 ! O2(b) + O2(v) 1.7�10–12 Kalogerakis et al. [2002]

Thermal dissociation and recombination

R58 N2 + M ! N + N + M Z(T, TV)[1.1�10–7(XO + XN) Aleksandrov et al. [1997, (R40)]
+ 5�10–8(XNO + XO2 + XN2 )]

� exp(–113200/T)[1 – exp(–3354/T)]
R59 O2 + M ! O + O + M [1.3�10–7XO + 3.7�10–8XO2 Aleksandrov et al. [1997, (R41)]

+ 9.3�10–9(XN + XNO + XN2 )]
� exp(–59380/T)[1 – exp(–2240/T)]

R60 NO + M ! N + O + M [1.7�10–7(XO + XN + XNO) Aleksandrov et al. [1997, (R42)]
+ 8.7�10–9(XO2 + XN2 )]

� exp(–76000/T)
R61 N + N + M ! N2 + M 8.27�10–34 exp(500/T) Aleksandrov et al. [1997, (R43)]
R62 O + O + M ! O2 + M 2.76�10–34(XN + XNO + XN2 )exp(720/T) Aleksandrov et al. [1997, (R44)]

+ (8.8�10–31XO + 2.45�10–31XO2 )T –0.63

R63 N + O + M ! NO + M 1.76�10–31T–0.5 Aleksandrov et al. [1997, (R45)]
Exchange of chemical bonds

R64 O + N2 ! N + NO 1.3�10–10 exp(–38000/T) Aleksandrov et al. [1997, (R47)]
R65 N + O2 ! O + NO 10–14T exp(–3150/T) Aleksandrov et al. [1997, (R48)]
R66 N + NO ! O + N2 10–12T0.5 Aleksandrov et al. [1997, (R46)]
R67 O + NO ! N + O2 2.5�10–15T exp(–19500/T) Aleksandrov et al. [1997, (R49)]

Positive ion conversion

R68 O+
4 + O2(a) ! O+

2 + O2 + O2 10–10 Kossyi et al. [1992, (228)]
R69 O+

4 + O ! O+
2 + O3 3�10–10 Kossyi et al. [1992, (229)]

R70 O+
2 + O2 + O2 ! O+

4 + O2 2.4�10–30(300/T eff
R70)3.2 Kossyi et al. [1992, (167)]

R71 O+
2N2 + O2 ! O+

4 + N2 10–9 Kossyi et al. [1992, (232)]
R72 O+

2 + N2 + N2 ! O+
2N2 + N2 0.9�10–30(300/T eff

R72)2 Kossyi et al. [1992, (168)]
R73 O+

4 + N2 ! O+
2N2 + O2 4.61�10–12(300/T eff

R73)2.5 exp(–2650/T eff
R73) Kossyi et al. [1992, (226)]

R74 O+
2N2 + N2 ! O+

2 + N2 + N2 1.1�10–6(300/T eff
R74)5.3 exp(–2357/T eff

R74) Kossyi et al. [1992, (231)]
R75 O+

4 + O2 ! O+
2 + O2 + O2 3.3�10–6(300/T eff

R75)4 exp(–5030/T eff
R75) Kossyi et al. [1992, (227)]

R76 O+
2 + N2 ! NO+ + NO 10–17 Kossyi et al. [1992, (206)]

R77 O+
2 + N ! NO+ + O 1.2�10–10 Kossyi et al. [1992, (207)]

R78 O+
2 + NO ! NO+ + O2 4.4�10–10 Kossyi et al. [1992, (208)]

R79 O+
4 + NO ! NO+ + O2 + O2 10–10 Kossyi et al. [1992, (230)]

Negative ion conversion

R80 O– + O2(a) ! O–
2 + O 10–10 Kossyi et al. [1992, (242)]

R81 O–
2 + O ! O2 + O– 3.3�10–10 Kossyi et al. [1992, (237)]

R82 O–
3 + O ! O–

2 + O2 3.2�10–10 Kossyi et al. [1992, (247)]
R83 O– + O2 + M ! O–

3 + M 1.08�10–30(300/T eff
R83) Benilov and Naidis [2003, (27)]

Two-body ion-ion recombination (A– + B+
! A + B)

R84 O– + O+
2 ! O + O2

R85 O–
2 + O+

2 ! O2 + O2

R86 O–
3 + O+

2 ! O3 + O2 2�10–7(300/Ti)0.5 1992 [1992, (I)]
R87 O– + NO+

! O + NO
R88 O–

2 + NO+
! O2 + NO

R89 O–
3 + NO+

! O3 + NO
Two-body ion-ion recombination (A– + BC+

! A + B + C )
R90 O– + O+

2 ! O + O + O
R91 O– + NO+

! O + N + O
R92 O– + O+

4 ! O + O2 + O2

R93 O– + O+
2N2 ! O + O2 + N2

R94 O–
2 + O+

2 ! O2 + O + O
R95 O–

2 + NO+
! O2 + N + O 10–7 Kossyi et al. [1992, (II)]

R96 O–
2 + O+

4 ! O2 + O2 + O2

R97 O–
2 + O+

2N2 ! O2 + O2 + N2

R98 O–
3 + O+

2 ! O3 + O + O
R99 O–

3 + NO+
! O3 + N + O

R100 O–
3 + O+

4 ! O3 + O2 + O2

R101 O–
3 + O+

2N2 ! O3 + O2 + N2

Three-body ion-ion recombination
R102 O– + O+

2 + M ! O + O2 + M
R103 O–

2 + O+
2 + M ! O2 + O2 + M

R104 O– + NO+ + M ! O + NO + M 2�10–25(XN2 + XO2 )(300/Ti)2.5 Kossyi et al. [1992, (V)]
R105 O–

2 + NO+ + M ! O2 + NO + M
R106 O–

2 + O+
4 + M ! O2 + O2 + O2 + M Pancheshnyi et al. [2005, (18)]

13,587



DA SILVA AND PASKO: STREAMER-TO-LEADER TRANSITION

Appendix A: List of Chemical Reactions

[76] Table A1 contains a list of the chemical reactions
used in this work. Rate coefficients are functions of E,
N, T, and TV. The F factor depends on TV according to
equation (11). The effective electron temperature is written
as a function of E/N [Vidal et al., 2002, equation (4)]:

Te = T + ae(E/N )0.46, (A1)

where ae = 3648.6 K/Td0.46. The simple analytical
expression above deviates from the Einstein relation
Te = qeDe/kB�e by less than 40% in the range of electric
fields between 1 and 35 kV/cm (at ground level pressure
and room temperature), where qe is the electronic charge,
kB the Boltzmann constant, and De and �e are the electron
diffusion coefficient and mobility, respectively, calculated
using BOLSIG+ [Hagelaar and Pitchford, 2005] for the
same conditions as in Figure 3. The ion temperature is
calculated as [Benilov and Naidis, 2003, reaction (28)]:

Ti = T + ai(E/N )2, (A2)

where ai = 0.13 K/Td2. The effective temperature of ions col-
liding with neutrals is defined as [Mnatsakanyan and Naidis,
1991, equation (28)]:

T eff
Rj =

miT + mjTi

mi + mj

, (A3)

where mi and mj are the masses of the ion and neu-
tral components involved in the reaction, respectively. In
reactions containing a generic component “M”, the rate
coefficient depends on the number fraction of M, i.e.,
XM = nM/N (where 0 < XM � 1). Rate coefficients are pre-
sented in units of 1/s, cm3/s, and cm6/s for one-, two-,
and three-body reactions, respectively. Reduced electric field
E/N is expressed in Townsend and temperatures in Kelvin.
Reference for each rate coefficient is provided in Table A1,
including the reaction/equation number in the corresponding
original work.
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