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E-D-Net: Automatic Building Extraction From
High-Resolution Aerial Images With
Boundary Information

Yuting Zhu

Abstract—The automatic extraction of buildings from high-
resolution aerial imagery plays a significant role in many urban
applications. Recently, the convolution neural network (CNN) has
gained much attention in remote sensing field and achieved a
remarkable performance in building segmentation from visible
aerial images. However, most of the existing CNN-based methods
still have the problem of tending to produce predictions with poor
boundaries. To address this problem, in this article, a novel se-
mantic segmentation neural network named edge-detail-network
(E-D-Net) is proposed for building segmentation from visible aerial
images. The proposed E-D-Net consists of two subnetworks E-Net
and D-Net. On the one hand, E-Net is designed to capture and
preserve the edge information of the images. On the other hand,
D-Net is designed to refine the results of E-Net and get a prediction
with higher detail quality. Furthermore, a novel fusion strategy,
which combines the outputs of the two subnetworks is proposed to
integrate edge information with fine details. Experimental results
on the INRIA aerial image labeling dataset and the ISPRS Vaihin-
gen 2-D semantic labeling dataset demonstrate that, compared with
the existing CNN-based model, the proposed E-D-Net provides no-
ticeably more robust and higher building extraction performance,
thus making it a useful tool for practical application scenarios.

Index Terms—Convolutional neural networks (CNNs), edge
information, fully convolutional networks, high resolution, remote-
sensing, semantic segmentation.

1. INTRODUCTION

STABLISHING and updating large scale building maps
from remote sensing imagery is a tedious, expensive, and
often manual process. It is widely used in urban dynamics, such
as estimating population and facilitating urban planning, and
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many other applications in socio-economics studies [1], [2].
With the rapid development of sensor technology, a large
number of aerial image data are becoming more accessible
and affordable. High-resolution aerial images provide sufficient
structural and texture information for image segmentation while
also raise new challenges for automatically extracting buildings
from aerial images. The challenges arising from the variations
in appearance of buildings, different scales of buildings, and
occlusions increase the difficulties [3]. Exploring effective and
efficient algorithms to realize building extraction automatically
is highly demanded.

Recently, due to its powerful ability in effectively extracting
high-level features without the involvement of human ingenuity
in feature engineering, the state-of-the-art convolutional neural
network (CNN) has gained notable success in a wide range of
applications in remote sensing field, e.g., heterogeneous image
change detection [5], hyperspectral image classification [6], and
object detection in remote sensing images [7]. More recently,
CNN has shown promising results in the field of automatic
building extraction and various CNN architectures have been
adopted for automatic building extraction [2], [8], [9]. While
early works mainly use restricted Boltzmann machine [8] or
patched-based CNN [10], recent progress has taken the fully
convolutional network (FCN) [9], [11].

FCNis the first network that effectively converts classification
deep CNN s for dense labeling. This key feature permits FCN to
take advantage of the pretrained classification CNN model and
to generate prediction maps that are the same size as the input im-
ages [2]. With many public building datasets, FCN has achieved
a remarkable performance in accuracy as well as computational
time. However, repeated convolutional and pooling operations
employed in FCN resultin alocal reception field and ignore some
detailed information, leading to the poor prediction [2], [12].
In more detail, FCN-based models such as Deeplabv3 finally
use 4 times bilinear interpolation for upsampling, which is very
unfavorable for the prediction of building edges. Therefore,
most of the FCN-based approaches are lacking boundary details
for small buildings, as shown in Fig. 1(c). Identifying accurate
boundary for buildings is particularly important in the building
extraction task, as it aims to establish a building footprint map
that provides the outline of a building drawn along the exterior
walls, with a description of the exact size, shape, and its location.
However, “Not all pixels are equal: Difficulty-aware semantic
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Fig. 1. (a) Two examples of high-resolution aerial images. (b) Difficulty
level of pixels of building footprints. (¢) Corresponding predictions by a fully
convolutional network [4]. The difficulty level of pixels is visualized in the
middle image, where the pixels are divided into three sets, including the “easy”
(Black), “moderate” (White), and “extremely hard” (Red) sets. It can be seen
that the prediction overlaps well with the label but fails to reflect the boundaries
that exist in label.

segmentation via deep layer cascade” [13] has made detailed
statistics on semantic segmentation, in which the pixels are easy
to lead to misjudged in classifying, the edge of the object, as
shown in red in Fig. 1(b). Jiang et al. [14] also pointed out that in
the task of building extraction, different categories of boundary
recognition capabilities are different, which will have a certain
impact on the final segmentation accuracy.

To address this problem, several works have considered the
boundaries of objects when designing the network, leading to a
superior performance of object extraction. Marmains et al. [15]
proposed to combine feature maps from multiple networks at
different feature scales and make the final predictions on top
of these concatenated feature maps. Their proposed network
outputs a set of scale-dependent class boundaries before each
pooling, which are integrated into the final multiscale edge pre-
diction. Bischke et al. [16] addressed the problem of preserving
semantic segmentation boundaries in high-resolution satellite
imagery by introducing a new cascaded multitask loss. Their
goal is to rely besides the semantic term also a geometric term,
which incorporates the boundary information of the segmenta-
tion mask into a single loss function. In [17], Tu et al. designed an
edge-oriented region growing algorithm, where growing seeds
are selected from the airport support regions with the help of
edge information in SAR images. Chen et al. [18] introduced
a novel automatic building extraction method that integrates
LiDAR data and high spatial resolution imagery using adaptive
iterative segmentation and hierarchical overlay analysis based on
data fusion, which adapted to the variability of building shape
and the environmental complexity surrounding buildings.

Recently, some novel two-step methods have been proposed
to improve extracting buildings from aerial images. Li [19]
et al. proposed an improved model based on morphological
methods to reduce edge misclassification, and then further
made full use of the saliency features of buildings to improve
the expression of edge information. Similarly, the method of
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Xie [20] et al. includes two steps. First, the improved network
is applied to achieve pixel-level segmentation of buildings. Sec-
ond, used morphological filtering to optimize building bound-
aries, and improve boundary regularity. Similar to our method,
Jiang et al. [14] proposed a predictive optimization architecture,
which consists of an encoder—decoder network and residual
refinement modules responsible for prediction and refinement.
To enhance the building’s expression ability, the authors also
introduce a composite loss function. Although these works
could improve the segmentation accuracy, one drawback of these
methods is that the boundary information is not applied directly.

As shown in Fig. 1(b), the difficulty level (e.g., recognizabil-

ity) of pixels is visualized in the middle image, where pixels
are partitioned into three sets, including easy (Black), moderate
(White), and extremely hard (Red) sets. In this article, we aim
to improve the recognition ability of arbitrary shaped buildings
by improving the segmentation accuracy of the “extremely
hard” pixels. Li er al. [13] show that 70% pixels in HS are
located at object boundaries, which have large ambiguity. We
extract boundary deviates from the valid 5 — 10 pixels as edge
information and take full advantage of them. In this way, a
novel semantic segmentation neural network named edge-detail-
network (E-D-Net) is proposed for building segmentation from
visible aerial images. The network framework consists of three
components. First, the edge information generation network
(E-Net) is designed to extract edge information. Then, the detail
recovery network (D-Net) is used to refine the results of E-Net
and get a prediction with higher detail quality. Different from the
work in [14] using different loss functions to make the network
pay attention to the significance map of the different-level pixels,
we propose a new fusion strategy to ensembling the outputs of
the two networks in a weighted manner. Experimental results on
INRIA aerial image labeling dataset and the ISPRS Vaihingen
2-D semantic labeling dataset demonstrate that the performance
of E-D-Net is competitive with that of several state-of-the-art
methods.

The main contributions of this article can be summarized as

follows.

1) By considering the boundary and details of buildings
simultaneously, a novel semantic segmentation neural net-
work E-D-Net for automatic building extraction is pro-
posed in this article. To the best of authors’ knowledge,
this article makes the first attempt to directly apply the
edge information of the target into the network for building
extraction.

2) A novel fusion strategy is introduced to combine the edge
information and refine results, and to make the whole net-
work cooperate normally, which is crucial for end-to-end
training.

3) Experimental results on INRIA aerial image labeling
dataset and the ISPRS Vaihingen 2-D semantic label-
ing dataset demonstrate that the proposed E-D-Net can
address the problem of produce predictions with poor
boundaries, and has achieved certain improvements in
terms of accuracy and intersection over union (IoU).

The rest of this article is organized as follows. Section II

describes our proposed E-D-Net in detail. Experimental results
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Fig. 2.
a new fusion strategy to generate the final result.

on the INRIA aerial image labeling dataset and the ISPRS Vai-
hingen 2-D semantic labeling dataset are presented in Section III.
Section I'V concludes this article.

II. OUR METHOD

In this section, we elaborate the design of the proposed
E-D-Net. The whole architecture of E-D-Net is shown in Fig. 2.
The entire network takes a remote sensing image (usually a
three-channel RGB image) as an input and directly outputs a
one-channel mask of the same size. Note that there is no other
auxiliary information to get the edge information of the image.

Our goal is to capture delicate building edge information and
make full use of it to improve the segmentation predictions
of building footprints. To this end, in E-D-Net two different
subnetworks are designed to handle the two tasks separately
and a new fusion strategy is proposed to achieve the shared
representation of semantics and geometric features. In what
follows, we elaborate the key elements of E-D-Net, including
two subnetworks E-Net and D-Net, new fusion strategy, and
implementation details.

A. Edge Information Generation Network

E-Net is designed to distinguish buildings from background
and classify the pixels with extremely hard level between the
building and the background as edges. This can be defined as a
three-class segmentation task, i.e., foreground, background, and
edge regions. Therefore, the output of E-Net is a three-channel
map indicating the possibility that each pixel belongs to each of
the three classes. In general, E-Net can be implemented by any
of the state-of-the-art segmentation networks. In this article, we
choose the FCN-based neural network U-Net [21] to construct
E-Net for its efficacy. However, as mentioned in Section I,
repeated convolutional and pooling operations employed in
FCN-based methods results in a local reception field and ignore
some detailed information [see Fig. 1(c)]. In order to overcome
this problem, we added additional dilated convolutional layers

E-D-Net framework for high-resolution satellite image segmentation. Our model consists of E-Net for edge detection and D-Net for detail recovery, with

to the E-Net to increase the receptive field of the feature points
and preserve more detailed information. Dilated convolution is
an effective kernel that can be used to adjust the receptive fields
of feature points without reducing the resolution of the feature
maps. As shown in Fig. 3(a), we put three dilated convolution
layers with dilation rate of 1, 2, 5 in the center part of the E-Net,
then the acceptance field of each layer will be 3, 7, 17. Due to
the introduction of the additional dilated convolution layers, the
feature points on the last center layer will cover main part of the
first center feature map, which improves the receptive field of
the feature points. The dilated convolutional layers have shown
strong ability to increase the segmentation accuracy and we will
verify this in the ablation experiments.

In summary, the proposed E-Net has the following character-
istics.

1) E-Netis asupervised learning operator. Its role is learning

to extract the building edge information, we need rather
than all the edge information in the image. Fig. 4 is an
example of E-Net classification, in which Fig. 4(b) is the E-
Net label we made using the dilated and eroded operations
and Fig. 4(f) is the building edge information.
E-Net helps to steer the loss function. We have designed a
composite loss function (2) in the fusion strategy, and the
training errors in E-Net can be easily fed to the correspond-
ing components through the backpropagation algorithm of
the neural network, thereby achieving end-to-end training
of the entire network.

2)

B. Detail Recovery Network

E-Net aims to get edge information. Compared with E-Net,
D-Net aims to refine the results of E-Net and get a prediction
with higher detail quality. Many methods have proved that fusing
different levels of semantic information in a neural network
can obtain more accurate segmentation results. Deng et al. [22]
optimized feature maps on multiple scales due to the relatively
small area of the classical receptive field. Lee et al. [23] used
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(a) Structure of E-Net. It is based on U-Net, using VGG11 as the encoder, and the central part contains the dilated convolution layers with dilation rate

of 1, 3, 5. (b) Structure of D-Net. It is also based on U-Net, using VGG11 as the encoder.

(b)

N »
(d)

Fig. 4. Example of E-Net classification. (a) Color Image. (b) E-Net Label. (c)
Classification result predicted by E-Net. (d) Background information of E-Net
classification. (e) Foreground information of E-Net classification. (f) Building
edge information of E-Net classification.

several methods to group different levels of semantic informa-
tion to extract complex building boundaries from lidar and pho-
togrammetric imagery. In this article, to establish a relationship
between the low-level image primitives (original images) and
the higher level semantic information (the outputs of E-Net: the
foreground, background, and edge information), we cascaded
the original image with the three-channel segmentation result
from E-Net as a six-channel input.

Similar to E-Net, D-Net can be implemented by any of the
FCN-based networks. We still choose U-Net [21] but we did
not introduce additional dilated convolutional layers in order to
increase training speed. As shown in Fig. 3(b), the encoder of
the D-Net has eight convolutional layers and four pooling layers.
The decoder has eight convolutional layers and four unpooling
layers.

In summary, the proposed D-Net has the following character-
istics.

(1) D-Netis a refinement model. Its role is helping refine the
results of E-Net. In the training phase, the training label
of D-Net is the ground truth label provided by the dataset.

(2) The loss function of D-Net is mean squared loss function,
which helps to get a prediction with higher detail quality.

C. Fusion Strategy

The E-Net takes the aerial image as input and roughly extract
edge region, and the D-Net takes the predicted foreground, back-
ground, edge, and original image as input and directly outputs
the predicted result. To combine the edge semantic information
preserved by E-Net and the refine results predicted by D-Net, a
fusion strategy is proposed in this section.

Let F', B, E denote the foreground, background, and edge
region predicted by E-Net, respectively. They are fed into a
softmax layer to get the probability estimate of the pixel position,
which can be written as Fs, Bg, and E;. Note that if a pixel
locates in the edge region, it means that it has a higher recognition
difficulty level. In this case, we perform element-wise product
between E, and the output of the D-Net Pp to get a finer
probabilistic estimation of edge. The fusion strategy can be
written as

P=F,+E,oPp (1)

where P denotes the final output after the fusion process, ©®
is the element-wise product operation between two matrices.
Formally, during training process, the formula (1) represents the
combination of the coarse semantics and fine detailed informa-
tion. The element-wise product between E4 and Pp indicates
fine edge details. From this formula we can see that when E
is close to 0, P is close to Fs, and when Ey is close to 1, P is
close to Pp.

Fusing the features extracted by the two networks can nat-
urally improve segmentation accuracy. In this way, the fusion
strategy we designed is a good way to backpropagate losses
back to individual components for end-to-end training purpose.

D. Composite Loss Function

During the training process, we define a composite loss func-
tion corresponding to our fusion strategy

L=ALg+(1-A)Lp )

where L g represents the loss function of E-Net, L p represents
the loss function of fusion module, and A is the regularization
parameter, which controls the tradeoff between the two loss
functions. In the experiment, to keep E-Net stable and not to
affect the fusion module, we set A to a small value to constrain it.
By cross validation, we set A = 0.05. Since D-Net has obtained



ZHU et al.: E-D-NET: AUTOMATIC BUILDING EXTRACTION FROM HIGH-RESOLUTION AERIAL IMAGES WITH BOUNDARY INFORMATION

more refined results, we do not hope that the fusion strategy will
have a great impact on the optimization of the two subnetworks.
We define it as a regression task. The loss function of fusion
module Lp is constructed based on the mean squared loss
function

Lp=|P-G|; (3)

where G denotes the label of building ground truth provided by
the dataset.

As for the loss function of E-Net, it is defined as a
three-category segmentation task, we apply cross-entropy (CE
loss) [24] for classification

Leg=-Y_ylog(y) €5

where L g is the CE loss function, where y* represents the ground
truth of the pixel, y represents the predicted probability of the
pixel, and c represents the category of the pixel.

E. Implementation Details

In this section, we will detail the setup of hyperparameters
and the implement of training, including the training of the two
subnets and the end-to-end training.

1) Preprocessing: In theory, our network can take images
with any size as input, but it requires a lot of GPU memories
to store feature maps when the image size is large. Since the
sizes of the Aerial Image Labeling Dataset are 5000 x 5000, we
randomly crop a 384 x 384 square image from the input image
to reduce the memory usage. In order to significantly improve the
performance of the network in terms of accuracy, we use random
rotations in the range of [0360] with reflection padding, random
horizontal flip and mean subtraction for data augmentation.

2) Hyperparameters Setting: In the training process, the
batch size is set as 8, and the weight decay is set as 0.995.
We chose cosine annealing [25] with an initial learning rate as
0.001 and a minimum learning rate as 0.0001 for training. All
network parameters are optimized with Adam.

3) Training: Pretraining has proven to play an important role
in deep CNNs [26]. Following this idea, we first pretrain the two
subnets, E-Net and D-Net, and then fine-tune the entire network
in an end-to-end manner.

First, pretrain E-Net. As mentioned above, we take a three-
channel image as input and produce foreground, background,
and edge probability maps of the same size as the original image.
The encoder portion of E-Net is based on VGG1 1, which can be
initialized using models trained in the ImageNet classification
contest [12]. During the training process of E-Net, the weighted
sum loss for classification in (4) is employed.

Second, pretrain D-Net. As shown in Fig. 3, D-Net takes a six-
channel array of E-Net output and the original image as input.
During the training process of D-Net, we applied the original
images with E-Net’s ground truth as input to train D-Net alone.
D-Net is focused on detail recovery and the regression loss (3)
is employed.

Finally, the entire model is initialized with pretrained E-
Net and D-Net during end-to-end training process. We utilize
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three-channel remote sensing images as input, and output edge
probability map and final probability map.

4) Postprocessing: In the postprocessing, the output of the
network is a one-channel image with the same size as the input
image, where the probability score of each pixel is in the range of
[0, 1]. We set the threshold as 0.45 to convert the threshold graph
into a binary graph through experiments on the validation set.
The output patches are assembled into tiles of the original size
of the dataset and overlapping areas near the edges are down-
weighted.

III. EXPERIMENTS

In this section, some experimental results based on INRIA
aerial image labeling dataset are provided to demonstrate the
performance of the proposed E-D-Net. All experiments are
carried out on computer servers with one GPU card (NVIDIA
GeForce GTX TITAN XP).

A. Experimental Setups

1) Dataset: The Inria aerial image labeling dataset is a
benchmark database of labeled imagery that covers varied urban
landscapes, ranging from highly dense metropolitan financial
districts to alpine resorts [27]. This dataset covers 8§10 km? area
in 10 different cities with a spatial resolution of 0.3 m and is
divided into two equal sets (each 405 km?) for training and
testing. The dataset consists of 3 band ortho-RGB images, and
the training labels consist of ground truth data in two semantic
categories: buildings and nonbuildings. The training set covers
some cities in Austin, Vienna, Chicago, Kitsap County, and
western Tyrol. The test set covers some cities in Innsbruck, San
Francisco, Bellingham, Bloomington, and Eastern Tyrol. Each
city has 36 images with a resolution of 5000 x 5000 pixels.
Each image covers an area of 1500 x 1500 m? on the ground,
and the images do not overlap. We divide the training set into
the following two parts according to the suggestions in [27]: 1)
the first five pictures of each city are composed into a validation
set; 2) the remaining pictures are composed into a training set.

In the experiments, we choose the INRIA aerial image label-
ing dataset for the following two reasons: 1) the training and
the test datasets are from different cities without overlap, that is,
all images and labels of 5 cities (Austin, Western-Tyrol, Kitsap,
Chicago, Vienna) are provided for training, and all images of
the other five cities (Innsbruck, Eastern-Tyrol, San Francisco,
Bellingham, Bloomington) as test data are not provided with
labels. All of our test results will submit to the official evaluation
server; 2) this dataset covers different urban settlements, such as
Bloomington and San Francisco. The density and overall charac-
teristics of these cities have large deviations, and their buildings
have different shapes (such as flat roof and cupola). For these
reasons, we believe that the INRIA aerial image labeling dataset
is an ideal choice for evaluating the generalization capabilities
of the network.

We also conduct experimental evaluations on the ISPRS Vai-
hingen 2-D semantic labeling challenge dataset [28]. Vaihingen
is a relatively small village with many detached buildings and
small multistory buildings. It contains 3-band IRRG (Infrared,
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Red, and Green) image data, corresponding digital surface
model (DSM) and normalized DSM data. Overall, there are
33 images of about 2500 x 2000 pixels at a ground surface
distance of about 9 cm. All images have corresponding ground
truth images. There are the following five labeled categories:
building, low vegetation, tree, car, and impervious surface. In
this article, we focus on building extraction, so we only apply
the building categories of ISPRS Vaihingen 2-D dataset to
validate our method. For corresponding benchmark evaluation,
we follow the data partition way, which uses 24 images as the
training set and 14 as the test set.

For E-Net training, it classifies the inputs in the following
three categories: foreground, background, edges. We define
ten pixels inside the edge of the building’s truth label as the edges
of the image, because this part is more likely to produce poor
prediction when segmenting. As we mentioned in Section II-A,
the E-Net can be defined as a three-class segmentation task. We
did not put a certain probability threshold for this decision. E-Net
directly outputs three feature maps of the same size as the input,
and then fed into a softmax layer to get the probability estimate
of the pixel category. We use eroded operations to make labels
for E-Net. Dilated and eroded operations are morphological
operations in image processing. Fig. 4(b) shows an example
of erosion. The gray lines in the image are the building edges
defined by us. From this example, we can see that erosion shrinks
or thins buildings in a binary label. We use this newly designed
label as the ground truth label of E-Net. To make the result more
robust, we accept different kernel sizes of dilating between 5
and 10. For more details about eroded operation, see [29].

2) Evaluation Metrics: Two different quality metrics are
taken to evaluate the performance of the proposed E-D-Net in the
INRIA aerial image labeling dataset, i.e., pixel accuracy (Acc)
and region IoU [30]. The “Acc” is the percentage of correctly
classified positive pixels among all pixels that are predicted to
be positive. The “IoU” is equal to the number of pixels marked
as buildings in both the prediction and the reference, divided by
the number of pixels marked as buildings in the prediction or
the reference. The calculation formulas of the two metrics can
be written as follows:

TP+TN
A e ——
= TP+F P+FN+TN )
TP
Uz — —
°U = TprFP+EN ©)

where TP denotes true positives (correctly extracted building
pixels), FP denotes false positives (pixels mislabeled as build-
ings in results), TN denotes true negatives (correctly identified
nonbuilding pixels), and FN denotes false negatives (pixels
incorrectly labeled as nonbuildings or can be interpreted as
missed building pixels).

Since our work focuses on boundary improvement, we pro-
vide another quality metric to evaluate the performance of edge
saving. It is the edge saving index (ESI) [31], which is used
to evaluate the edge retaining capability of the methods. It is
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defined as follows:

(i — ir1y)” + (Wig — Wi i)’

N-1N-1
>im1 Zj:l

N-1N-1
>im1 Zj:l

ESI =

(w5 — Ui+1,j)2 + (u;; — ui,j+1)2
(N

where u denotes the pixel values of the ground truth label, and @
denotes the pixel values of the predict result. Larger ESI values
indicate stronger edge retaining capability.

Furthermore, the evaluation indexes also include the time
needed by each model to complete one training epoch, the size
of network parameters.

B. Main Results

In order to show the performance and effectiveness of the
proposed E-D-Net, the following state-of-the-art methods are
selected as the comparison.

1) INRIA [32], benchmark provided by the open source of the

INRIA aerial image labeling dataset. It derived a so-called
MLP network on top of the base FCN (which convey
information at different resolutions and with different
receptive fields).

2) AMLL [32], the winner of the first INRIA dataset com-
petition. It used the original U-Net architecture from [33],
with a single major modification by only applying half
filters of [33] at each layer.

3) FCN [9], a classic image segmentation algorithm based
on the neural network. In this article, we used the VGG
network as its encoder.

4) SegNet [34], an improved image segmentation algorithm
based on FCN, by making modifications in the encoder
and decoder parts of FCN.

5) LinkNet [35], an efficient semantic segmentation neural
network, which takes the advantages of skip connections,
residual blocks, and encoder—decoder architecture;

6) U-Net (VGG11)[21], aclassical U-Net architectures with
a pretrained encoder.

7) DeeplabV3 [36], an off-the-shelf state-of-the-art network
for semantic segmentation, it achieves the best results on
multiple semantic segmentation tasks.

8) Multitask learning [16], a recent state-of-the-art aerial
image building segmentation algorithm that introduces a
novel multitask loss to address the problem of preserving
semantic segmentation boundaries in aerial imagery.

9) Building-A-Nets [37], a novel deep adversarial network
joining with the deep convolutional network and an adver-
sarial discriminator network to segment building rooftops.

To make a fair comparison among these methods, all networks
use the default hyperparameter settings and optimizer suggested
in their respective papers. Recently, it is well known that the
performance of neural networks based on deep learning has
a great relationship with training strategy, such as learning
rate, optimizer, selection of hyperparameters, and so on. AMLL
followed the training strategy in [38] at that time. In this article,
we do not use U-Net to reduce the parameters. In addition, we
follow the training strategy proposed in [25]. The difference
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TABLE I
NUMERICAL EVALUATION ON INRIA TEST SET
Method [ BellingHam [ Bloomington |  Innsbruck [ San Francisco [  EastTyrol | Overall
Tou | Acc. | Tou [ Acc. [ Tou [ Acc. | Tou [ Acc. | Tou [ Acc. | Tou [ Acc. | ESI [ Time(h) [ Params(M)
Inria 56.11 95.37 | 50.40 | 95.27 | 61.03 | 95.37 | 61.38 | 87.00 | 62.51 96.61 59.31 93.93
AMLL 67.14 | 96.64 | 6543 | 96.73 | 72.27 | 96.66 | 75.72 | 91.80 | 75.67 | 97.70 | 72.55 | 95.91
FCN 69.02 | 96.88 | 58.69 | 96.06 | 67.06 | 96.07 | 65.55 | 88.54 | 72.74 | 97.49 | 66.28 | 95.01 | 68.4 2.4 57.00
SegNet 70.60 | 97.03 | 64.67 | 96.58 | 72.33 | 96.65 | 69.36 | 89.55 | 76.70 | 97.90 | 70.29 | 95.54 | 70.1 2.2 56.20
LinkNet 69.59 | 9697 | 66.51 | 96.82 | 75.25 | 97.07 | 73.27 | 91.10 | 78.39 | 98.08 | 72.83 | 96.01 | 74.4 0.9 22.00
U-Net 70.14 | 9691 | 69.31 | 97.06 | 7498 | 96.99 | 74.55 | 91.52 | 78.71 | 98.09 | 73.83 | 96.12 | 76.4 1.7 26.97
DeepLabV3 | 72.36 | 97.01 | 75.45 | 97.53 | 76.39 | 97.05 | 78.38 | 92.48 | 80.11 | 98.16 | 77.04 | 96.45 | 83.2 2.5 56.72
E-D-Net 73.12 | 97.22 | 75.58 | 97.64 | 77.66 | 97.31 | 79.81 | 93.26 | 80.61 | 98.25 | 78.08 | 96.73 | 85.3 3.2 54.42
Note: The best result in each column is in boldface.
TABLE II
NUMERICAL EVALUATION ON INRIA VALIDATION SET
Method Austin Chicago Kitsao Co. West Tyrol Vienna Overall
Tou [ Acc. Tou [ Acc. Tou [ Acc. Tou [ Acc. Tou [ Acc. Tou [ Acc.
Inria 61.20 | 94.20 | 61.30 | 90.43 | 51.50 | 98.92 | 57.95 | 96.66 | 72.13 | 91.87 | 64.67 | 94.42
FCN 69.37 | 95.02 | 74.08 | 94.80 | 68.36 | 95.11 | 67.36 | 98.79 | 72.69 | 93.55 | 71.27 | 95.45
LinkNet 71.62 | 95.63 | 77.13 | 9547 | 7432 | 95.69 | 69.24 | 98.80 | 77.33 | 94.28 | 75.78 | 95.97
U-Net 7729 | 96.69 | 68.52 | 9240 | 72.84 | 99.25 | 75.38 | 98.11 | 78.72 | 93.79 | 76.55 | 96.05
Multi-Task 7243 | 9571 | 77.68 | 95.60 | 72.28 | 95.81 | 64.34 | 98.76 | 76.15 | 94.48 | 74.49 | 96.07
Building-A-Nets | 80.14 | 96.91 | 79.31 | 97.06 | 72.77 | 96.99 | 74.55 | 93.52 | 75.71 | 98.09 | 78.73 | 96.71
E-D-Net 81.85 | 94.78 | 78.46 | 98.23 | 77.64 | 98.01 | 73.76 | 93.25 | 79.89 | 98.68 | 79.78 | 96.66

Note: The best result in each column is in boldface.

TABLE III
NUMERICAL EVALUATION ON ISPRS TEST SET

Method | Tou | Acc. [ ESI [ Params (M) [ Time(h)
LinkNet 83.0 | 90.7 76.4 22.00 0.4

U-Net 854 | 914 78.4 26.97 0.6
DeepLabV3 | 87.4 | 93.3 | 83.67 56.72 0.8
E-D-Net 88.1 | 944 | 87.30 54.42 1.2

Note: The best result in each column is in boldface.

between them is necessary, and different training strategies will
have a great impact on the performance of the model.

With the best results indicated in boldface, Tables I and II
show the performance of the building segmentation in the test
set and validation set of the INRIA aerial image labeling dataset,
respectively. From these two tables, we can see that in most
cases the performance of the proposed E-D-Net outperformes
the other methods, including AMML [32], the winners of the
TAIL competition 2018. By solving the problem of producing
predictions with poor boundaries, E-D-Net outperforms other
state-of-the-art methods in overall IoU, accuracy, and ESI.

Table III shows the performance of the building segmenta-
tion in the test set of ISPRS Vaihingen 2-D semantic labeling
dataset, our model also outperforms other methods, including
DeepLabV3 [36].

However, E-D-Net is a combination of two subnetworks. It
has double number of network parameters and learning capacity,
which leads to its worse parameters and training time than
other methods. Tables I and III show the number of network
parameters and the time to complete one training epoch of each
method.

Several visual examples are shown in Figs. 5 and 6. From
those figures, we can see that E-D-Net can better distinguish
boundaries between buildings, compared to the other methods.

The prediction results of E-D-Net are almost always regular
geometry and rarely have the loss of edge information. It not only
captures more “sharp” details, but also has much less semantic
errors.

C. Ablation Experiments

In this section, we analyze and verify the effectiveness of
each component of E-D-Net by conducting experiments with
different ablation settings in Table IV. All experiments
are performed on the validation set of the INRIA aerial image
labeling dataset.

1) E-Net Architecture: Table IV(a) shows the performance
of our network with various E-Net backbones. We compare our
designed E-Net (with additional dilated convolutional layers)
with other advanced networks. From this table, we can see that
different frameworks have a tremendous impact on the results
and the improved E-Net backbone can get better results. It
benefits from the innovative design of U-Net and the powerful
performance of the dilated convolution.

2) D-Net Architecture: Table IV(b) shows the performance
of our network with various D-Net backbones. We have com-
pared U-Net with other networks, such as DeeplabV3, LinkNet,
and FCN(8 s). The network structures of LinkNet and FCN(8 s)
are simpler than U-Net. The results are shown in Table IV(b).
From this table, we can see that in some cases DeeplabV3 and
FCN(8 s) has better results than U-Net. However, DeeplabV3
and FCN(8 s) have a large number of parameters to train.
To make a tradeoff between training time and segmentation
performance, we choose U-Net as the backbone of D-Net.

3) End-to-End Versus No End-to-End: E-D-Net uses end-to-
end training to obtain the segmentation results. In training stage,
we train E-Net first, then D-Net. And the model is initialized
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Fig. 5. Classified fragments of the aerial image labeling dataset validation image. (a) Color image. (b) U-Net. (c) LinkNet. (d) Multitask. (e) Building-A-Net. (f)
E-D-Net. (g) Ground Truth.

(a) (b) (©) (d) (e)

Fig. 6. Classified fragments of the ISPRS image labeling dataset test image. (a) Color image. (b) U-Net. (c) DeepLabV3. (d) E-D-Net. (¢) Ground Truth.
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TABLE IV
ABLATION EXPERIMENTS ON INRIA TEST SET
E-Net backbone Austin Chicago KITSAP Co. West Tyool Vienna Overall
Iou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc. Iou Acc. Params (M)
U-Net 79.32 | 9498 | 75.66 | 98.84 | 7532 | 9696 | 68.32 | 89.84 | 75.64 | 95.72 | 76.33 | 95.72 26.97
PSPNet-50 81.33 | 94.21 | 79.03 | 97.86 | 78.83 | 98.81 | 71.23 | 90.35 | 79.33 | 96.81 | 78.21 | 95.68 62.43
LinkNet 81.02 | 96.93 | 78.53 | 97.96 | 77.52 | 96.63 | 72.06 | 86.77 | 78.02 | 96.75 | 77.56 | 95.01 22.00
U-Net(with dilated layers) | 82.05 | 95.02 | 78.96 | 98.55 | 77.76 | 98.05 | 72.76 | 93.45 | 79.76 | 98.66 | 79.98 | 96.77 28.32
(a)
D-Net backbone Austin Chicago KITSAP Co. West Tyool Vienna Overall
Tou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc. Params (M)
FCN(8s) 82.01 | 9454 | 7839 | 98.08 | 77.89 | 98.52 | 7247 | 9322 | 79.46 | 98.54 | 79.33 | 96.54 57.00
DeeplabV3 82.24 | 96.04 | 78.93 | 98.32 | 78.02 | 98.33 | 72.76 | 93.45 | 79.97 | 98.42 | 80.24 | 97.22 56.72
LinkNet 81.88 | 94.33 | 77.54 | 96.32 | 77.33 | 97.65 | 72.04 | 92.89 | 78.99 | 97.32 | 79.54 | 95.33 22.00
U-Net 82.05 | 95.02 | 78.96 | 98.55 | 77.76 | 98.05 | 72.73 | 93.12 | 79.76 | 98.66 | 79.98 | 96.77 26.97
(b)
Austin Chicago KITSAP Co. West Tyool Vienna Overall
Tou Acc. Iou Acc. Iou Acc. Tou Acc. Tou Acc. Tou Acc.
No End-to-End | 78.34 | 94.32 | 73.55 | 96.37 | 72.35 | 9832 | 68.33 | 93.02 | 7553 | 97.53 | 74.37 | 96.03
End-to-End 82.05 | 95.02 | 7896 | 98.55 | 77.76 | 98.05 | 72.76 | 93.45 | 79.76 | 98.66 | 79.98 | 96.77
+3.71 | 40.70 | +5.41 | +2.18 | +5.41 -0.27 | +4.43 | +0.43 | +4.23 | +1.13 | +5.61 | +0.74
(©
Austin Chicago KITSAP Co. West Tyool Vienna Overall
Tou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc.
The E-Net output(foreground) 72.04 | 93.32 | 69.39 | 96.56 | 68.19 | 95.02 | 64.66 | 90.03 | 67.14 | 93.23 | 66.12 | 95.78
The E-Net output(foreground + edges) | 75.32 | 94.22 | 72.55 | 95.65 | 72.77 | 96.03 | 68.54 | 91.01 | 71.84 | 94.73 | 72.45 | 96.68
The D-Net output 80.03 | 9558 | 76.33 | 98.32 | 76.02 | 98.32 | 70.78 | 9298 | 78.22 | 98.22 | 76.76 | 95.08
The final result 82.05 | 95.02 | 78.96 | 98.55 | 77.76 | 98.05 | 72.76 | 93.45 | 79.76 | 98.66 | 79.98 | 96.77
(d
Austin Chicago KITSAP Co. West Tyool Vienna Overall
Tou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc.
No L | 8025 | 94.68 | 77.32 | 98.52 | 76.33 | 97.58 | 71.32 | 93.03 | 78.88 | 97.32 | 77.39 | 96.58
L 82.05 | 95.02 | 7896 | 98.55 | 77.76 | 98.05 | 72.76 | 93.45 | 79.76 | 98.66 | 79.98 | 96.77
+1.80 | +0.34 | +1.64 | +0.03 | +1.43 | +047 | +1.44 | +0.42 | +0.88 | +1.34 | +2.59 | +0.19
(e)
Austin Chicago KITSAP Co. West Tyool Vienna Overall
Tou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc. Tou Acc. Time(h) | Params(M)
Edge map 82.32 | 9532 | 77.35 | 98.32 | 77.35 | 9832 | 7233 | 93.02 | 79.53 | 98.53 | 79.77 | 96.53 54.41 3.22
Fusion map | 82.05 | 95.02 | 78.96 | 98.55 | 77.76 | 98.05 | 72.76 | 93.45 | 79.76 | 98.66 | 79.98 | 96.77 54.42 3.24
)

Note: The best result in each column is in boldface.

(a) E-Net Architecture: Better backbones bring expected gains. The U-Net with dilated layers outperforms U-Net, PSPNet-50, and LinkNet.

(b) D-Net Archutecture: Comparison of the different D-Net backbones.

(c) End-to-end versus No End-to-end: The end-to-end training approach gives better results. It brings a big boost to the model.

(d) The output of each component versus The final result: Comparison of the output by E-Net and D-Net with the final result.

(e) L versus No L: The implicit constraint L brings a certain improvement effect to the model.

(f) The input of D-Net: The comparison between the results obtained by using only edge map as the input of D-Net and the results obtained by using fused map as the input of

D-Net.

by pretrained E-Net and D-Net. No end-to-end means that we
directly use the fusion of two pretraining models as the output of
the whole framework (1). End-to-end means that we will use the
composite loss function (2) to train the whole model. To verify
the effectiveness of end-to-end training, we compare end-to-end
training and no end-to-end training approach and list the results
in Table IV(c). From this table, we can see that the end-to-end
training is more effective than no end-to-end training.

4) Output of Each Component Versus the Final Result: To
verify the role of D-Net, we have added ablation experiments
for each component of E-D-Net. The results are shown in
Table IV(d). From this table, we can see that compared with
the foreground layer of E-Net output and the foreground layer
with edge layer of E-Net output, the final output result has much
higher IoU and Acc values. Compared with the result of E-Net,

the result of D-Net is better, but it is still slightly lower than the
final result of fusion strategy.

5) L Versus No L: During the training process, we set an
implicit constraint (2) to keep E-Net stable. To verify the effect
of this operation, we eliminated this constraint in the ablation
experiment, i.e., only use Lp as a loss function. The results
are presented in Table IV(e). It can be seen from this table that
the impact of L on the entire frame is minimal, but it is also
indispensable.

6) Input of D-Net: We take E-Net’s three-channel output and
original image as the input of D-Net. In fact, we can only use
edge mapping and original image as the input of D-Net. From
Table IV(f), we can see that different maps for the following net-
work have nearly equal segmentation performance. Moreover,
the parameter amount and training time of the model are almost
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Intermediate result visualization. (a) Input remote sensing image. (b) Output of the E-Net. (c) Result after fusion. (d) Input image with the superimposed

Fig. 8.

the same. Considering that six-channel input conveniently fits
the output of E-Net, and it does improve the accuracy of the
model to a certain extent, we employ six-channel as the input of
the following network.

D. Visualization of Results

To better understand our approach, we present the visualiza-
tion results in Figs. 7 and 8.

As shown in Fig. 7(b), we can see that E-Net can extract edge
information and texture structure from aerial images. In this
figure, the green pixels represent the edge information, the red
pixels represent the background, and the blue pixels represent the
foreground. D-Net combines the output of E-Net, emphasizing
small targets, and detailed segmentation. Finally, we combine
the advantages of E-Net and D-Net and achieve excellent results
through our fusion strategy. Fig. 7(d) shows the binary masks
with green pixels indicating class membership (buildings).

Fig. 8 shows E-D-Net’s prediction of a 5000 x 5000 image
from the INRIA aerial image labeling test set. The entire image
is cut by 384 x 384 patches and fed into the network, the output

Example of E-D-Net’s segmentation of test set image. (a) Original image. (b) E-D-Net result.

patches are then assembled into tiles of the original size of the
entire image. We can see that the proposed E-D-Net can extract
the buildings correctly.

IV. CONCLUSION

Accurate and automatic building segmentation from remote
sensing imagery is essential for application areas such as urban
planning and disaster management. In this article, a new method
(E-D-Net) for extracting buildings in aerial imagery acquired
over urban areas is proposed. Considering the existing FCN-
based methods have many limitations, such as tend to produce
predictions with poor boundaries. In this article, we address
the problem of preserving semantic segmentation boundaries in
high-resolution aerial imagery by introducing a new cascaded
network. The significant contributions of this article can be
concluded as follows.

1) By saving the edge information through the E-Net, E-D-

Net can alleviate the problem of losing detailed informa-
tion.
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2) By feeding more features to D-Net, D-Net can restore finer

texture details.

3) By fusing the output of two components, E-D-Net allevi-

ates the poor boundaries problem to some extent.

The ablation experiments demonstrate the effectiveness of
the E-D-Net. In this case, our method achieves outstanding
performance consistently on the INRIA aerial image labeling
dataset and ISPRS Vaihingen 2-D semantic labeling dataset.
Those findings show the practicality of the E-D-Net and its
ability to perform effective building segmentation from aerial
images.

However, E-D-Net still has the problems of high memory oc-
cupation and more time-consuming training compared to other
models (e.g., LinkNet). We plan to investigate the strategies for
model compression, which can be used to reduce memory usage.
In addition, some training strategies aiming to reduce the time
consumption will also be investigated.
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