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Explaining how every typically developing child acquires language is one of the grand challenges of cognitive neuroscience.

Historically, language learning provoked classic debates about the contributions of innately specialized as opposed to general

learning mechanisms. Now, new data are being brought to bear from studies that employ magnetoencephalograph (MEG),

electroencephalograph (EEG), magnetic resonance imaging (MRI), and diffusion tensor imaging (DTI) studies on young

children. These studies examine the patterns of association between brain and behavioral measures. The resulting data offer

both expected results and surprises that are altering theory. As we uncover what it means to be human through the lens of young

children, and their ability to speak, what we learn will not only inform theories of human development, but also lead to the

discovery of neural biomarkers, early in life, that indicate risk for language impairment and allow early intervention for

children with developmental disabilities involving language.

The earliest phases of language acquisition invoke a
special fascination because they allow us to examine hu-
mans’ extraordinary abilities to acquire what is arguably
our most unique skill—the ability to speak. Humans’
capacity for language provoked classic debates on nature
versus nurture by equally strong proponents of nativism
(Chomsky 1959) and learning (Skinner 1957). Although
we are far beyond those debates and now informed by a
great deal of data about infants, their innate predisposi-
tions, and their incredible abilities to learn once exposed
to natural language (Saffran et al. 2006; Kuhl 2010,
2011), we are only beginning to posit the mechanisms
in the brain and mind of a child that enable language

acquisition (e.g., Kuhl et al. 2014).
In this paper, I advance a new hypothesis—that in the

earliest phases of language acquisition, infants combine
a powerful set of domain-general computational skills
with their equally extraordinary social skills to “crack” the
speech code. Furthermore, I hypothesize that the social
brain—in ways we have yet to understand—“gates” the
computational mechanisms underlying learning in the
domainof language.Mygoalhere istodiscuss recent results
that advance our understanding of the mechanisms under-
lying the social influences on language learning in infants.
The assertion that social factors gate language learning,

I argue, explains not only how typically developing chil-
dren acquire language, but also why children with autism
exhibit twin deficits in social cognition and language, and
why nonhuman animals with impressive computational
abilities do not acquire language. Moreover, the gat-
ing hypothesis may explain why social factors play a far
more significant role than previously realized in human
learning beyond language and throughout our lifetimes
(Meltzoff et al. 2009).
Using methods of systems neuroscience tailored for use

with very young children, we can now explore how the

integration of information across specialized brain sys-
tems such as language and social cognition might take
place, and thus provide valuable data about the potent role
social interaction plays in language learning. These ap-
proaches, as well as others described here, could lead us
toward a view of language acquisition in the human child
that would be transformational.

THE LEARNING PROBLEM

Speech learning is a deep puzzle that our theories and
machines struggle to solve. How do infants discover the
sounds and words used in their particular language(s)
when the most sophisticated computers cannot? What is
it about the human mind that allows the young child,
merely a year old, to understand the words that induce
meaning in our collective minds, and to begin to use those
words to convey their innermost thoughts and desires?

Children’s ability to express a thought through words is
a breathtaking feat of the human mind.
In explaining a new approach to this problem, I will

focus on perception of the elementary units of language,
the consonants and vowels that make up words, and child-
ren’s early word recognition, to show how our computa-
tion and social skills combine to form a very powerful
learning mechanism. Interestingly, the new solution re-
sembles neither Skinner’s operant conditioning and rein-
forcement model of learning, nor Chomsky’s nativist
model. Instead, it is a view of the process that takes into
account infants’ innate skills to perceive all phonetic dis-
tinctions at birth, an ability that is not unique to humans
(Kuhl and Miller 1975), and new data on children’s ex-
traordinary abilities to learn from computational and so-
cial mechanisms once exposed to speech (Kuhl et al.
2003).
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SECOND LANGUAGE LEARNING

EXHIBITS A “CRITICAL PERIOD”

FOR LEARNING

A stage-setting concept for human language learning is
the graph shown in Figure 1, redrawn from a study by
Johnson and Newport on English grammar in speakers of
Korean learning English (1989). The graph as rendered
shows a simplified schematic of second language learn-
ing as a function of age.
The graph is surprising from the standpoint of human

learning more generally. In the domain of language, in-
fants and young children are superior learners when com-
pared with adults, despite adults’ cognitively superiority.
Language is one of the classic examples of a “critical” or
“sensitive” period in neurobiology (Johnson and Newport
1989; Newport et al. 2001; Knudsen 2004; Kuhl 2004;
Bruer 2008).
Scientists are in agreement that this curve represents

data across a wide variety of language-learning studies
(Johnson and Newport 1989; Bialystok and Hakuta 1994;
Neville et al. 1997; Flege et al. 1999; Weber-Fox and
Neville 1999; Yeni-Komshian et al. 2000; Birdsong and
Molis 2001; Mayberry and Lock 2003; Kuhl et al. 2005,
2008; EL Newport and T Supalla, unpubl.). The learning
function describes our current understanding of second
language learning, and reflects many individual sensitive
periods for phonological, semantic, and grammatical
learning, over time. Given widespread agreement on the
fact that we do not learn equally well over the lifespan,
theory is currently focused on attempts to explain this
phenomenon. What accounts for adults’ inability to learn
a new language with the facility of an infant?
One of the candidate explanations is Lenneberg’s hy-

pothesis that development of the corpus callosum changes
the brain in a way that affects learning (Lenneberg 1967;
Newport et al. 2001). More recent hypotheses take a dif-
ferent perspective. Newport raised the “less is more” hy-
pothesis, which suggests that infants’ limited cognitive
capacities actually allow superior learning of the simpli-

fied language spoken to infants (Newport 1990). Work in
my laboratory has ledme to advance the concept of neural
commitment, the idea that neural networks are established
early in infancy to detect the phonetic and prosodic pat-

terns of speech (Kuhl 2004; Kuhl et al. 2014). The neural
architecture is designed to maximize processing of the
language experienced by the infant. Once established,
the neural architecture for French orTagalog, for example,
impedes learning of new patterns that do not conform.

FOCAL EXAMPLE: PHONEME

LEARNING

Theworld’s languages contain approximately 600 con-
sonants and 200 vowels (Ladefoged 2001). Each language
uses a unique set of approximately 40 distinct elements,
phonemes, which change the meaning of a word (e.g.,

from bat to pat). But phonemes are actually groups of
nonidentical sounds, phonetic units, that are functionally
equivalent in the language. The infant’s task is to make
some progress in figuring out the composition of the 40-
odd phonemic categories before trying to acquire words
on which these elementary units depend. For example,
Japanese infants must learn to group the phonetic units r
and l into a single phonemic category (Japanese r), where-
asAmerican infantsmust learn to uphold the distinction to
separate rake from lake. Similarly, Spanish-learning in-
fants must distinguish phonetic units critical to Spanish
words (bano and pano), whereas English learning infants
must combine them into a single category (English b). If
infants were exposed only to the subset of phonetic units
that will eventually be used phonemically to differentiate
words in their language, the problemwould be trivial. But
infants are exposed to many more phonetic variants than
will be used phonemically. Simple exposure to a category
of sounds does not explain phonetic learning.
Learning to produce the sounds that will characterize

infants as speakers of their “mother tongue” is equally
challenging, and is not completely mastered until the age
of 8 yr (Ferguson et al. 1992). Yet, by 10 mo of age,
differences can be discerned in the babbling of infants
raised in different countries (de Boysson-Bardies 1993),
and in the laboratory, vocal imitation can be elicited by 20
wk (Kuhl and Meltzoff 1982). The speaking patterns we
adopt early in life last a lifetime (Flege 1991).
My colleagues and I have suggested that this kind of

indelible learning stems from a linkage between sensory
and motor experience; sensory experience with a specific
language establishes auditory patterns stored in memory
that are unique to that language and these auditory rep-
resentations guide infants’ successive motor approxi-

mations until a match is achieved (Kuhl and Meltzoff
1996). The ability to imitate vocally may depend on the
brain’s social understanding mechanisms, those that form
a human mirroring system for social understanding (Hari
and Kujala 2009), and recent brain data obtained on in-
fants support this view (Kuhl et al. 2014). We revisit the
brain’s sensorimotor coupling for speech later in this
paper.

Figure 1. The relationship between age of acquisition of a sec-
ond language and language skill. (Reprinted from Kuhl 2010;
originally adapted from Johnson and Newport 1989, with per-
mission from Elsevier.)
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What enables the kind of learning we see in infants for
speech? No machine in the world can derive the phone-
mic inventory of a language from natural language input
(Rabiner and Huang 1993), although models improve

when exposed to “motherese,” the linguistically simpli-
fied and acoustically exaggerated speech that adults uni-
versally use when speaking to infants (de Boer and Kuhl
2003; see also Kuhl et al. 1997). The variability in speech
input is simply too enormous; Japanese adults produce
both English r- and l-like sounds, exposing Japanese in-
fants to both sounds (Lotto et al. 2004; Werker et al.
2007). How do Japanese infants learn that these two
sounds do not distinguish words, and that their differenc-
es should be ignored? Similarly, adult English speakers
produce the Spanish b and p, exposing American infants
to both categories of sound (Abramson and Lisker 1970).
How do infants learn which sounds are important in dis-
tinguishing words in English? An important discovery in
the 1970s showed that infants initially hear all these pho-
netic differences, but that this universal perceptual ability
declines before the age of 1 yr (Eimas et al. 1971; Eimas
1975; Lasky et al. 1975; Werker and Lalonde 1988).

THE TIMING OF INFANT LEARNING

The transition from an early universal phonetic ability
to language specific phonetic perception occurs between 6
and 12 mo of age, when nonnative phonetic perception
declines (Werker and Tees 1984; Best and McRoberts
2003; Rivera-Gaxiola et al. 2005b; Tsao et al. 2006) and
there is increased sophistication in the processing of native
speech (Kuhl et al. 1992). Work in my laboratory showed
that at the same time that nonnative perception for conso-
nants declines, native-language speech perception shows
a significant increase. We demonstrated that Japanese in-

fants’ discrimination of English r–l declined between 8
and 10 mo of age, whereas at the same time in develop-
ment, American infants’ discrimination of the same
sounds showed an increase (Fig. 2; Kuhl et al. 2006).
Our work also demonstrated that native-language dis-

crimination between 6 and 7 mo predicts the rate of lan-

guage growth between 11 and 30 mo (Tsao et al. 2004;
Conboy et al. 2005; Kuhl et al. 2005, 2008; Rivera-Gax-
iola et al. 2005a). Intriguingly, although better perfor-
mance on native contrast discrimination predicts more

rapid growth in later language abilities, better perfor-
mance on nonnative contrasts predicts slower language
growth (Fig. 3; Kuhl et al. 2005, 2008). In other words,
phonetic learning does not simply depend on auditory
acuity, but also on the ability to learn from exposure to
language and to attend to some acoustic features and not
others.
Bilingual learners acquire two languages, using the

same principles, although our data suggest that the sen-
sitive period for learning is extended (Garcı́a-Sierra et al.
2011). We are currently investigating the extended sensi-
tive period in bilinguals: The neural system may remain
“open” longer due to variability in overall language input
or due to reduction in input per unit time for each of the
native languages, thus extending the learning process (see
Kuhl et al. 2008, for discussion).
Both monolingual and bilingual infants benefit from

hearing “motherese” speech. Produced at a higher pitch,
with exaggerated intonation contours and slower articula-
tion, motherese is an ideal signal for infant learning. Pro-
duced by parents and caregivers all over the world when
speaking to infants, motherese exaggerates the acoustic
differences between phonetic units, making phonemes
easier to differentiate (Kuhl et al. 1997). Our studies
link exposure to motherese to advanced language devel-
opment. We demonstrated that 11- and 14-mo-old infants
exposed to a greater proportion of motherese utterances at
home, and particularly during face-to-face social interac-
tions, have advanced language development at the age of
2 yr (Ramı́rez-Esparza et al. 2014, 2015).

A COMPUTATIONAL SOLUTION

TO PHONETIC LEARNING

What explains infant learning? Studies in the decade of
the 1990s demonstrated that infants are capable of a new
form of learning, referred to as “statistical learning” (Saf-
fran et al. 1996). Statistical learning reflects implicit rather
than explicit learning. It relies on the ability to automati-
cally pick up and learn from the statistical regularities that
exist in the stream of sensory information we process, and
studies show that both phonetic learning (Maye et al.
2002) and early word learning (Saffran et al. 1996) are
strongly influenced by this form of learning.
Recent studies show that infants are sensitive to the

statistical distributions of sounds that they hear in ambi-
ent language, and that this affects perception. Although

adult listeners hear /r/ and /l/ as either distinct (English
speakers) or identical (Japanese), speakers of both lan-
guages produce highly variable sounds. Japanese adults
produce both English r- and l-like sounds, so Japanese
infants are exposed to both. Similarly, in Swedish there
are 16 vowels, whereas English uses 10 and Japanese uses
only five—but speakers of these languages produce a
wide range of sounds. The mere presence of a particular

Figure 2. Effects of age on discrimination of the American
English /ra-la/ phonetic contrast by American and Japanese
infants at 6–8 and 10–12 mo of age. Mean percent correct
scores are shown with standard errors indicated. (Reprinted
from Kuhl 2010, with permission from Elsevier; originally
adapted from Kuhl et al. 2006.)
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sound, therefore, does not account for infant learning.
However the distributional patterns of such sounds differ
across languages. In each language, distributional fre-
quency is high for phonetic units at the center of phonemic
categories, and low at the borders between categories.
Distributional patterns of sounds thus provide clues about
the phonemic structure of a language. If infants are sensi-
tive to the relative distributional frequencies of phonetic
segments in the language that they hear, this could explain
native-language phonetic learning.
Cross-cultural studies indicate that infants are sensitive

to these statistical properties. Infants tested in Sweden and
the United States at 6mo of age show a unique response to
the “prototypical” vowels in their language—those that
are not only the distributional mean in productions of
adults but are also perceptually preferred by adults; this
response is not shown to foreign-language vowel proto-
types (Kuhl et al. 1992). Moreover, when tested with very
simple stimuli in the laboratory, infants have been shown
to learn fromdistributional patterns in language input after

short-term exposure to phonetic stimuli (Maye et al.
2002). Word learning is also supported by the detection
of statistical regularities in speech, before infants under-
stand word meanings (Saffran et al. 1996). Statistical
learning is not limited to humans (Hauser et al. 2001),
nor to speech; it operates for musical and visual patterns
in the sameway (Saffran et al. 1999; Fiser andAslin 2002;
Kirkham et al. 2002).

EFFECTS OF A SOCIAL CONTEXT

ON SPEECH LEARNING

Although statistical learning provides a potential expla-
nation for phonetic learning, studies in my laboratory
suggest that learning from complex natural language re-
quires more. Our studies indicate that statistical learning
is not sufficient for phonetic learning from complex nat-
ural language input: Social interaction is necessary. In
other words, infants appear to gain something critical
from social context in natural language-learning situa-
tions that is not available in the absence of another human
being (Kuhl et al. 2003).
We posed a simple question—can infants learn phonet-

ically from first-time natural exposure to a foreign lan-
guage at 9 mo? We wondered whether statistical learning
at 9 mo required a long-term history of listening to that
language—we reasoned that infant learning at this age
might depend on the cumulative statistical distributions
over the initial 9 mo of life. Alternatively, the transition

might occur at 9 mo because a learning process initially
became available to the child at the age of 9 mo.
We designed a foreign-language intervention to test

whether learning the statistics of a new language would
occur. Nine-month-old American infants listened to four
different native speakers of Mandarin during 12 sessions
scheduled over a 4- to 5-wk period. The foreign language
“tutors” read books and played with toys in sessions that

Figure 3. (A) A 7.5-mo-old infant wearing an ERP electrocap. (B) Infant ERP waveforms at one sensor location (CZ) for one infant are
shown in response to a native (English) and nonnative (Mandarin) phonetic contrast at 7.5 mo. The mismatch negativity (MMN) is
obtained by subtracting the standard waveform (black) from the deviant waveform (English ¼ red; Mandarin ¼ blue). This infant’s
response suggests that native-language learning has begun because the MMN negativity in response to the native English contrast is
considerably stronger than that to the nonnative contrast. (C ) Hierarchical linear growth modeling of vocabulary growth between 14
and 30 mo for MMN values of þ1 S.D. and 21 S.D. on the native contrast at 7.5 mo (C, left) and vocabulary growth for MMN values of
þ1 S.D. and 21 S.D. on the nonnative contrast at 7.5 mo (C, right). Analyses show that both contrasts predict vocabulary growth and
that the effects of better discrimination are reversed for the native and nonnative contrasts. (A, Reprinted from Kuhl 2010, with
permission from Elsevier; C, adapted from Kuhl et al. 2008.)
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were unscripted. A control group was also exposed to
language for 12 sessions but heard only English from
native speakers. After infants in the experimental Man-
darin exposure group and the English control group com-

pleted their sessions, all were tested with a Mandarin
phonetic contrast that does not occur in English. Both
behavioral and ERP methods were used. The results in-
dicated that infants had a remarkable ability to learn from
the live sessions—they performed significantly better on
the Mandarin contrast when compared with the control
group that heard only English. In fact, they performed
equivalently to infants of the same age tested in Taiwan
who had listened to the language for 10 mo (Kuhl et al.
2003).
Learning was robust and durable. Infants returned to

the laboratory for their behavioral discrimination tests
between 2 and 12 d after the final exposure session,
with a median of 6 d, and for their ERPmeasures between
8 and 33 d following the last exposure session, with a
median of 15 d. These delays allowed us to examine
whether longer periods between exposure and test result-
ed in poorer Mandarin speech discrimination. A median-

split approach was used to subdivide infants based on the
median delay in days between exposure and test. The
results indicated no significant differences between dis-
crimination performance for infants above and below the

median delay for either the behavioral or ERP brain mea-
sures. No “forgetting” of the Mandarin contrast occurred
during the 2- to 33-d delay.
Infants’ remarkable learning led us to test two addition-

al conditions. In one, infants were exposed to the same
information on the same schedule in the absence of a
human being, via television. In another, infants heard
an audiotaped presentation of the same information.
The results showed that infants exposed to the same for-
eign-language material, at the same time in development,
and at the same rate, but via standard television or via
audiotape only, showed no learning—their performance
equaled that of infants in the control group who had not
been exposed to Mandarin at all (Fig. 4).
Thus, the presence of a human being interacting with

the infant during language exposure, although not re-
quired for simpler statistical-learning tasks (Saffran
et al. 1996; Maye et al. 2002), is critical for learning in

Figure 4. The need for social interaction in language acquisition is shown by foreign-language learning experiments. Nine-month-old
infants experienced 12 sessions of Mandarin Chinese through (A) natural interaction with a Chinese speaker (left) or the identical
linguistic information delivered via television (right) or audiotape (not shown). (B) Natural interaction resulted in significant learning
of Mandarin phonemes when compared with a control group who experience interaction but heard only English (left). No learning
occurred from television or audiotaped presentations (middle). Data for age-matched Chinese and American infants learning their
native languages are shown for comparison (right). (A,B, Reprinted from Kuhl 2010, with permission from Elsevier; B, originally
adapted from Kuhl et al. 2003.)
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complex natural language-learning situations in which
infants heard, on average, 33,000 Mandarin syllables,
from a total of four different talkers, over a 4- to 5-wk
period (Kuhl et al. 2003).

EXPLAINING THE EFFECTS OF SOCIAL

INTERACTION ON LANGUAGE LEARNING

I proposed a Social Gating Hypothesis (Kuhl 2007) to
explain how social interaction might influence language
learning. Two broad mechanisms—motivational and in-
formational—were cited as possible vehicles for social
learning. They are not mutually exclusive. Recent evi-
dence suggests that both play a role.
Regarding motivation as a mechanism, attention, and

arousal affect learning in a wide variety of domains (Pos-
ner 2004). Could they impact infant learning during expo-

sure to a new language? Infant attention, measured in our
studies, was significantly higher in response to the live
person than to either inanimate source (Kuhl et al.
2003). In recent tests, we examined whether increasing
infants’ attention to the screen would result in increased
learning. The new experiment used stimulus recordings
from the same television presentations we used in the
original study, and a touch-screen TV to give infants con-
trol over the presentation of the Mandarin speaker—in-
fants turned on a 20-sec video presentation simply by
touching the screen (SR Lytle, A Garcı́a-Sierra, and PK
Kuhl, in prep.). Other details of the experiment were iden-
tical to the original—12 sessions were conducted between
the ages of 9.5 and 10.5 mo of age. We expected that the
contingent presentation of a 20-sec clip of speech would
increase learning, although not equal to that producedwith
social exposure.
The experiment was also designed to test a second

hypothesis, that the presence of another baby while learn-
ing—in other words, two-baby learning—would enhance
performance over one-baby learning. The critical manip-
ulation was that half the infants in the touch-screen ex-
periment were tested as solo learners, whereas the other
half were tested in two-baby pairs in which one of the
infants was designated the “target” learner. We expected
that the target babies in the two-baby situation would
show higher learning than infants tested in the solo learn-
ing condition. As in our original experiments, infant
learning was tested both neurally, using event-related po-
tential (ERP) methods (see Kuhl 2011), and using our
standard behavioral method, the conditioned head-turn
(HT) technique (see Kuhl et al. 2003 for details).
The results show that contingent presentation of the

recorded information does not produce behavioral evi-

dence of learning. Neither the one- or two-baby condi-
tions produced significant HT performance that exceeded
chance.
However, the neural data show very clearly that two are

better than one—infants tested in pairs rather than indi-
vidually showedmore negativeERP responses to theMan-
darin contrasts, consistent with those of an adult native
speaker. Moreover, detailed examination of ERP data

from the one- versus two-baby learning sessions revealed
an additional important result. ERP data from infants test-
ed in the one- versus two-baby learning sessions showed
two different patterns of ERP responses to phonetic stim-

uli that have been previously reported in the literature.
One-baby learners showed a positive mismatch response
(MMR) that our laboratory and others interpret as in-
creased auditory attention to an acoustic stimulus, but
not one associated with phonetic learning (Morr et al.
2002). Our data show that positive MMR responses be-
come a more negative with increased exposure to a pho-
netic contrast (Garcı́a-Sierra et al. 2011). Infants in the
two-baby learning condition showed a negative MMR in
response to the phonetic contrast, a response that resem-
bles the negative MMR shown in phonetic tests on mono-
lingual adults and infants (Näätänen et al. 1997). We
interpret this to mean that infants tested in the two-baby
condition are learning at a faster rate as a function of social
interaction.
But what kind of social interaction produces this accel-

erated learning? Do infants in the two-baby learning con-
dition collaborate, showing each other how to press the
screen to produce the video? Or is it related to social
arousal, produced by the mere presence of another infant?
Detailed coding of the video and audio records by trained
assistants who were blind to the learning outcomes sup-
port the social arousal explanation. We tracked the num-
ber of novel partners each target baby experienced during
the paired sessions. We found a statistically significant
relationship between the number of novel partners a baby
experienced in paired sessions and the strength of that
infant’s negative MMR response to the Mandarin con-
trasts—the greater the number of novel partners, the
stronger the negative MMR, indicating greater evidence
of learning. Enhanced learning was not a function of the
number of videos viewed by the infants, the duration of
exposure to the videos, the number of screen touches, or
infants’ attention to the screen.

Infants paired with other babies while learning not only
show enhanced brain measures when reacting to the
foreign-language phonemes, paired babies show signifi-
cantly higher numbers of speech vocalizations, supporting
the idea that the social presence of another infant induces
arousal, social communication, and increased learning.
Our data suggest that infants are socially aroused in the
presence of a peer baby, that their arousal increases when
paired with a novel peer, and that social arousal increases
learning in infants.
Social interaction also provides additional information,

which helps explain learning enhancement in the social
condition. During live exposure, tutors focus their visual
gaze on pictures in the books or on the toys they talk
about, and beginning at this point in development, in-
fants’ gaze tends to follow the speaker’s gaze (Baldwin
1995; Brooks and Meltzoff 2002, 2015). Referential in-
formation is present in both the live and televised condi-
tions, but it is more difficult to pick up via television, and
is totally absent during audio-only presentations. We hy-
pothesized that the degree to which infants in our social
language-learning situation interact and engage socially
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with the tutor should correlate with learning. In studies
testing this hypothesis, we exposed 9-mo-old infants to
Spanish, and measured gaze following in the infants dur-
ing the learning sessions. Spanish exposure confirmed

learning for the phonetic units of Spanish (Conboy and
Kuhl 2011), and also revealed that infants’ eye-gaze
behavior during Spanish exposure predicted the degree
of language learning as shown by the ERP brain measures
(Conboy et al. 2015). Infants’ eye-gaze data show that
when the tutor introduced new toys, infants who shifted
attention between the tutor and the toy learned more than
infants who simply gazed at the tutor, or at the toy.

BRAIN MECHANISMS UNDERLYING

PHONETIC LEARNING

I hypothesized that social signals may activate brain
mechanisms of social understanding that link perception
and action (Hari and Kujala 2009). Neuroscience research
focused on shared neural systems for perception and ac-
tion have a long tradition in speech, and interest in “mirror
systems” for social cognition (Rizzolatti and Craighero
2004; Pulvermuller 2005; Rizzolatti 2005) have reinvig-
orated this tradition.
Our recent MEG brain imaging work on infants indi-

cates that the brain systems involved in speech production
are activated when infants listen to speech (Kuhl et al.
2014). We tested infants who straddled the change from
universal speech perception to language specific speech
perception, at 7 and 11 mo (Fig. 5). We found that listen-
ing to speech at both ages activated not only auditory
regions in the brain, but also regions involved in motor
planning, Broca’s area and the cerebellum. Developmen-
tal change was also observed—7-mo-old infants activat-
ed both auditory and motor areas equally for native and

nonnative speech, whereas 11-mo-old infants show great-
er activation in auditory areas for native speech, and
greater activation for nonnative speech in motor areas.
The study advanced our understanding of infant speech

processing, and raised additional questions. First, at the
earliest age tested (7 mo of age), both native and nonna-

tive speech activated motor brain areas, and equivalently,
so the activation of motor brain areas in response to
speech at 7 mo of age is not limited to sounds that infants
hear in ambient language. At this early age, infants’ mo-

tor brain areas appear to be reacting to all sounds with
speech-like qualities. We argue that infants are engaged
in something like “analysis by synthesis,” a concept with
origins in the field of artificial intelligence (see Stevens
and Halle 1967). Analysis by synthesis proposed that
speech perception involves a dual “hypothesize and
test” process. Bottom-up analysis and top-down synthesis
jointly and actively constrain perceptual interpretation.
On this account, listeners generate an internal model of
the motor commands needed to produce a given auditory
signal, in essence, a “guess” or prediction about the au-
ditory input. On this view, an internally generated motor
hypothesis is based on a listener’s experience producing
speech, and then tested against incoming auditory data.
We argue that infants’ brain responses are also indicative
of the creation of internal motor models for speech.
How are 7-mo-old infants capable of creating motor

models for speech? We argue that speech production ex-
perience—the early “cooing” that occurs by 12 wk of age
and allows infants to imitate vowels by 20 wk (Kuhl and
Meltzoff 1996)—yields a nascent auditory–articulatory
map, an emergent “schema” that specifies generative
rules relating articulatory movements to sound. This
emerging auditory–articulatory map is likely highly ab-
stract, but it allows infants to generate internal motor
models when they listen to sounds with speech-like qual-
ities, regardless of whether they have experienced those
specific speech sounds or not. Thus, we posit that infants’
nascent speech motor experience is the catalyst for the
effects observed in infants as young as 7 mo of age.
OurMEGdata also demonstrate developmental change.

By the end of the first year, infants’ auditory and motor
brain areas pattern differently for native and nonnative
sounds: Auditory areas show greater activation for native

sounds, whereas motor areas show greater activation for
nonnative sounds, suggesting that these two brain systems
are coding different kinds of information in response to
speech. We offer the following tentative explanation:
Hearing native speech throughout the first year increases
infants’ auditory sensitivity to native speech-sound dif-
ferences. At the same time, hearing speech strengthens
sensorimotor pairings, because incoming native speech
signals prompt internally generated speech motor models
based on infants’ prior speech production experience.
Language experience thus serves to strengthen knowledge
of native-language speech—both perceptual and motor.
By the end of the first year, the emergent schema relating
speech motor movements to sound would describe native
speech quite well. However, nonnative speech would not
be well described by the developing schema, making it
more difficult to generate internal models for nonnative
speech. Hence our finding that nonnative speech elicits
greater cortical activation (indicating greater effort) in
Broca’s area and the cerebellum than native speech.
Earlymodels of developmental speech perception, such

as my native language neural commitment (NLNC)

Figure 5. A 7-mo-old infant in the MEG machine listening to
language. (Courtesy of P.K. Kuhl, UW Institute for Learning &
Brain Sciences#2011.)

LANGUAGE ACQUISITION AND THE SOCIAL BRAIN 7



concept (Kuhl 2004), described a process of “neural
commitment” to the auditory patterns of native speech.
Revisions in the model, named native language magnet-
expanded (NLM-e) described emergent links between

speech perception and production (Kuhl et al. 2008).
The new data will allow further refinement of the model
by suggesting how speech perception and speech produc-
tion become linked early in development: Infants’ brains
respond to hearing speech by activating motor brain ar-
eas, co-registering perceptual experience and motor brain
patterns. When infants generate vocalizations, they build
a schema that predicts how moving their tongues and lips
during vocalizations will modify the sounds they create.
By 20 wk, infants can imitate pitch patterns (Kuhl and
Meltzoff 1982) and vowels (Kuhl and Meltzoff 1996)
that acoustically and perceptually correspond to the
ones they hear, indicating knowledge of speech produc-
tion. This articulatory knowledge, we argue, allows in-
fants to generate internal motor models of speech as they
listen to us talk. On this view, both auditory and motor
components contribute to the developmental transition in
speech perception that occurs at the end of the first year
of life.
Theories of social understanding in adults (Hari and

Kujala 2009) and infants (Marshall and Meltzoff 2014),
suggest that humans evolved brain mechanisms to detect
and interpret human actions, behaviors, movements, and
sounds. The current data contribute to these views by
demonstrating that auditory speech activates motor areas
in the infant brain. Motor brain activation in response to
others’ communicative signals could assist broader de-
velopment of social understanding in humans.
Our findings offer an opportunity to test children with

developmental disabilities such as autism spectrum dis-
order (Kuhl et al. 2013; Stavropoulos and Carver 2013)
whose social and language deficits are potentially asso-
ciated with a decreased ability to activate motor brain
systems in response to human signals. The acquisition

of language requires social learning, and therefore speech
signals may provide excellent “biomarkers” of early risk
for children with autism spectrum disorder (ASD), and
our data show promise in this regard (Kuhl et al. 2013).

NEUROBIOLOGICAL FOUNDATIONS

OF SOCIAL LEARNING

Humans are not the only species in which communi-
cative learning is affected by social interaction, and the
parallels between song learning in birds and speech learn-
ing in infants has been a rich area for theory (Doupe and
Kuhl 1999). The work of Allison Doupe and her col-

leagues has beautifully illustrated the role of social con-
texts on vocal learning in the zebra finch (Woolley and
Doupe 2008; Kojima and Doupe 2011). Moreover, stud-
ies on the zebra finch have also shown that motor learning
occurs earlier and is more sophisticated than previously
thought (Raghav and Doupe 2013). Theorizing in these
two closely related fields is likely to advance based on
these kinds of cross-species comparisons.

CONCLUSIONS

Studies on the development of human speech and lan-
guage offer a unique view of the human mind and brain,
one made tractable through the design of behavior and
brain experiments on learning. Innate predisposition, rap-
id and robust learning during “sensitive” periods, and
brain systems that link action and perception all play a
role in the developing story that connects the dots regard-
ing infant acquisition of one or more languages. Studies at
the phonetic level of speech—designed to evaluate infant

learning of the sounds used to convey meaning in their
language environment—are tractable and allow cross-
species and cross-cultural developmental experiments.
These show strong auditory predispositions that exist at
birth, allowing infants to discriminate all possible pho-
netic variations used in the world’s languages. Equally
impressive is the demonstration that infants learn rapidly
and robustly from linguistic exposure, and that the timing
and the context are both critical. The power of social
interaction to induce language learning in infants is
new, and raises intriguing questions. Recent MEG brain
imaging results on infants listening to speech show that
hearing speech activates motor planning areas (Brocas
and the cerebellum) in the infant brain. The emerging
picture is complex. Infants begin life prepared for any
language, and have an extraordinary capacity to learn
from experience, especially optimized experience—
motherese in a social context during sensitive periods,
perhaps because action–perception systems in the human
brain enable learning from other humans in a special way.
Experiments on speech may advance theoretical explana-
tions for the strong influence of the “social brain” on
human learning more generally.
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