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Abstract

In a situation like eternal inflation, where our data is replicated at infinitely-many other space-time events,

it is necessary to make a prior assumption about our location to extract predictions. The principle of

mediocrity entails that we live at asymptotic late times, when the occupational probabilities of vacua has

settled to a near-equilibrium distribution. In this paper we further develop the idea that we instead exist

during the approach to equilibrium, much earlier than the exponentially-long mixing time. In this case we

are most likely to reside in vacua that are easily accessed dynamically. Using first-passage statistics, we prove

that vacua that maximize their space-time volume at early times have: 1. maximal ever-hitting probability;

2. minimal mean first-passage time; and 3. minimal decay rate. These requirements are succinctly captured

by an early-time measure. The idea that we live at early times is a predictive guiding principle, with many

phenomenological implications. First, our vacuum should lie deep in a funneled region, akin to folding energy

landscapes of proteins. Second, optimal landscape regions are characterized by relatively short-lived vacua,

with lifetime of order the de Sitter Page time. For our vacuum, this lifetime is ∼ 10130 years, which is

consistent with the Standard Model estimate due to Higgs metastability. Third, the measure favors vacua

with small, positive vacuum energy. This can address the cosmological constant problem, provided there

are sufficiently many vacua in the entire ensemble of funnels. As a concrete example, we study the Bousso-

Polchinski lattice of flux vacua, and find that the early-time measure favors lattices with the fewest number

of flux dimensions. This favors compactifications with a large hierarchy between the lightest modulus and

all other Kähler and complex structure moduli.

1 Introduction

A striking feature of our universe is its simplicity. The discovery of a 125 GeV Higgs boson together with

the absence of new physics in precision and LHC data points to the Standard Model (SM) being valid up

to very high energy. On the gravitational side, General Relativity (GR) has passed every observational test

with flying colors, most recently in the strong field regime. The driver of cosmic acceleration appears to be a

cosmological constant (CC), the simplest form of dark energy. Surprises may be lurking, but all the evidence

so far points to a simple, minimal universe.

Another striking feature of our universe is its near-criticality. When extrapolated to high energy, the

Higgs quartic coupling becomes negative at ∼ 1010 GeV and remains small, which implies metastability [1–

15]. The estimated lifetime, τSM = 10526+409
−202 years [15], while reassuringly long, hinges on an exquisitely

delicate cancelation between an exponentially suppressed tunneling rate and the exponentially-large volume

of the observable universe. Intriguingly, the SM lifetime relates the CC, which sets the observable 4-volume,

and the weak scale, which sets the Higgs and top quark masses.

It is remarkable that other fine-tunings can be interpreted as problems of near-criticality. The hierarchy

problem translates to the Higgs having a nearly-vanishing mass (relative to MPl), close to the phase transition

between broken/unbroken electroweak symmetry [16]. Less sharply defined, yet equally intuitive, is the CC

problem, which translates to our universe being nearly flat, Minkowski space, which delineates between

de Sitter (dS) and anti-de Sitter (AdS) space-times with different asymptotics and stability properties [17,

1

ar
X

iv
:2

10
6.

12
59

0v
1 

 [
he

p-
th

] 
 2

3 
Ju

n 
20

21



18]. Lastly, slow-roll inflation, long understood as a critical phenomenon [19], interpolates between an

approximate dS conformal fixed point and standard decelerating expansion.

The near-criticality of our universe strongly suggests a statistical physics approach. A natural arena for

the statistical physics of universes is the vast landscape of string theory, together with the mechanism of

eternal inflation [20–24] for dynamically populating these vacua. Much remains to be understood about

the string landscape, in particular the subtle constraints that quantum gravity places on low-energy physics

beyond the usual rules of effective field theory (EFT) [25, 26]. But it seems unambiguous that the landscape

is comprised of an exponentially-large number of metastable states with correspondingly rich slew of possible

low-energy physics. How is the simplicity/minimality of the SM selected from this plethora of complex EFTs

with rich particle spectra?

1.1 Quasi-equilibrium eternal inflation

A long-standing challenge in extracting predictions in the multiverse is the measure problem inherent to

eternal inflation [27, 28]. Since pocket universes of all types are generated infinitely-many times in an

eternally-inflating universe, relative probabilities require a regularization prescription (or measure). While

a rigorous resolution to the measure problem may ultimately require a complete understanding of quantum

gravity, theorists have in the meantime pursued various semi-classical prescriptions. The hope is to identify

a class of well-behaved measures with more or less universal predictions that hopefully approximate those of

the “true” measure.

Underlying nearly all existing approaches to the measure problem is the assumption that the multiverse

has existed for a sufficiently long time, much longer than the exponentially-long mixing time, such that

vacuum statistics have settled to a quasi-stationary/equilibrium distribution [29–34]. This is motivated by

the principle of mediocrity [32], which roughly states that our pocket universe should be typical among all

incarnations of habitable vacua in the multiverse. Since the vast majority of habitable vacua are generated in

the asymptotic future in an eternally-inflating universe, the principle of mediocrity implies that our vacuum

is selected according to quasi-equilibrium statistics.

While not completely free of ambiguities, the quasi-equilibrium framework leads to a fairly consistent

and intuitive picture: the late-time distribution is dominated by the most stable dS vacuum anywhere on

the landscape. This is the so-called dominant vacuum.1 Since the dominant vacuum is unlikely to be itself

anthropically hospitable, habitable vacua are populated by exceedingly rare upward transitions, followed by

a sequence of downward transitions. Such upward transitions occur on a doubly-exponentially long time

scale, given by the dS recurrence time for the dominant vacuum, trec ∼ H−1
dome8π2M2

Pl/H
2
dom . This raises

the specter of other rare, but far more likely, fluctuations, in particular Boltzmann brains (BBs) [35–39].

Indeed, BB domination represents the greatest phenomenological threat to the viability of late-time, quasi-

equilibrium measures. In some cases, it can be avoided if the landscape satisfies a number of non-trivial

conditions [40, 41], e.g., all vacua (habitable or not) that support BBs should have a larger decay rate than

the fastest BB production rate. Whether such conditions are satisfied in the string landscape remains an

open question.

More generally, as emphasized by Hartle and Srednicki [42, 43], in a situation like eternal inflation

where our data is replicated at (infinitely-many) other space-time locations, it is necessary to make a prior

assumption about our location within the multiverse to extract physical predictions. This can be formalized in

a Bayesian approach by specifying a “xerographic distribution” [42, 43]. To be clear, even if the fundamental

theory handed us a unique and unambiguous measure, a xerographic distribution would still be necessary

to translate from third-person probabilities dictated by the measure, to first-person probabilities specifying

what we are most likely to observe. The principle of mediocrity corresponds in this language to a uniform

1We assume that this vacuum is unique, for simplicity, though there might be a cluster of such dominant vacua
with nearly degenerate lifetimes.
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xerographic distribution. But it is not the unique choice.

1.2 The approach to equilibrium

Instead of focusing on quasi-equilibrium distributions, an alternative approach developed in [44–46] supposes

that we live during the approach to equilibrium, much earlier than the exponentially-long mixing time for

the landscape. Our working assumption is that our vacuum is typical among all habitable vacua that are

accessed well before the mixing time, corresponding to a xerographic distribution that cuts off at times

much earlier than the relaxation time. While this is certainly a more restrictive notion of typicality than

the principle of mediocrity, it is a logical possibility whose consequences are worth exploring.2 Indeed, a

key point of [42, 43] is that different xerographic distributions can compete in a Bayesian framework, by

comparing posterior probabilities given our current data or making predictions for future measurements.

In short, as emphasized in [48], the relevant question in the approach to equilibrium is, What habitable

vacua have the right properties to be easily accessed early on in the evolution? This translates to a search

optimization problem [44]: accessible vacua reside in optimal regions where local landscape dynamics are

efficient. This idea was formalized with the definition of an accessibility measure [45], which is the landscape

analogue of the closeness centrality index [49, 50] in network science. As we will make precise in this paper,

optimal regions of the landscape display non-equilibrium critical phenomena, in the sense that their vacuum

dynamics are tuned at dynamical criticality. This hints at a deep connection between the near-criticality of

our universe and non-equilibrium critical phenomena on the landscape.3

An immediate advantage of working at early times is that it circumvents the issue of BBs, since by

assumption the relevant dynamics take place well before the recurrence time of any vacuum supporting

BB production [43]. Relatedly, a convenient simplification with working at early times is that it allows a

“downward” approximation [52, 53]. Since “upward” transitions are doubly-exponentially suppressed relative

to downward transitions, and occur on a time scale of the dS recurrence time [54], they can be safely neglected

for low-energy vacua of interest. The downward approximation will simplify many of our results.

On the flip side, a drawback of working at early times is sensitivity to initial conditions, which seems

at odds with the attractor property of inflation. In this sense our approach is similar to all local measures,

e.g., [34, 55], which probe a finite region of the eternally-inflating space-time. While insensitivity to initial

conditions is certainly desirable, it is logically distinct and not necessary to formulate a cosmological measure.

In any case, our strategy is to identify general criteria for vacua to be accessed early on, applicable to a broad

range of initial conditions. Our approach does rely, however, on the multiverse starting out in a low-entropy

state, such that high energy vacua are initially populated.

1.3 Funneled landscapes and dynamical criticality

In this paper we develop various aspects of the early-time framework, with the goal of making predictions that

are distinct from the standard approach to eternal inflation and largely independent of anthropic reasoning.

For this purpose, we will make use of first-passage statistics [56], in particular the mean first-passage time

(MFPT), which are ideally-suited to study the approach to equilibrium.

After reviewing the formalism of vacuum dynamics on the landscape and essential elements of first-

passage statistics in Sec. 2, we derive in Sec. 3 a lower bound satisfied by the comoving volume of vacua,

2Of course, some notion of typicality is necessary and implicit in scientific experiments [43, 47]. But typicality
is defined with respect to a reference class of observers, and how broad this reference class should be is a matter of
assumption.

3In an interesting recent paper, Giudice et al. [51] proposed an alternative mechanism, dubbed ‘self-organized
localization’, to explain the near-criticality of our universe. Interestingly, their approach is complementary to ours,
as they study quantum first-order (instead of classical, second-order non-equilibrium) phase transitions in stochastic
inflation (instead of false-vacuum eternal inflation).
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valid in the downward approximation. This volume inequality is a key result of the paper. The lower bound

is maximized for vacua having:

1. Maximal ever-hitting probability, i.e., they are easily accessed;

2. Minimal MFPT, i.e., they are accessed early on;

3. Minimal decay rate, i.e., they are long-lived.

To capture these three requirements, we will introduce a dimensionless figure-of-merit, given by (43) and (44)

for dS and AdS vacua, respectively. This figure-of-merit defines an early-time measure.

To proceed, we focus in Sec. 4 on a finite region of the landscape, consisting of a large number of inflating

and terminal vacua. Furthermore, we envision that a large ensemble of such regions exists in the vastness

of the landscape, each having on average the same number of vacua but differing in their graph topology

and transition rates. The optimization problem is to identify network properties that satisfy the above three

requirements, and thereby maximize volume at early times.

An important lesson can be drawn from the requirement of maximal ever-hitting probability. In the

downward approximation, we will show that the ever-hitting probability can be expressed as a sum over

all paths that start from high energy vacua, weighted by the branching probability for each path. Thus

low-lying vacua will be accessed provided there exists a sequence of downward transitions from high-energy

vacua. This will be the case if the landscape region has the topography of a funnel [44–46], akin to the

principle of minimal frustration in protein folding [57]. Naturally-occurring proteins fold efficiently because

their free energy landscape is characterized by a smooth funnel near the native state.

Another key lesson comes from the interplay of minimizing the MFPT and minimizing decay rates. By

itself, minimizing the MFPT is trivial. The shortest possible time to access a vacuum is of order a few e-folds.

But this would require its parent vacua to have lifetimes of order a few e-folds, which is suboptimal from the

point of view of minimizing decay rates. To quantify this tension, we will work in terms of an average MFPT,

known as Kemeny’s constant [58], defined as the MFPT suitably averaged over target vacua. We will show

that the optimal choice is achieved when the average MFPT to low-lying vacua scales logarithmically with

the number of vacua, ∼ logN , which signals dynamical criticality. This also describes a computational phase

transition [59, 60] in how Kemeny’s constant scales with moduli-space dimensionality D ∼ logN . Indeed, in

generic (frustrated) regions, T is expected to grow rapidly with D, consistent with the NP-hard complexity

class of the general problem [61, 62]. Optimal regions, however, correspond to special, polynomial-time

instances of the general problem. (See also [63].)

As first shown [44], the critical case corresponds to dS vacua having an average lifetime given by the dS

Page time: τcrit ∼M2
Pl/H

3. If our vacuum is part of an optimal region, then, taking the observed CC as an

input, this would predict an optimal lifetime for our vacuum of M2
Pl/H

3
0 ∼ 10130 years. Remarkably, this

is in good agreement with the SM estimate [15]: τSM = 10526+409
−202 years. The impact of new physics at the

instability scale µλ ∼ 1010 GeV, in particular whether better agreement with the predicted optimal lifetime

can be achieved, will be discussed elsewhere [64].

A further phenomenological implication of the early-time measure is the possibility of a non-anthropic

solution to the CC problem. For fixed MFPT and ever-hitting probability, vacua occupying the most volume

have the longest lifetime. On average, the lifetime of dS vacua is expected to grow with decreasing H, as

is the case, e.g., for the critical lifetime τcrit ∼ M2
Pl/H

3. Meanwhile, AdS regions crunch in a Hubble time,

hence τAdS ∼ |H|−1. This favors vacua with the smallest positive CCs across the ensemble of funnel regions.

Therefore, if there are sufficiently many vacua in the entire ensemble of funneled regions, Ntot � 10122, this

would account for the inferred value of ∼ 10−122M4
Pl for the CC.
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1.4 Bousso-Polchinski flux landscapes

As a concrete toy example of a funneled region, we consider in Sec. 5 the Bousso-Polchinski (BP) flux

lattice [65], i.e., a discretuum of vacua with potential energy growing quadratically with distance from the

origin. Within this framework, we calculate various first-passage observables of interest, as a function of the

number D of flux directions (or, equivalently, field-space dimensions). We will find that regular landscape

lattices with fewer field-space dimensions have longer escape time (stability), smaller Kemeny’s constant

(shorter mixing time), higher ever-hitting probability (accessibility), and overall higher early-time measure.

Thus, regions with effective small field-space dimensionality are accessed quickly, and the space-time volume

they occupy grows at a faster rate.

We then explore the consequences for the number of light moduli and the effective dimensionality of

moduli space. The string theory landscape is of course fundamentally of high dimensionality, in particular

due to the vast number of Kähler and complex structure moduli. If potential barriers are high enough to

suppress tunneling along certain directions, then this would have the effect of reducing the effective field

space dimensionality in the low energy theory, as indicated by the analysis of the BP lattice. We will

demonstrate this with two classes of simple scalar potentials. The upshot is that the early-time framework

favors compactifications with a large hierarchy between the lightest modulus, controlling transitions between

vacua, and all other Kähler and complex structure moduli.

For completeness, we have collected in Appendix A various results of first-passage statistics, including deriva-

tions of quantities used in the main text as well as other identities that may prove useful.

2 Vacuum dynamics on the landscape

The landscape can be represented mathematically as a network [66], whose nodes correspond to the different

dS, AdS and Minkowski vacua. We assume as usual that AdS vacua are terminal, acting as absorbing nodes.

Minkowski vacua, also generally assumed terminal, will be ignored for simplicity. Network edges represent

the relevant transitions between vacua. (By “relevant”, we mean transitions with non-negligible rates on

the time scale of interest.) For concreteness, we assume these are governed by Coleman-De Luccia (CDL)

instantons [67–69].4 In what follows, lower-case indices i, j, . . . and a, b, . . . will denote dS and AdS vacua

respectively, while capital indices I, J . . . will refer collectively to all vacua.

Following the seminal papers by Garriga, Vilenkin and collaborators [33, 34], cosmological evolution on

the landscape is described by a Markov process. More precisely, because of terminal vacua, this process is

an absorbing Markov process. The asymmetry between dS and AdS vacua means that detailed balance does

not hold, hence the dynamics are intrinsically non-equilibrium. The Markov process is defined in terms of a

global time variable t, related to proper time in vacuum I via a lapse function:

∆τI = NI∆t . (1)

Although t is treated as a continuous parameter, the master equations below rely on coarse-graining over

a time ∆t. For dS vacua, ∆t should be long enough to average over transitory evolution between epochs

of vacuum energy domination. For AdS vacua, since AdS bubbles crunch in a Hubble time, coarse-graining

spans their entire evolution. Thus an AdS bubble nucleated at a given time crunches and dies within a

time ∆t later.

In this paper we adopt scale-factor (or e-folding) time,

t = ln a , (2)

4See [70, 71] for interesting recent works on the subject.
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corresponding to Ni = Hi. This is a popular choice in the literature, as it avoids various paradoxes, in

particular the ‘youngness paradox’ [27]. Using different lines of reasoning, it has been argued in stochastic

inflation that scale-factor time is the preferred time variable [72–74]. In any case, with this choice the physical

volume of dS vacua is simply related to their comoving volume:

Vphys
i (t) = e3tVi(t) . (3)

Although the scale factor is not monotonic within AdS bubbles, this is irrelevant as we are coarse-graining

over their evolution. And because AdS bubbles crunch within a Hubble time, the only contribution to the

physical volume of AdS vacua is limited to bubbles nucleated within the last e-fold (∆t ' 1).

With these assumptions, the master equations governing the comoving volume of dS and AdS vacua are

respectively given by [33, 34]

dVi
dt

=
∑
j

MijVj ; (4a)

dVa
dt

=
∑
i

κaiVi . (4b)

The dS→ dS transition matrix is

Mij ≡ κij − δijκj , (5)

where κij is the j → i transition rate, and κi ≡
∑
J κJi is the total decay rate of vacuum i. (The latter

includes decay channels into dS as well as AdS vacua.)

For dS vacua, the solution to (4a) is

Vi(t) =
∑
j

Gij(t)Vj(0) , (6)

where Vj(0) is the initial volume. The Green’s function Gij(t), given by

Gij(t) ≡
(
eMt

)
ij
, (7)

satisfies (4a) with initial condition Gij(0) = δij .

Meanwhile, for AdS vacua, the solution to (4b) is formally given by Va(t) =
∑
i

∫ t
0

dt′κaiVi(t′). However,

since the contribution to physical AdS volume is limited to bubbles nucleated within the last e-fold of

evolution, as mentioned earlier, the only physically relevant part of AdS comoving volume at time t is

Va(t) '
∑
i

κaiVi(t) . (8)

Thus AdS vacua maximize their volume by being connected to parent dS vacua which 1) themselves occupy

large volume; and 2) have significant decay rate into their AdS offsprings. Nevertheless, since κai ∼< 1 (and

is generically � 1), it is clear that AdS vacua occupy less volume than dS vacua.

2.1 Transition rates and downward approximation

Explicitly, transition rates between dS vacua are given by

κij =
Aij
wj

; Aij = Aji =
(
Λ4e−Sbounce

)
ij
, (9)
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where Sbounce is the Euclidean action of the bounce solution, and Λ4 is the fluctuation determinant. For

concreteness we have in mind transitions mediated by CDL instantons, as mentioned earlier, however note

that (9) also applies to Hawking-Moss [75] and Brown-Teitelboim [76] transitions. The ‘weight’ wj of the

parent vacuum is given by

wj = H4
j eSj , (10)

where the factor of H4
j converts the rate density to a rate, and Sj =

8π2M2
Pl

H2
j

is the dS entropy of the parent

vacuum. We will not need the explicit form of the dS → AdS/Minkowski transition rate, but suffice to say

that it takes a similar form to (9), except of course that the numerator is not symmetric.

Although Mij is not symmetric, its eigenvalues are nevertheless real [34]. This can be seen by defining

an auxiliary matrix

Σ = W−1/2MW 1/2 , (11)

with W ≡ diag(w1, w2, . . .). This matrix is clearly symmetric and hence has real eigenvalues. Since (11) is a

similarity transformation, M and Σ have identical spectra. Let us further assume that M is irreducible, i.e.,

there exists a sequence of transitions connecting any pair of inflating vacua. In this case it can be shown

using Perron-Frobenius’ theorem that its largest eigenvalue is non-degenerate and negative, while all other

eigenvalues are strictly smaller:

0 > λ1 > λ2 ≥ . . . (12)

The largest eigenvalue, λ1, sets the relaxation time for the Markov process. It vanishes if and only if the

decay rate into terminals vanishes for all dS vacua.

The eigenvectors of Σ, denoted by v(`), form a complete and orthonormal basis of the subspace of dS

vacua. As a further consequence of Perron-Frobenius’ theorem, the components of the dominant eigenvector

can all be positive:

v
(1)
i ≥ 0 . (13)

Meanwhile, the eigenvectors of M are simply related to those of Σ via v
(`)
M = W 1/2v(`). Thus the eigenvectors

of M also form a complete basis, albeit not orthonormal.

Importantly, because Aij is symmetric [54], transitions between dS vacua satisfy a condition of detailed

balance:
κji
κij

=
wj
wi
∼ eSj−Si . (14)

Thus upward tunneling is doubly-exponentially suppressed. Notice that (14) depends only on the false and

true vacuum potential energy — it is insensitive to the potential barrier and does not rely on the thin-wall

approximation. In our early-time approach, we are justified in neglecting upward transitions (which decrease

entropy) relative to downward transitions. This defines the “downward approximation” [52, 53], which we

will use repeatedly below. In this approximation, the network becomes a directed, acyclic graph.

To appreciate the technical simplification offered by the downward approximation, consider the eigen-

spectrum of the transition matrix M . By labeling dS vacua in order of increasing potential energy, 0 <

V1 ≤ V2 ≤ . . ., the transition matrix reduces an upper-triangular matrix to leading order in the downward

approximation:

M '


−κ1 κ12 κ13 . . .

−κ2 κ23 . . .

−κ3 . . .

0 . . .

 . (15)

Thus, instead of having to diagonalize a large N × N matrix, the eigenvalues in the downward approxi-

mation can be read off from the diagonal entries. They are simply given by the decay rates of individual
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vacua, {λ1, λ2, . . .} ' sort{−κ1,−κ2, . . .}, where “sort” stands for ordering the κ’s from smallest to largest.

In particular, λ1 is set by the most stable vacuum,

λ1 ' −κmin . (16)

In the downward approximation it is possible for one or more dS vacua to become stable, i.e., κi ' 0. This

occurs whenever vacua have only up-tunneling as allowed transitions. We will instead be interested in regions

of the landscape with efficient dynamics, such that each dS vacuum in the region has at least one allowed

downward transition. Indeed, we will see that this is necessary to maximize the comoving volume of vacua.

2.2 First-passage statistics

The statistics ideally-suited to study the approach to equilibrium are first-passage statistics. In particular,

the mean first-passage time (MFPT) is a popular measure of search efficiency [56]. Aside from its present

application in eternal inflation [44–46], first-passage statistics have also been used in cosmology to study

stochastic inflation [74, 77–79]. For brevity we will mainly focus on dS → dS first-passage statistics, since

this is all we will need in the remainder of the paper, and refer the reader to [45] for dS→ AdS results.

Of central importance is the first-passage density, Fij(t), i 6= j, defined as the probability density that a

random walker starting from j visits i for the first time at time t. Its integral is the first-passage probability,

i.e., the probability that the walker has visited i by time t:

Pij(t) ≡
∫ t

0

dt′Fij(t
′) . (17)

This probability is not necessarily normalized, since the ever-hitting probability P∞ij =
∫∞

0
dt′Fij(t′) is less

than unity. All first-passage statistics can be derived from F . For instance, the MFPT is given by its first

moment:

〈tij〉 ≡
∫∞

0
dt′ t′Fij(t′)

P∞ij
= − d ln F̃ij(s)

ds

∣∣∣∣∣
s=0

, (18)

where the Laplace transform F̃ij(s) =
∫∞

0
dt Fij(t)e

−st is the generating function. Thus 〈tij〉 is the average

time to reach i starting from j, averaged over all paths connecting the pair. In other words, this is the

average time conditioned on hitting the target i since the conditional probability density
Fij(t)
P∞ij

is used.

A well-known result of random walk theory is the relation between the Green’s function (7) and the

first-passage density [56]:

Gij(t) =

∫ t

0

dt′Gii(t− t′)Fij(t′) ; i 6= j . (19)

The meaning is clear: the occupational probability at time t is the probability of reaching i at any earlier

time t′ multiplied by the loop probability Gii(t− t′) for returning to i in the remaining time. This relation

simplifies in the downward approximation. Since the network becomes acyclic in this approximation, the

loop probability reduces to the survival probability, Gii(t− t′) ' e−κi(t−t′), hence

Gij(t) '
∫ t

0

dt′e−κi(t−t′)Fij(t
′) . (20)

It is instructive to consider an alternative derivation of (20), as a number of intermediate steps will be

8



useful later on. The solution for Fij follows by taking the Laplace transform of (19):

F̃ij(s) =
(s−M)−1

ij

(s−M)−1
ii

. (21)

Meanwhile, the Laplace transform of the Green’s function factorizes as

(s−M)−1
ij = (s+ κi)

−1 (1− T (s))
−1
ij , (22)

where

Tij(s) =
κij

s+ κj
. (23)

The matrix (1− T (s))
−1

is known in Markov chains as the fundamental matrix. In the downward approxi-

mation, we clearly have (1− T (s))
−1
ii ' 1, hence

F̃ij(s) ' (1− T (s))
−1
ij . (24)

Combining with (22) gives (s−M)−1
ij ' (s+κi)

−1F̃ij(s), which is the Laplace transform of (20), as desired.

As a corollary, notice that the ever-hitting probability in the downward approximation is

P∞ij = F̃ij(0) ' (1− T )
−1
ij , (25)

where Tij =
κij

κj
is the j → i branching ratio. Similarly, the MFPT in the downward approximation can be

expressed as

〈tij〉 '
∑
k

Tikκk (1− T )
−1
kj . (26)

2.3 Alternative derivation of the MFPT

For completeness, we offer an alternative derivation of the MFPT 〈tkj〉 between dS vacua. This derivation

relies on the fact that, since we do not care about what happens after hitting k for the first, we may as well

treat k itself as terminal. (The MFPT in this case is also known as the “trapping time”.) The resulting

modified landscape has one fewer dS vacuum. The transition matrix between the remaining dS vacua,

denoted by M (k), is obtained by scratching off the k-th column and row of the original M .

The first-passage density to terminal vacua is [45]: Faj(t) =
∑
i κaiGij(t). Applying this result to k gives

Fkj(t) =
∑
i 6=k

κkiG
(k)
ij (t) ; G

(k)
ij (t) ≡

(
eM

(k)t
)
ij
, (27)

with Laplace transform

Fkj(s) =
∑
i6=k

κki

(
1

s−M (k)

)
ij

. (28)

In fact (27) is a general expression for all kind of vacua. We give a probabilistic derivation of (27) in

Appendix A. It is straightforward to show that this is equivalent to (21), using the identity

Gij(t) = G
(k)
ij (t) +

∫ t

0

dt′ Fkj(t
′)Gik(t− t′) . (29)

9



Equation (28) then implies an alternative expression for the MFPT

〈tkj〉 = −
∑
i 6=k κki

(
M (k)

)−2

ij∑
` 6=k κk`

(
M (k)

)−1

`j

. (30)

Note that the denominator −∑ 6̀=k κk`
(
M (k)

)−1

`j
is the ever-hitting probability P∞kj . In the case that P∞kj = 1

(no leakage to the environment), we have

〈tkj〉 = −
∑
i 6=k

(
M (k)

)−1

ij
. (31)

This is a practically useful expression. In Appendix A we use this expression to show that multiple target

search time can be expressed solely in terms of single target first passage time.

2.4 Escape time

For some of the applications below, it will be useful to think about the escape time, i.e., the characteristic

time to escape some region Ω comprised of N dS vacua. This can occur through decay either into terminals

or into ‘environmental’ dS vacua surrounding the region. As shown in Appendix A.4, the escape time from

vacuum j in the region is given by

tesc
j = −

∑
i∈Ω

M−1
ij . (32)

Furthermore, one can define a mean escape time, or mean residency time, for the region:

〈tesc〉 =
1

N

∑
j∈Ω

tesc
j =

1

N

∑
i,j∈Ω

M−1
ij . (33)

3 Maximizing volume at early times

The core idea of our framework is that we live early on in the evolution of the multiverse, well before the

mixing time for the entire landscape. Since we do not know a priori the time of evaluation, our goal is to

define a measure for maximizing volume at early times. This measure, like most measures, should favor

vacua occupying the most volume in space-time. Our strategy is to derive inequalities for the volume of

vacua. We consider dS and AdS vacua in turn.

Our starting point is equation (20) for the Green’s function, valid in the downward approximation, from

which it follows that

Gij(t) ∼> e−κitPij(t) , (34)

where Pij(t) is the first-passage probability (17). Equivalently, thinking of Fij(t)/P∞ij as the (normalized)

probability density function of hitting times, Pij(t)/P∞ij is the corresponding cumulative distribution func-

tion, i.e., the probability that the hitting time is less than t. Markov’s inequality for non-negative random

variables informs us that

Pij(t) ≥ P∞ij
(

1− 〈tij〉
t

)
. (35)

Combining with (34), we obtain

Gij(t) ∼> e−κitP∞ij
(

1− 〈tij〉
t

)
. (36)

This lower bound is non-trivial for 〈tij〉 ≤ t. Hence, to maximize volume, the MFPT should be smaller
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than t, which is itself much smaller than the global mixing time. On the other hand, it clearly follows

from (20) that the Green’s function is bounded from above by the ever-hitting probability:

Gij(t) ∼< P∞ij . (37)

Thus we obtain the master inequality,

e−κitP∞ij
(

1− 〈tij〉
t

)
∼< Gij(t) ∼< P∞ij . (38)

To take initial conditions into account, it is helpful to define an initial occupational probability as the

initial fraction of total comoving volume in dS vacua:

pj ≡
Vj(0)

Vtot
;

∑
j

pj = 1 . (39)

Consistent with our assumption of low-entropy initial conditions, we envision that the vacua that are initially

populated tend to be high peaks. The initial occupational probability allows us to average over initial

conditions. For instance, we can define an average ever-hitting probability to i,

P∞i ≡
∑
j

pjP∞ij . (40)

Similarly we define an average MFPT as

〈ti〉 ≡
∑
j

pjP∞ij 〈tij〉 . (41)

Finally, it follows from (6) that
∑
j pjGij(t) = Vi(t)

Vtot
. Averaging (38) in this way, we obtain

e−κit

(
P∞i −

〈ti〉
t

)
∼<
Vi(t)
Vtot

∼< P∞i . (42)

This is a key result of this paper. As a proxy for maximizing volume, we seek vacua that maximize the lower

and upper bounds. Clearly such vacua must have:

1. Maximal (downward) ever-hitting probability P∞i — they are easily accessed.

2. Minimal MFPT 〈ti〉 — they are accessed early on.

3. Minimal decay rate κi — they are long-lived.

A convenient quantity that captures these three requirements is

fi ∼
P∞i
κi〈ti〉

. (43)

We take this dimensionless figure of merit as our definition of an early-time measure for dS vacua.

Turning to AdS vacua, recall from (8) that their volume is simply related to the volume of dS vacua that
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decay into them. It is natural to define an early-time measure for AdS vacua as

fa ∼
∑
i

κaifi ∼
∑
i

Tai
P∞i
〈ti〉

, (44)

where Tai = κai

κi
is the i→ a branching ratio.

4 Optimization and Criticality

To proceed, it is useful to think about a finite region of the landscape comprised of a large number N � 1

of dS vacua, as well as some large number of terminal vacua. We allow leakage into the environment but,

for simplicity, ignore volume influx. In other words, random walkers on this finite network can escape the

region but never re-enter.5 This is justified by the separation of time scales: as we are interested in search

efficiency, the region can be defined as a set of vacua with healthy transition rates between them, relative to

a slowly-evolving environment.

In the vastness of the landscape, we envision a large ensemble of such regions, each having on average

the same number of vacua but differing in their graph topology and transition rates. Our task is to identify

the optimal network properties that maximize volume at early times. Concretely, we will explore the conse-

quences of the three requirements derived in the previous Section, and argue that simultaneously satisfying

these selects regions of the landscape that are tuned at criticality.

4.1 Funnel topography

Consider first the requirement of maximal ever-hitting probability. Combining (25) and (40), we can ex-

press P∞i in terms of the branching probability:

P∞i ' lim
s→0

∑
j

pj (1− T (s))
−1
ij . (45)

Since T (s) =
κij

s+κj
is non-negative and

∑
i Tij(s) < 1, it follows from Perron-Frobenius’ theorem that its

largest eigenvalue is real, non-degenerate, and < 1. Hence the fundamental matrix can be expanded as a

geometric series (1− T (s))
−1

= 1+ T (s) + T 2(s) + . . . The mth term in the series, (Tm(s))ij , represents a

branching probability for sequences j → `1 → . . .→ `m−1 → i, summed over the m−1 intermediaries. Thus

the ever-hitting probability becomes

P∞i '
∑
j

pj

∞∑
m=0

∑
`1,...,`m−1

Ti`m−1 · · ·T`1j =
∑
j

pj
∑

paths
j→i

e−Sj→i , (46)

where the sum is over all j → i paths, with the “action” for each path given by Sj→i ≡ −
∑

edges log T .

Equivalently,

P∞i '
∑
j

pj
∑

paths
j→i

ηij , (47)

where η ≡∏edges T is the branching probability for each path connecting j to i.

5It is straightforward to account for environmental volume intake by including a stochastic source term. As
shown in [46], upon changing variables the master equation for dS vacua can be mapped to set of coupled stochastic
oscillators described by the well-known Ornstein-Uhlenbeck process [80].
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Since this result assumed the downward approximation, the only contributing paths are paths describing

a sequence of downward transitions. Thus a given vacuum i will be endowed with non-negligible volume

provided that there exists a downward path from at least one initially-populated vacuum j. Regions that

maximize the volume of bulk vacua must therefore have the topography of a valley, or funnel [44–46]. This

is akin to the smooth folding funnels of energy landscapes of naturally-occurring proteins [57].

4.2 Kemeny’s constant

Next we turn to minimizing the MFPT in conjunction with minimizing decay rates. By itself, minimizing

the MFPT is a trivial exercise. The shortest possible time needed to access a vacuum is the coarse-graining

time interval ∆t, which for scale-factor time is of order a few e-folds. But this would require its parent

vacua to have lifetimes of order ∆t, which is suboptimal from the point of view of minimizing decay rates.

In this Section we will argue that the optimal choice is achieved with an average MFPT to low-lying vacua

of O(lnN).

Ignoring terminals and leakage

To make this argument precise, it is convenient to first consider an identical landscape region but without

terminals and ignoring leakage into the environment. That is, this proxy region has only dS vacua and is

a closed system. In what follows we will use hats to denote variables for this proxy region. As shown in

Appendix A.6, in the downward approximation the first-passage densities with and without terminals/leakage

satisfy the inequality:

Fij(t) ≤ F̂ij(t) . (48)

This makes sense intuitively, as the presence of terminals/leakage decreases the first-passage density between

dS vacua. In particular, the first-moment inequality implies

〈ti〉 ≤ 〈t̂i〉 . (49)

Hence, instead of minimizing 〈ti〉, we can minimize its dS-only counterpart.

The virtue of considering the proxy dS-only region is that it allows us to consider an average MFPT known

as Kemeny’s constant [58]. Kemeny’s constant is only defined for ergodic Markov processes, not absorbing

ones, though below we will propose a modified Kemeny’s constant for absorbing chains. In the proxy dS-

only closed region, the transition matrix M̂ij admits a zero-mode f̂∞i , which sets the stationary probability

distribution:
∑
j M̂ij f̂

∞
j = 0. The stationary distribution is related to the dominant eigenvector v̂(1) of the

symmetric matrix Σ̂ = Ŵ−1/2M̂ Ŵ 1/2 via

f̂∞i = v̂
(1) 2
i . (50)

Kemeny’s constant is defined by averaging 〈t̂ij〉 over target vacua weighted by the stationary distribu-

tion [58]:6

T̂ ≡ 1

N

∑
i 6=j
〈t̂ij〉f̂∞i . (51)

It is well-known that, remarkably, T̂ is independent of the starting node j, and as such is insensitive to initial

conditions. Furthermore, it is straightforward to show that Kemeny’s constant is given by a spectral sum

over the non-zero eigenvalues of the transition matrix:

T̂ =
1

N

N∑
`=2

1

|λ̂`|
' 1

N

∑
i6=min

1

κ̂i
, (52)

6Kemeny’s constant is usually defined without the prefactor of 1/N , which we have included for convenience.
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where in the last step we have used the downward approximation. The sum excludes the lowest-lying dS

vacuum in the region, as it coincides with the zero-mode in the downward approximation. Equation (52) is

intuitively clear — it states that, without terminals and in the downward approximation, the average MFPT

simply reduces to the mean lifetime of dS vacua.

Now, one expects that generic regions of the landscape will feature one or more metastable dS vacua

whose only possible transitions involve up-tunneling. Such vacua become absolutely stable in the strict

downward approximation, but more precisely their decay rate is doubly-exponentially suppressed at sub-

leading order, resulting in a doubly-exponentially large T̂ . Such regions are characterized by frustration

and glassy dynamics [81]. In contrast, optimal regions are characterized by a funneled landscape, as argued

above, such that every metastable vacuum has at least one decay channel to a lower-lying dS vacuum.

The resulting T̂ is finite in the strict downward approximation. We henceforth focus our attention to such

funneled landscapes.

Modified Kemeny’s constant with terminals and leakage

Going back to the original region, our task is to generalize Kemeny’s constant (51) to the situation where there

are terminals and leakage to environment (λ1 < 0). A naive generalization of (51), namely 1
N

∑
i6=j〈tij〉v

(1) 2
i ,

is no longer a constant, i.e., it depends on the initial node j. One option is to simply define T in terms of a

spectral sum analogous to (52):

T ≡ 1

N

N∑
`=2

1

|λ`|
' 1

N

∑
i6=min

1

κi
, (53)

where the last step again assumes the downward approximation. Here, κi includes decay channels into

terminal vacua, and the sum excludes the longest-lived vacuum in the region.

Another option is to use an auxiliary Green’s function defined by multiplying the original Green’s function

by e−λ1t:

GR
ij(t) = e−λ1tGij(t) , (54)

which amounts to a redefinition of the transition matrix: MR ≡M −λ11. The eigenvalues are shifted, λ` →
λ`−λ1, but the eigenvectors v

(`)
i are unchanged. Similarly we can define an auxiliary first-passage probability

density

FR
ij (t) = e−λ1tFij(t) , (55)

with Laplace transform FR
ij (s) = Fij(s+ λ1). Since the auxiliary process is stationary, Kemeny’s constant is

obtained as usual:

T =
1

N

∑
i

v
(1) 2
i 〈tRij〉 =

1

N

∑
`≥2

1

|λ` − λ1|
. (56)

If there is a huge hierarchy between transition rates and leakage rate, such that |λ1| � |λ`≥2|, the

difference between the two definitions, (53) and (56), is negligible. It should be emphasized that the mod-

ified Kemeny’s constant T is a meaningful quantity only when |λ1| � |λ`≥2| since the auxiliary Green’s

function (54) does not conserve probability as
∑
i (MR)ij 6= 0 in general. The largest eigenvalue governs

the leakage rate only when the leakage time is much longer than most of the transitions therefore in such

situation the subtraction |λ` − λ1|`≥2 has a meaning of mixing rates among the landscape.

4.3 Dynamical criticality

Adopting (53) for Kemeny’s constant, this expression reveals a trade-off between minimizing the MFPT and

minimizing decay rates. Decay rates cannot be made arbitrarily small, for otherwise they will result in a

large search time. To see this tension in detail, following [44] we will express (53) as a statistical average
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over possible realizations of the region.

In general, the decay rate κi of a metastable vacuum depends on its potential energy Vi as well as the

shape of the surrounding potential barriers. The dependence on Vi comes from various sources. An obvious

source is the 4-volume H−4 ∼ V −2 of the false dS vacuum. Another source is a systematic dependence on

the number of possible destination vacua as a function of V , as expected in a funneled landscape. Lastly,

gravitational corrections to the rate per unit volume depend on V , and are particularly significant for vacua

near MPl. In any case, denoting collectively by θi the parameters characterizing the potential barriers, we

can write

κi = κ(Vi, θi) . (57)

Furthermore, let us denote by ρ(V, θ) the underlying joint probability distribution for a given vacuum to

have potential energy V and barrier parameters θ. In the limit N � 1, the mean lifetime of dS vacua can

be approximated by a statistical average:

T '
∫

dV dθ κ−1(V, θ) ρ(V, θ) . (58)

Assuming for simplicity that the absolute height of a vacuum and the shape of the surrounding potential

barriers are uncorrelated, ρ(V, θ) ≡ ρ(V )ρ̂(θ), this simplifies to

T '
∫

dV κ−1(V )ρ(V ) , (59)

where κ−1(V ) ≡
∫

dθ κ−1(V, θ)ρ̂(θ) is the average lifetime of vacua with potential energy V . Provided ρ(V )

falls off sufficiently fast for large V , the behavior of T is controlled by the small-V portion of the integral.

Making the usual assumption that ρ(V ) is approximately uniform for V �M4
Pl [82], (59) simplifies to

T '
∫
Vmin

dV

M4
Plκ(V )

. (60)

The cutoff Vmin corresponds to the smallest positive vacuum energy achieved in the region. For a uniform

distribution, it is of order

Vmin ∼
M4

Pl

N
. (61)

We are interested in the scaling of T with N , in particular whether or not T diverges as N →∞. Clearly

this is controlled by the behavior of κ(V ) as V → 0. To maximize the lifetime of dS vacua, as required by

the measure, κ(V ) should vanish as V → 0, but it should do so sufficiently slowly that T remains finite or,

at worst, diverges slowly as N →∞. To illustrate this point, suppose for concreteness that κ(V ) tends to a

power law for V �M4
Pl ,

κ(V ) =

(
V

M4
Pl

)1+α

; α ≥ −1 . (62)

The lower bound on α implies that κ(V ) → 0 as V → 0, as favored by the measure. (Note that α <

−1 is forbidden, as it would entail that low-lying vacua have a lifetime shorter than one e-fold, which is

inconsistent.) Substituting this functional form into (60), the average MFPT is

T ∼


constant for −1 ≤ α < 0

logN for α = 0

Nα for α > 0 .

(63)

Thus for a given N � 1 the average MFPT exhibits a sharp growth around the critical value α = 0, which
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corresponds to

κcrit(V ) ∼ V

M4
Pl

. (64)

This case delineates between convergent and divergent average MFPT, and as such signals dynamical crit-

icality. A similar dynamical phase transition occurs in quenched disordered media, when the probability

distribution for waiting times reaches a critical power-law [83].

From a computational perspective, the critical case (64) represents a computational phase transition [59,

60] in how T scales with the effective moduli space dimensionality D ∼ lnN . As mentioned earlier, the

average MFPT in generic/glassy regions of the landscape is expected to diverge exponentially with N , and

therefore doubly-exponentially in D, which is consistent with the NP-hard complexity class of the general

problem [61]. The critical case corresponds to T scaling as logN ∼ D, and therefore polynomially in D.

Thus optimal regions correspond to special, polynomial-time instances of the general problem.

It is worth stepping back to highlight the physical significance of Tcrit ' logN . As mentioned at the

beginning of Sec. 4.2, if our sole concern were to minimize the MFPT to individual low-lying vacua, then

the answer would trivially be that the shortest possible MFPT is of order of a few e-folds, that is, ∼ O(N0).

But clearly this would require other vacua in the region to have a short lifetime of a few e-folds, which is

sub-optimal. The ideal compromise is achieved with an average MFPT of O(lnN), at least for low-lying

vacua (V � M4
Pl) in the region. (Vacua with potential energy close to the fundamental scale can of course

have much shorter MFPT.)

Translated to proper time, the critical decay rate (64) corresponds to vacua having an average lifetime

given by their dS Page time [44]:7

τcrit ∼
M2

Pl

H3
. (65)

In the context of slow-roll inflation, it has been shown that the dS Page time coincides with the phase

transition to slow-roll eternal inflation [89–91]. It also implies an upper bound on the maximum number

of e-folds that can be described semi-classically [92]. In pure dS space, it is interesting to note that the

coincident graviton 2-point function, 〈h2(x)〉 ∼ H3τ/M2
Pl, becomes O(1) around the Page time, signaling a

breakdown of perturbation theory. In any case, if our vacuum is part of an optimal region, then, taking the

observed CC as an input, this would predict an optimal lifetime for our vacuum of M2
Pl/H

3
0 ∼ 10130 years. As

mentioned earlier, this agrees to within ∼> 2σ with the Higgs metastability result [15]: τSM = 10526+409
−202 years.

4.4 Non-anthropic selection of a small cosmological constant

In this Section we argue that the early-time measure can favor vacua with the smallest positive CC in the

ensemble of regions, thereby possibly offering a non-anthropic solution to the CC problem.

First, consider the measure (43) for dS vacua. As argued in Sec. 4.1, the ever-hitting probability P∞i in

the downward approximation approaches unity in funneled regions of the landscape, where each dS vacuum

has at least one allowed downward transition. Meanwhile, as argued in Sec. 4.3, the average MFPT in

critical regions of the landscape is O(lnN) for vacua with V � M4
Pl. Therefore, within the ensemble of

optimal regions, it is clear that the measure is most sensitive to the decay rate κi. Marginalizing over barrier

parameters, as we did in Sec. 4.3, we can consider an average measure as a function of potential energy:

f(V ) ∼ 1

κ(V )T (V > 0) . (66)

7With black holes, the Page time is defined as the half-evaporation time [84]. Its dS analogue is obtained by
the Schwarzchild radius with the Hubble radius, and is motivated by the well-known similarities in causal and
thermodynamical properties between black hole and dS geometries, e.g., [85–88].
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Next, consider the measure (44) for AdS vacua. Clearly it is maximized for AdS vacua having a large

branching ratio (Tai ∼< 1) to dS vacua in optimal regions such that P∞i /〈ti〉 is optimized. Since we expect

realistically that a given AdS vacuum is connected to a few (i.e., O(N0)) dS vacua, we obtain

f(V ) ∼ 1

T (V < 0) . (67)

Ignoring any anthropic selection factor, the probability density dP/dV to measure vacuum energy V is

in general given by
dP

dV
∼ ρ(V )f(V ) . (68)

The first factor ρ(V ) is the underlying probability distribution of vacuum energy. The second factor f(V ) is

the cosmological measure, given above, which encodes the dynamics of eternal inflation. Assuming as before

that ρ(V ) is approximately uniform for |V | �M4
Pl [82], the vacuum energy probability density is controlled

by the measure:

dP

dV
=
N
T

 κ−1(V ) for V > 0 ;

1 for V < 0 ,
(69)

where N is a normalization constant. Notice that the distribution is generally asymmetric around V = 0,

which traces back to the asymmetry of lifetimes: AdS vacua crunch within an e-fold, whereas dS vacua can

be long-lived as V → 0. Moreover, as mentioned earlier, to maximize the lifetime of low-lying dS vacua κ(V )

should vanish as V → 0, hence dP/dV diverges as V → 0+. Depending on the rate at which κ(V ) vanishes,

this can favor a small and positive CC, as we now explain.8

Consider the power-law dependence (62), κ(V ) = (V/M4
Pl)

1+α, with α ≥ 0. The probability distribu-

tion (69) is regularized near V = 0 by having a finite number Ntot of vacua in our ensemble. To be clear, Ntot

is the number of vacua in all optimal funneled regions combined. Akin to (61), this sets a low potential

energy cutoff:

Λmin ∼
M4

Pl

Ntot
. (70)

We also impose a high energy cutoff of Λmax ∼M4
Pl, at which scale the assumption of a uniform distribution

and/or the semi-classical approximation breaks down. The normalized distribution for α > 0 is then

dP

dV
=

1

M4
PlTα


(
M4

Pl

V

)1+α

for Λmin ≤ V ≤M4
Pl

1 for −M4
Pl ≤ V ≤ −Λmin

, (71)

where Tα ' α−1
(
M4

Pl

Λmin

)α
is the average MFPT. It is easy to see that the probability of measuring a negative

vacuum energy is utterly negligible. Instead, the predicted 95% confidence range lies almost entirely on the

positive side:

1 ∼<
V

Λmin
∼< 201/α . (72)

This can account for the observed CC of ' 10−122M4
Pl if the total number of vacua in the ensemble of

funneled regions is within the range 1 ∼< 10−122Ntot ∼< 201/α. Note that the proposed solution to the CC

problem breaks down in the limit α→ 0. The probability distribution for the critical case α = 0 still favors

a positive CC, but it is only log-uniform.

8Some authors [93–98] have suggested that the underlying distribution ρ(V ) may itself peak around V = 0. If so,
this would reinforce this feature of dP/dV.
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It seems that we are required to have a huge number of vacua , Ntot > 10122. We stress that our argument

is very different from two well known stories. The first one assumes a uniform distribution of cosmological

constant and, as long as there is a large enough number of vacua, our vacuum is anthropic. We are certainly

not involving any anthropic principle in our analysis. The second well known story is mediocrity in which the

distribution of vacuum energy, without considering any dynamics, peaks at zero. The distribution derived

here folded in early dynamics which takes into account accessibility of landscape regions. It means that

vacua of small CC vacua are easily accessed early on but not necessarily dominate the landscape.

5 Early-time measure in Bousso-Polchinski flux landscapes

It is known that the string theory landscape is not entirely random. There are well-known regular structures,

such as vacua generated by flux compactification [99]. We will use the Bousso-Polchinski (BP) landscape [65]

as an illustration to capture some of the essence of the discussion in previous Sections.

The BP landscape is a field theory landscape with many vacua coming from flux compactifications. The

effective potential energy of each vacuum is given by

Veff = Λ0 +
1

2

D∑
i=1

g2
i n

2
i ; ni ∈ Z , (73)

where gi is the charge of the i-th quantum, ni is the number of flux units, and D is the total number of flux

directions. Therefore, the lowest-lying set of vacua form a funnel. The BP flux landscape is a valid effective

description below a certain scale, which translates to a field range within a radius

|φ| ≤ Rmax . (74)

This field range roughly corresponds to Veff remaining below the string scale. Beyond this field range one

expects that backreaction on the internal geometry and other effects may take over.

A flux transition between vacua, such that ni → ni + ∆ni, is caused by brane nucleation. The nucleation

rate is ∼ e−B . In the thin-wall, probe-brane approximation and ignoring gravitational effects, B is given by

B ∼ σ4

(∆V )
3 =

8σ4

g6
[∑D

i=1

(
n2
i − (ni + ∆ni)2

)]3 , (75)

where the brane tension is approximated by

σ ≈M4

(
D∑
i=1

g2
i∆n2

i

)1/2

. (76)

The scale M4, of order MPl, will be chosen such that the exponent B can be handled numerically. In an

effective potential describing the BP landscape, vacua are located at the lattice sites ~φ = {g1n1, . . . , gDnD}.
Thus we see that the brane tension is proportional to the field-space distance distance between vacua,

∣∣∆~φ
∣∣ =(∑D

i g
2
i∆n2

i

)1/2

.

In the numerical experiments below, we study a BP landscape region in D = 1, 2, 3, with

Λ0 = 10−2M4
Pl ; g2

i = g2 = 2× 10−6M4
Pl . (77)

Notice that all charges gi are the same, for simplicity, since qualitatively the lattice spacing along different
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directions does not affect the quantities of interest. The region is taken to be a ball of radius R < Rmax,

with

R = 8g . (78)

The environment surrounding the region consists of all flux vacua in the shell R ≤
∣∣~φ∣∣ ≤ Rmax. To account for

leakage into the environment, we include in the total decay rate of each vacuum in the region a contribution

from flux transitions to exterior vacua in the shell 8g ≤
∣∣~φ∣∣ ≤ 10g. (We have checked that further enlarging

the shell has negligible effect on the rates within the region.) Lastly, we choose the scale M4 in (76) such

that the wall tension for unit-flux transition is σ = 10−4M3
Pl.

5.1 Mean residency time and Kemeny’s constant

A first quantity of interest is the mean residency time 〈tesc〉, or mean escape time, of the funnel region,

defined in (33). Recall that our measure prefers a stable funnel with long residency time. As illustrated

in the left panel of Fig. 1, 〈tesc〉 decreases with field-space dimension D for regular lattices like the BP flux

vacua.

D
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Figure 1: The mean residency time 〈tesc〉 (left panel) and Kemeny’s constant T (right panel) as a function of the
number D of fluxes in a BP landscape region, described in the main text. The decrease in 〈tesc〉 and the growth in T
with increasing number of fluxes both favor small D.

There are two reasons behind the drop in escape time. The first reason is that adding an extra flux

direction introduces new up-tunneling paths of relatively less suppressed rate. To see this, recall from (14)

that the up-tunneling rate from a true (t) vacuum to a false vacuum (f) is related to downward rate by

κt→f

κf→t
∼ exp

[
24π2M4

Pl

(
1

Vt
− 1

Vf

)]
. (79)

(Since V �M4
Pl within the funnel region, the exponential factor is the dominant suppression factor for up-

tunneling.) Consider, for instance, up-tunneling from (n1, n2) = (4, 0) to (5, 0). In one dimension where n2

is frozen, the exponential factor in (79) is huge. When transitions in n2 are allowed, however, the zigzag-like

path (4, 0)→ (4, 1)→ (3, 3)→ (4, 2)→ (5, 0) is significantly less suppressed, since the exponential factor is

much smaller as the climb in potential is reduced in each step.

The second reason for the decline in escape time is due to the fact that there are many more of these

zigzag paths when extra flux directions are introduced. The phenomenon we observe here actually matches

that of a diffusion problem. It is well known that a random walker has higher tendency to diffuse outward
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from the origin in high dimensions.9

The right panel of Fig. 1 shows the modified Kemeny’s constant, defined in (56). (Because there is a large

hierarchy between transition rates and leakage rate, i.e., |λ1| � |λ`≥2|, the difference between (53) and (56)

is negligible.) We see that Kemeny’s constant, which quantifies the mixing time within the region, increases

slowly with D. Importantly, it does not grow exponentially, which reflects the ordered/funnel nature of the

BP region.

5.2 Ever-hitting probability, MFPT, and the new measure

Next we consider the new measure (43). As initial conditions, we choose for concreteness the initial distri-

bution to be given by the dominant eigenvector of M associated with the largest eigenvalue λ1:

pi = v
(1)
M i . (80)

Recall that v
(1)
M peaks for the longest-lived dS vacuum in the region, which in the BP lattice coincides with

the origin ~n = 0. Thus, with these initial conditions, accessing vacua further up in the funnel requires

up-tunneling. Below we will check that our results are fairly insensitive to the choice of initial distribution.

Figure 2 shows various observables for the BP lattice, plotted along a central line (n1, 0, 0) for different

number of fluxes D. We see that the ever-hitting probability P∞i (top left panel) and weighted MFPT 〈ti〉
(top right panel) both decreas with increasing D. Both trends are consistent with the aforementioned growth

in the number of up-tunneling paths with smaller suppression with increasing D. In higher D, random walks

can climb the funnel more quickly, resulting in shorter MFPT10, but there is a greater probability of escape,

resulting in a reduced ever-hitting probability. Notice that, whereas the MFPT to vacua near the boundary

decreases sharply with D, the MFPT to the vicinity of the bottom only slightly changes with D, as expected

given our initial conditions.

Meanwhile, the decay rates κi of different vacua (bottom left) grow with increasing D, as expected given

the increasing number of decay channels in higher D. These factors combine to give an early-time measure fi
(bottom right), defined in (43), which clearly decreases with increasing D. Early dynamics on BP landscapes

therefore prefer regions with low effective dimensionality.

We have checked that these conclusions do not strongly depend on initial conditions. Figure 3 compares

the ever-hitting probability (left) and MFPT (right) in D = 2 for the original, “dominant eigenvector”

distribution (blue curves), which peaks in the center, and an alternative distribution pi ∼ e~n
2/16 (orange

curves), which peaks on the boundary. Both ever-hitting probability and MFPT only show a small variation.

This confirms that our results are insensitive to the choice of initial distribution.

5.3 Implication of low dimensionality on particle spectrum

The above analysis has established that regular landscape lattices with fewer field-space dimensions have

longer escape time (stability), smaller Kemeny’s constant (shorter mixing time), higher ever-hitting probabil-

ity (accessibility), and overall higher early-time measure. Thus, regions with small field-space dimensionality

are accessed quickly, and the space-time volume they occupy grows at a faster rate. In what follows we will

explore the consequences for the number of light moduli and the effective dimensionality of moduli space.

9A classic result in random walk theory is Pólya’s theorem [100], which states that simple random walks on the
integer lattice Zd are recurrent (the ever-return probability to the starting node is 1) for d ≤ 2, and transient for d > 2
(the ever-return probability is < 1).

10Note that this is not in contradiction with the slow growth in Kemeny’s constant shown in Fig. 1. The point is
that 〈ti〉 is defined in (41) with an additional weighing factor of P∞

i . The decrease in P∞
i with D overwhelms the

slow growth in the pairwise MFPT’s 〈tij〉.
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Figure 2: The weighted ever-hitting probability P∞
i (top left), weighted MFPT 〈ti〉 (top right), decay rate κi (bottom

left), and early-time measure fi (bottom right) for a few values of D, both plotted along the line (n1, 0, 0).

It is well-known that the string theory landscape is fundamentally of high dimensionality, due to a vast

number of moduli fields, such as the complex structure moduli and Kähler moduli. It stands to reason,

however, that if potential barriers are high enough to suppress tunneling along certain directions, then this

would have the effect of reducing the effective field space dimensionality in the low energy theory. Thus it is

natural to expect that a large enough tunneling action also imposes constraints on the local curvature of the

potential around a vacuum. We demonstrate this below with two familiar potentials, both within a natural

range of parameters.

In order to suppress tunneling to along some field directions, the bounce action should be bounded below,

B > B0 , (81)

where B0 � 1. In a high-dimensional moduli space, the bounce solution to a nearby vacuum in general

traces a complicated path in field space. Whatever this path may be, it minimizes the Euclidean action,

hence any one-dimensional path (say along a mass eigenstate) will necessarily have higher action, call it B1d.

That is,

B1d > B > B0 . (82)

The key point is that B1d satisfies the same lower bound as the actual bounce action. Explicitly, in the

thin-wall approximation and ignoring gravitational effects, we have the usual expression,

B1d =
27π2σ4

0

2ε3
, (83)
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Figure 3: The ever-hitting probability P∞
i (left) and MFPT 〈ti〉 (right) for the dominant-eigenvector initial distri-

bution pi = v
(1)
M i (blue curves), which peaks at the center, and for an alternative distribution pi ∼ e~n

2/16 (orange
curves), which instead peaks on the boundary. These are for D = 2 and once again plotted along (n1, 0, 0).

where ε is the difference in vacuum energy, and σ0 is the domain wall tension

σ0 =

∣∣∣∣∣
∫ φ?

φf

dφ
√

2 (V (φ)− Vf)

∣∣∣∣∣ . (84)

Here φ? denotes the field value on the other side of the barrier where V (φ?) = Vf . Since we generally expect ε

to be of the same order in all field directions, we focus our attention on σ0.

The first type of one-dimensional potential to consider naturally is the familiar symmetry-breaking po-

tential

V (φ) =
λ

4

(
φ2 − m2

2λ

)2

+O(ε) , (85)

where m is the mass at the minimum. The domain wall tension (84) in this case gives σ0 = m3

3λ . Since the

coupling λ is typically ∼< O(1) number, the lower bound B1d > B0 translates to a lower bound on the mass

along this field direction:

m >

(
3λB0

π2

)1/12

ε1/4 . (86)

The second type of single-field potential is the axionic-type potential:

V (φ) = m2f2

(
1− cos

φ

f

)
+O(ε) . (87)

where m and f are the axion mass and decay constant, respectively. Such potentials naturally appear in

low energy theories from string compactifications [101], as well as in particle physics to describe pseudo

Nambu-Goldstone bosons. The wall tension in this case is σ0 = 8f2m. The lower bound B1d > B0 then

implies

m >
1

8f2

(
εB0

27π2

)1/4

∼>
1

8M2
Pl

(
εB0

27π2

)1/4

, (88)

where in the last step we have used the expectation that f ∼< MPl in string theory [102].

The message is clear. Suppressed tunneling rates, or equivalently large bounce actions, along certain

field directions translate to large scalar masses, as (86) and (88) show. This in turn reduces the effective
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dimensionality of moduli space. Early dynamics in the landscape favors regions with low effective field

space dimensions. As illustrated by the examples above, these regions are likely to have a hierarchical mass

spectrum with few light scalars.

6 Conclusions

In a situation like eternal inflation where our data is replicated at (infinitely-many) other space-time events,

it is necessary to make a prior assumption about our location within the multiverse to extract physical

predictions [42, 43]. The principle of mediocrity, traditionally assumed in approaches to the measure problem,

corresponds to a uniform prior. This assumption entails that we live at asymptotically late times in the

unfolding of eternal inflation, when the relative occupational probabilities of different vacua has settled to a

near-equilibrium distribution. But it is also possible that we are typical of a more restricted class of observers

in the multiverse.

In this paper, building on earlier work [44–46], we have studied the implications of a simple, yet powerful,

alternative to the principle of mediocrity, namely that we exist during the approach to equilibrium, i.e., at

times much earlier than the exponentially-long mixing time for the landscape. This is motivated by the

near-criticality of our universe, embodied by Higgs metastability and the weak hierarchy and CC problems.

Indeed, in the natural world, non-equilibrium (open, dissipative and slowly-driven) systems are generically

found at criticality, a phenomenon known as “generic scale invariance” [103]. It is natural to envision that

the near-criticality of our universe is similarly related to non-equilibrium critical phenomena in landscape

dynamics.

In the approach to equilibrium, we are most likely to reside in habitable vacua that are easily accessed

under time evolution. This translates to a search optimization problem: accessible vacua reside in optimal

regions of the landscape where vacuum transitions are efficient. Using first-passage statistics, which are

tailor-made for the problem of interest, we argued that vacua that maximize their volume have maximal

ever-hitting probability, minimal MFPT, and minimal decay rate. These three requirements can be succinctly

captured by a dimensionless quantity, which we take as a working definition of an early-time measure.

The idea that we live at early times is a predictive guiding principle, with many phenomenological

implications that are distinct from the standard quasi-equilibrium approach. The first implication is that

our vacuum lies deep in a funneled region, akin to the folding energy landscapes of proteins. A second

implication is that optimal regions are characterized by vacua that are relatively short-lived, with lifetimes of

order their dS Page time. For our vacuum, taking the inferred CC as input, this time scale is ∼ 10130 years,

which is surprisingly consistent with the SM lifetime estimate. This offers a natural explanation for the

inferred metastability of the electroweak vacuum. A third implication is the distribution of vacuum energies

within funneled regions, which favors small-CC vacua. This can offer a non-anthropic solution to the CC

problem, provided there are sufficiently many vacua in the entire ensemble of funnels.

Lastly, by considering the concrete example of BP flux lattices, we uncovered yet another key implication:

the early-time measure favors regular landscape lattices with the fewest number of flux dimensions. In terms

of the moduli space, this means that potential barriers must be high enough to suppress tunneling along

certain directions, which effectively reduces the field space dimensionality in the low energy theory. Thus,

this favors compactifications with a large hierarchy between the lightest modulus, controlling transitions

between vacua, and all other Kähler and complex structure moduli.

The framework developed here offers many future directions that we plan to pursue:

• In a forthcoming paper, we will study the possibility that the approach to equilibrium in landscape

dynamics exhibits a directed percolation phase transition [104] — the paradigmatic non-equilibrium

critical phenomenon. Preliminary results show that the early-time measure peaks near the percolation

threshold, which would imply that optimal regions are poised at directed percolation criticality.
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• Another enticing direction pertains to the effective dimensionality d of space-time. A straightforward

calculation shows that, for fixed potential and Planck scale, the tunneling action for CDL and Hawking-

Moss instantons grows with d. Thus, fast transition rates, as favored by the early-time measure, favors

small d. This may offer a novel mechanism to explain the low dimensionality of our universe.

• It will be fascinating to further explore the implications of our residing in a funnel, capitalizing on

the vast body of work in protein folding. Indeed, the problem of optimizing the accessibility of low-

energy states in complex energy landscapes is a problem that Nature has already solved for us! From

a network perspective, it has been shown [105, 106] that the funneled energy landscapes of simple

proteins exhibit properties shared by many other “real-world” networks, in particular scale-free degree

and clustering coefficient distributions, as well as the small-world property.
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A First-passage statistics

In this Appendix we collect some results of first-passage statistics.

A.1 Single-target first-passage time (MFPT)

We begin with a derivation of an alternative expression for the MFPT, 〈tji〉 ≡ Tji, which is valid whenever

the region can be approximated as having no leakage and no terminals. That is, this applies for closed,

dS-only regions.

Let PF
ji(t) be the probability that a random walker starts from node i and visit node j for the first time

at time t. Since there is no leakage or terminals, probability is conserved, and it is easy to see that PF
ji(t)

can be calculated as

PF
ji(t) = 1−

[
êN−1 eM

(j)t
]
i
, (89)

where êN−1 = (1, . . . , 1) is the (N − 1) row vector with all elements being 1, and M (j) is defined as the

submatrix of M without the j-th row and column. In particular, M (j) governs all the transitions that do not

enter node j. Obviously the first passage density is evaluated as Fji(t) = d
dtP

F
ji(t) therefore the MFPT Tji

can be derived as

Tji =

∫ ∞
0

dt t
d

dt
PF
ji(t) = −

[
êN−1

(
M (j)

)−1
]
i

. (90)

To be clear, êN−1

(
M (j)

)−1
is itself an (N − 1) dimensional row vector, whose ith component is extracted to

obtain Tji.

A.2 Two-target first-passage time

Next, we generalize the above derivation to obtain the two-target search time, once again neglecting leakage

and terminals. Let PF
jk,i(t) be the probability that a random walker starting from i has visited both j and k

for the first time at time t, with i 6= j, k. To find the mean first visit time Tjk,i from i to the (j, k) pair, we
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first consider the probability that the random walker has never visited (j, k) at time t. It is given by∑
l

[
eM

(jk)t
]
li

=
[
êN−2 eM

(jk)t
]
i
, (91)

where êN−2 = (1, . . . , 1) is the (N − 2) row vector with all unit entries, and M (jk) is the submatrix of M

without the j-th and k-th rows and columns. Therefore, from the vein diagram PF
jk,i(t) is given by

PF
jk,i(t) = PF

ji(t) + PF
ki(t) +

[
êN−1 eM

(jk)t
]
i
− 1. (92)

Then Tjk,i is easily evaluated,

Tjk,i = −
[
êN−1

(
M (j)

)−1
]
i

−
[
êN−1

(
M (k)

)−1
]
i

+

[
êN−2

(
M (jk)

)−1
]
i

= Tji + Tki +

[
êN−2

(
M (jk)

)−1
]
i

. (93)

One should keep in mind that i 6= j, k.

Without loss of generality, let us set j = 1 and k = 2. It turns out T12,i can be written solely in terms of

the single-target MFPTs T1i, T2i, T12 and T21:

T12,i =
T1iT12 + T2iT21 + T12T21

T12 + T21
. (94)

It is identical to the result of discrete time Markov process [107] but the proof from discrete time version

does not apply directly to the continuous time Markov process. To prove this, first rearrange the identity in

the following form

T12,i

(
T12 + T21

)
= T1iT12 + T2iT21 + T12T21 , (95)

which means, using (93), that what we need to show is

T1iT21 + T2iT12 +
(
T12 + T21

) [
êN−2

(
M (12)

)−1
]
i

= T21T12 . (96)

To do so, write M (1) and M (2) explicitly as

M (1) =

(
a1 u1

v1 M (12)

)
; M (2) =

(
a2 u2

v2 M (12)

)
. (97)

where u1 and u2 are (N − 2)-dimensional row vectors, while v1 and v2 are column vectors of the same

dimensionality. The inverses are given by(
M (1)

)−1

=

(
Q1 −Q1u1W

−Wv1Q1

(
1+Wv1Q1u1

)
W

)
;(

M (2)
)−1

=

(
Q2 −Q2uW

−Wv2Q2

(
1+Wv2Q2u2

)
W

)
(98)
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where W ≡
(
M (12)

)−1
and Q ≡ (a− uWv)

−1
. From these inverses one can compute MFPTs using (90),

T12 =
(
− 1 + êN−2Wv1

)
Q1, ;

T21 =
(
− 1 + êN−2Wv2

)
Q2 ;

T1i =
(
1− êN−2Wv1

)
Q1u1W − êN−2W = −T12u1W − êN−2W ;

T2i =
(
1− êN−2Wv2

)
Q2u2W − êN−2W = −T21u2W − êN−2W . (99)

Meanwhile, since there is no leakage and no terminals, the sum of any column of M vanishes, that is

Mii = −∑j 6=iMji. This condition can be expressed as

u1 + u2 + êN−2M
(12) = 0 =⇒ u1W + u2W = −êN−2 . (100)

With (99) and (100) at hand we are ready to evaluate T21T1i + T12T2i:

T1iT21 + T2iT12 = −T21T12u1W − T12T21u2W − (T12 + T21)êN−2W

= T21T12êN−2 − (T12 + T21)êN−2W . (101)

Recalling that W =
(
M (12)

)−1
, this is recognized as (96). Thus we have proven the relation (94).

A.3 Three-target first-passage time

For completeness, we note that by following the same logic, it is straightforward to show that the three-target

search time T123,i is given by:

T123,i = T12,i + T13,i + T23,i − T1i − T2i − T3i −
[
êN−3

(
M (123)

)−1
]
i

, (102)

where M (123) is the matrix without the first, second and third columns and rows. Furthermore, using the

above techniques one can show that[
êN−3

(
M (123)

)−1
]
i

=
R13,2R23,1R12,i +R12,3R23,1R13,i +R13,2R12,3R23,i −R13,2R23,1R12,3

R13,2R23,1 +R12,3R23,1 +R13,2R12,3
, (103)

where

Rjk,i =

[
êN−3

(
M (jk)

)−1
]
i

=
TjkTkj − TjkTki − TkjTji

Tjk + Tkj
. (104)

Therefore we see that the three target search time can be expressed solely in terms of single-target first-

passage times, although the full expression is quite lengthy.

This procedure can be generalized to compute the n−target search time. It is easy to deduce that the

general n−target search time can be similarly expressed in terms of single-target first-passage times. The

average time to visit every node in a region is known as the cover time [108].

A.4 Escape time for a particular region

Following the logic of the above section, we can derive an expression for the escape time from a particular

subset of nodes Ω. The probability that the random walker has never escaped Ω at time t, or survival

probability, is given by

P S
j∈Ω(t) =

[
ê eMΩt

]
j
. (105)
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where MΩ is the submatrix of M that consists of rows and columns in Ω only, while ê is the unit-entry vector

of corresponding dimensionality. It is then straightforward to evaluate the escape time from any node j ∈ Ω:

tesc
j = −

∫ ∞
0

dt t
d

dt
P S
j∈Ω(t) =

[
−êM−1

Ω

]
j

= −
∑
i∈Ω

M−1
ij . (106)

This proves (32).

A.5 Leaking region: ever hitting probability and first-passage statistics

Our next result is a derivation of the ever-hitting probability P∞kj for some node k ∈ Ω, starting from any

other node j ∈ Ω, allowing for leakage out of the region Ω. Specifically, suppose that Ω is in contact with an

environment S, such that there is leakage from Ω to S but no influx from S to Ω. In other words, a random

walker starting in Ω can escape the region but never re-enter. The transition matrix from the whole system

is then given by

M =

(
MS L

0 M

)
(107)

where M and MS represents transitions within Ω and S, respectively, while L encode the leakage from Ω

to S. As a special case, if all nodes within S are terminals, then MS = 0.

To derive the ever-hitting probability P∞kj , with j, k ∈ Ω, note that∑
i

[
eM

(k)t
]
ij

: probability of not having visited node k ∈ Ω by time t , (108)

where, as before, M(k) denotes the transition matrix without the k-th row and column. The sum is over

all nodes ∈ Ω ∪ S, which accounts for the fact that the walker may have stayed in Ω but not reached k by

time t, or escaped to S some time earlier. Thus the ever-hitting probability is given by

P∞kj = 1− lim
t→∞

∑
i

[
eM

(k)t
]
ij
. (109)

To evaluate this, note that(
M(k)

)n
=

(
MS L(k)

0 M (k)

)n
=

(
Mn
S

∑n−1
m=1M

n−1−m
S L(k)

(
M (k)

)m
0

(
M (k)

)n )
. (110)

It follows that, if j is a node in Ω, we have∑
i

[
eM

(k)t
]
ij

=
∑
i∈S

[
L(k)

(
M (k)

)−1 (
eM

(k)t − 1
)]

ij

+
∑
i∈Ω

[
eM

(k)t
]
ij
, (111)

where we have used
∑
i∈SMSij = 0. Since M (k) only has negative eigenvalues, as it represents a leaking

region, we have limt→∞ eM
(k)t = 0, and hence

lim
t→∞

∑
i

[
eM

(k)t
]
ij

= −
∑
i

[
L(k)

(
M (k)

)−1
]
ij

. (112)
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Substituting into (109) gives the desired result for the ever-hitting probability,

P∞kj = 1 +
∑
i

[
L(k)

(
M (k)

)−1
]
ij

= −
∑
` 6=k

Mk`

(
M (k)

)−1

`j
, (113)

where in the last step we have used
∑
a∈A L

(k)
a` +

∑
i∈ΩM

(k)
i` = −Mk`.

A.6 dS-only proxy region

Consider the proxy dS-only region discussed in Sec. 4.2. In this Section we prove the inequality (48) relating

first-passage densities with and without terminals. As in Sec. 4.2, dS-only variables are denoted by hats.

First note that the dS-only first-passage density F̂ij satisfies, in the downward approximation, the dS-only

equivalent of (24):

F̂ij(s) '
(
1− T̂ (s)

)−1

ij
; T̂ij(s) =

κij
s+ κ̂j

. (114)

Notice that κij is the same with or without terminals because it is a dS→ dS transition rate, whereas κ̂j 6= κj
because of decay channels into terminals. Indeed, since κ̂j ≤ κj , this implies

T̂ij(s) ≥ Tij(s) , (115)

and therefore

Fij(s) ≤ F̂ij(s) . (116)

By similar reasoning, it is straightforward to establish inequalities for all moments of the first-passage density,

0 ≤ (−1)n
dnFij(s)

dsn

∣∣∣∣
s=0

≤ (−1)n
dnF̂ij(s)

dsn

∣∣∣∣∣
s=0

; n = 0, 1, 2, . . . (117)

Therefore, the difference F̂ij(s)− Fij(s) is a completely monotone function, and it follows that

Fij(t) ≤ F̂ij(t) . (118)

This proves (48).
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