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ECG Analysis: A New Approach in Human 

Identification 
Lena Biel, Ola Pettersson, Lennart Philipson, and Peter Wide 

Abstract-In this paper, a new approach in human identifica­
tion is investigated. For this purpose, a standard 12-lead electro­
cardiogram (ECG) recorded during rest is used. Selected features 
extracted from the ECG are used to identify a person in a prede­
termined group. Multivariate analysis is used for the identification 
task. 

Experiments show that it is possible to identify a person by fea­
tures extracted from one lead only. Hence, only three electrodes 
have to be attached on the person to be identified. This makes the 
method applicable without too much effort. 

Index Terms-Data fusion, electrocardiogram (ECG), feature 
extraction, human identification, multivariate analysis. 

I. INTRODUCTION 

A. Background 

A
UTOMATIC human identification has potential applica­

tions in many different areas where the identity of a person 

needs to be determined. In security systems, e.g., an authoriza­

tion check at a door, different approaches could be used. The 

easiest way could be using a code lock [ 1 ]. To reach a higher se­

curity level, more complex systems are needed. Specific features 

from the human must be selected to recognize a person. A lot 

of work has been done on human face identification [2]. These 

methods need a high-resolution computer vision system. Here, 

facial features, generally anthropometric face structures, are col­

lected. Other methods used in this area include voice recogni­

tion [3], palm recognition [4], and, the most common, finger 

print identification. The eye also contains specific features in 

both the retina and iris [5]. 

In virtually all of the above-mentioned identification 

methods, the person has to go to a special place. The person 

must put his hand or thumb in a scanner, his eye near a vision 

system, speak in to a microphone. etc. It is very difficult to 

implement the methods for identification on moving humans. 

In this paper, we will investigate a new approach for human 

identification, namely electrocardiogram (ECG) analysis. 

B. ECG 

ECG [6] is a method to measure and record different elec­

trical potentials of the heart. Willem Einthoven developed the 

ECG method in the early 1900s. The origin of the electrical 

activity measured by ECG is in the muscle fibers of different 
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Fig. I. Elements of the ECG-complex. 

parts of the heart. The ECG may roughly be divided into the 

phases of depolarization and repolarization of the muscle fibers 

making up the heart. The depolarization phases correspond to 

the P-wave (atrial depolarization) and QRS-wave (ventricles 

depolarization). The repolarization phases correspond to the 

T-wave and U-wave (ventricular repolarization). The elements 

in the ECG-complex are shown in Fig. 1. The ECG is measured 

by placing ten electrodes on selected spots on the human 

body surface. Six electrodes are placed on the chest, and four 

electrodes are placed on the extremities. 

For regular ECG recordings, the variations in electrical po­

tentials in 12 different directions out of the ten electrodes are 

measured. These 12 different electrical views of the activity in 

the heart are normally referred to as leads. The 12leads are made 

up of three bipolar and nine monopolar leads. The three bipolar 

leads are the electrical potentials between the right and left arm 

(lead I). the right arm and left foot (lead II), and between the 

left arm and left foot (lead III). For the monopolar leads, four 

different artificial reference points are constructed. These refer­

ence points are the average of the signals seen at two or more 

electrodes [7]. Using these reference points, the potentials ap­

pearing on the left arm (aVL), the right arm (aVR), the left foot 

(aVF). and on the six chest electrodes (V1-V6) are measured. 

The right foot is normally used for grounding purposes only. 

In the past. there have been many approaches to automatically 

generate diagnostic ECG classification based on the 12-lead 

electrocardiogram. Both statistical methods and artificial neural 

networks have been used [8]-[11]. 

II. MEASUREMENT MODEL 

The information in the measured heart signal is processed in 

three steps 

1 ) the ECG equipment; 

2) feature selection; 

3) soft independent modeling of class analogy (SIMCA). 
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the digitalized signal, 30 features are generated by the 

equipment (see Section IV -A for details). All these fea­

aures are normally used for help with clinical diagnoses. 

In ~tep two. the amount of data is reduced when specific fea­

are selected. Motivation of these selections is further de­

under Analysis in Section IV. 

Classification is made, in the third step. using SIMCA. In 

to use the SIMCA classifier for identification of a partie­

subject. the model has to be "taught" the specific features 

the subject. This is accomplished by presenting a set of mea­

surements for each subject to the classifier. Based on these data 

sets. a statistical model for each person is constructed. Thus a 

pup of statistical models is built and stored. 

Once this training process is done, the SIMCA classifier can 

be presented new ECG data from one randomly selected person 

belonging to the original group of subjects. The SIMCA classi­

fier then picks the person providing the best match in the group 

IS output. 

III. EXPERIMENTS 

All measurements are done with 12-lead rest ECG recordings 

which are composed of six limb leads and six chest leads. 

It has been shown that the variation in positioning of the chest 

· electrodes will cause differences in the diagnosis of a disease 

[12]. The average difference in electrode placement on the chest 

is 3 em. As shown, the placement of chest electrodes is impor­

tant for diagnostics, and the same assumption has been made 

for tJerson identification. The chest electrodes were, therefore. 

removed and replaced to start a new measurement. Since the 

placement of the limb electrodes is not as critical, they were not 

·· removed between the measurements. 

The measurements in the experiment have been done as fol­
lows: 

l) The ten electrodes were placed on the person to be iden-

tified. 

2) The person was allowed to rest for a while. 

3 l An ECG recording was done. 

4) The chest electrodes were removed. 

5) The chest electrodes were replaced on the person. 

6) The procedure was repeated from step 2 between four and 

ten times. 

ECG measurements have been done on 20 persons. The ages 

the persons vary between 20 to 55 years old. Both women 

men have been participating in the experiment. For a minor 

ten ECG measurements have been done. For the rest of 

group, four or five ECG measurements were done. All mea­

IIW·ernlents are done within a time period of six weeks. 

Three operators have been involved in placing the electrodes. 

insure that the operator who places the electrodes does not 

the classification, all three operators have been involved 

. $he measurements on some persons. This showed that it is 

possible to distinguish a person depending on who has per­

the ECG measurem"'nt. 

Heart Signal Feature Selection 

Fig. 2. Measurement model. 
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Fig. 3. Features used for classification. 

IV. ANALYSIS 

A. Feature Selection 

809 
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The equipment used for the measurements is a SIEIVIENS 

Megacart. The information from the SIElVIENS ECG is trans­

ferred and converted to a usable format. The results from the 

conversion will be 360 (30 x 12 leads) features for each person 

to be identified. The features delivered from this device are de­

fined in Appendix A. 

Calculation of the correlation matrix shows a strong correla­

tion between the different leads for a specific feature. The first 

reduction is to use data only from the chest leads or limb leads. 

Tests have shown small differences between using the limb leads 

and the chest leads. The reason for choosing the limb leads 

is that it is easier to attach the corresponding electrodes com­

pared to the chest leads. Usage of just limb leads will reduce the 

number of features to 180. 

The reason why "limb I" has been chosen for further feature 

reduction is the simplicity of electrode attachment. One limb 

lead requires that only two electrodes plus one ground electrode 

are placed on a person. 

To reduce the amount of information further, the correlation 

matrix is studied again. Features with a relatively high corre­

lation with other features are removed. This will reduce the 

number of features to 12. After that, the reduction must be based 

on tests. One possible feature set is defined in Fig. 3. This set 

will be used together with the T morphology. 

B. Classification 

The method used to classify persons is SIMCA [13). The 

SIMCA model will find similarities between test objects and 

classes rather than find identical behavior. The first step in 

SIMCA modeling is to build a principal component analysis 

(PCA) [13] model for each class. PCA is a mathematical 

transform which is used to explain variance in experimental 

data. The data matrix consists of a nu~ber of experiments, each 

consisting of a number of variables (values). PCA decomposes 
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Fig. 4. PCA score plot using all data and features. 
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Fig. 5. PCA score plot using all data and 10 features. 
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the data matrix into latent variables, which, successively, 

account for as much variance as possible. The score vectors 

describe the direction of the principal components in relation to 

the observations. A score plot shows the relations between the 

observations, or experiments. Clusters of observations can be 

indicating classification properties. PCA is also a method for 

data reduction [14), [15). 

Eighty-five measurement sets have been used for building 

models of the 20 different classes. Depending on how many 

m4 
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measurements have been done on each person, the training set 

will vary. 

When the training set and the different classes are known, su­

pervised training [13) can be used. Otherwise, the classes must 

be identified by pattern recognition. 

The classification test set consists of 50 samples. The number 

of samples per person will vary depending on the number of 

measurements that have been done on each person. The results 

are calculated with a significance of 5%, which means there is 
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TABLE I 
CLASSIFICATION RESULTS 

No. of features No. of correct classified 

(tot) 

360 49 (50) 

180 (chest leads) 49 (50) 

180 (limb leads) 49 (50) 

30 (I lead) 49 (50) 

21 (zeros removed) 49 (50) 

12 49 (50) 

10 I 50 (50) 

7 45(50) 

a 5% risk that the object will fall outs.ide the class even if it 

belongs to it. 

V. RESULTS 

The l>CA score plot can be used to interpret differences and 

similarities among the data samples. Fig. 4 shows a PCA score 

plot where all features are used. Both training and testing data 

are included in the plot. Each label corresponds to a measure­

ment series. It is easy to see a number of classes in that plot. In 

Fig. 5, a PCA plot is shown when using all samples, but only ten 

features per sample. In this case, the classification properties are 

more difficult to distinguish. 

The classification test procedure is performed as described in 

the previous chapter. The results are shown in Table I. The num­

bers of correct classifications are the same, independent of using 

360 features or 21 features from one lead. We conclude that the 

ECG measurement contains a lot of redundant information. The 

misclassified sample in the measurements will vary between the 

tests; it is not a specific sample that is difficult to classify. This 

implies that each individual may have a feature making the mea­

surement easy to classify if it is used in the classification pro­

cedure. Reducing the overall features will create new types of 

features to be used, and, therefore, the connections to the fea­

tures are individually suited to the classification algorithm. The 

best results are found using ten features specified in Fig. 3. Re­

ducing the number of features more will increase the number of 

misclassified samples. The sample must consist of contradictory 

features when they are used for classification. That is probably 

the reason why the best results are found for these ten features. 

VI. CONCLUSIONS AND FuRTHER WORK 

A new approach in human identification is presented. This 

approach, namely ECG analysis, is showri to make It possible 

to identify persons from a predetermined group, e.g., a team 
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TABLE II 
ALL THE 30 FEATURES DELIVERED FROM THE SIEMENS MEGACART 

!'1/o. Fratures 

I P wave onset 

2 P wave duration ( ms) 

3 QRS wave onset 

4 QRS wave duration ( ms) 

5 Q wave duration ( ms I 

6 R wave duration (ms) 

7 S \\ave duration (msl 

8 R · "ave durahon 1 ms I 

9 s· wave duration (ms) 

10 P• wave durat1on (ms) 

II QRS wave deflection (ms) 

12 P+ wave amp~tude (J..V) 

13 p. wave amplitude (~V) 

14 QRS wave peak to peak amplitude(~ V) 

15 Q wave amplitude(~ V) 

16 R wave amplitude (~V) 

17 S wave amplitude(~ V) 

18 R' wave amplitude (~V) 

19 S' wave amplitude (~ V) 

20 ST segment amplitude (~ V) 

21 218 ST segment amplitude (~ V) 

22 3/8 ST segment amplitude (~V) 

23 T~ wave amplitude (~V) 

24 T- wave amplitude(~ V) 

25 QRS wave area (~V • ms) 

26 T wave morphology [·2,2] 

27 R wave notch existence 

28 Delta wave confidence [0.1 OOJ% 

29 ST segment slope [·90.90] deg 

30 Twave onset 

of operators in an industry. The tests are done with a standard 

12-lead rest ECG. This preliminary analyzed result shows that 

only orie lead is enough to identify a person. 

Further work will be to investigate how the ECG will vary 

over a longer time period and if it will affect the possibility to 

identify a person. Other interesting aspects are to investigate the 

effect of the person's normal working activities on the ECG. It 

would also be of interest to analyze if the proposal ECG mea­

surement can give information about the person's state, i.e., how 

stressed an operator is, his/her overall physical health, etc. 

i, 
I 
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APPENDIX A 

Table II shows all 30 features delivered from the Siemens 

megacart. 
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