
accurate modelling at high frequencies, as a lumped-element 
approximation of the frequency response of the device is not 
necessary. 
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ECG DATA COMPRESSION BY SUB-BAND 
CODING 

Indexing terms: Data compression, Coding, Biomedical elec- 
tronics 

A data compression technique is presented for discrete-time 
electrocardiogram signals. The single lead electrocardiogram 
signal is decomposed into several multiresolution subsignals 
by using a quadrature mirror filter bank. The resultant sub- 
signals are compressed according to their frequency contents 
using various coding methods, including a discrete cosine 
transform based technique and pulse code modulation with 
variable length coding. Compression ratios as high as 5.1 are 
obtained without introducing any visual distortion. 

Introduction: Computerised electrocardiogram (ECG) pro- 
cessing systems have been widely used in ECG analysis.’.2 
The discrete-time ECG compression has become a necessity 
for many reasons. These include reducing the memory space 
in ECG data bases, reducing the transmission period of real 
time ECGs over telephone networks and increasing the 
recording time of the ambulatory devices. 

Current data compression techniques for ECG signals can 
be classified as predictive coding (e.g. DPCM) methods and 
transform coding methods (see Reference 3 for an extensive 

survey of these methods). We present a sub-band coding based 
compression scheme for ECG signals. The ECG signal is split 
into subsignals by using a quadrature mirror filter bank in a 
tree structured fashion. 

Sub-band coding has been successfully applied to speech4 
and image ~ o d i n g . ~ . ~  In the coding of sub-band signals, 
advantage is taken of the nonuniform distribution of energy in 
the frequency domain to judiciously allocate the bits to rep- 
resent the sub-band signals. In our method the subsignal with 
the lowest frequency content is encoded by using a discrete 
cosine transform (DCT) based compression scheme’ and the 
other subsignals are quantised using deadzone quantisers. The 
resulting data is coded using runlength coding of zero valued 
samples and variable length coding of the nonzero samples. 

Description of procedure: Quadrature mirror filter bank 
(QMFB) is one of the building blocks used in multirate signal 
processing. It finds applications in situations where a discrete- 
time signal is to be split into a number of consecutive bands in 
the frequency domain. This division into frequency com- 
ponents removes the redundancy in the input and has the 
advantage that the number of bits used to encode each fre- 
quency hand can be different, so that the encoding accuracy is 
always maintained at the required frequency bands. 

The whole structure that is used to compress ECG signals is 
shown in Fig. 1. The single lead ECG signal is decomposed 
into four subsignals by using a Q M F  bank in a tree structured 
fashion and resulting stages of the tree are decimated by a 
factor of two. In the absence of quantisation errors, a Q M F  
bank based tree structure provides perfect reconstruction, i.e. 

fin) = x(n - K) K an integer (1) 

where fin) is the output and x(n)  is the input of the QMFB. 
This is because of the fact’ that the lowpass, H,(w), and the 
high pass filter, Hh(w) satisfy the following condition: 

I H i m )  l2 + I Hdw) I’ = 1 (2) 

During the preprocessing of DI lead ECG data sampled at 
500Hz, it is observed that the energy of the ECG signals is 
highly concentrated at frequencies less than 62.5 Hz. Hence, at 
least a four frequency band filter bank is necessary. Each sub- 
band is then encoded according to criteria that are specific to 
that band. ECG waveforms depict that all the three bands 
except the lowest frequency band have noise-like variations, 
therefore they are coded using uniform quantisers. After quan- 
tisation, a code assignment procedure is realised using ampli- 
tude and runlength lookup tables which are derived by 
variable length coding from the histograms of quantised suh- 
band signals. 

Transform coding was used in Reference 9 to compress 
discrete-time ECG signals. In our method we use a discrete 
cosine transform (DCT) based transform coding method to 
compress the sub-band signals with lowest frequency content. 
It is observed that the ECG signal energy is mainly concen- 
trated in the lowest frequency band. Because of this, the 
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lowband signal has to be carefully coded. The high correlation 
among neighbouring samples makes the lowband signal a 
good candidate for efficient predictive or transform coding. 
We have chosen to use DCT in view of the known eficiency 
of transform codes. 

The DCT of a data sequence x(n), n = 0, 1, . . ., (N - 1) is 
defined as 

k = 1, 2, ..., ( N  - 1) 2 N - 1  (2n + 1)kn 1 x(n) cos ~ 

“=O 2N G(k) = (4) 

where G(k) is the kth DCT coefficient. The inverse discrete 
cosine transform (IDCT) of C(k) is given as 

(2n + 1)kn 
G(k) cos ~ 

N - 1  1 
x(n) = - G(0) + Jc2) k = l  2N 

n = 0, 1, 2, ..., ( N  - 1) (5) 

After the application of discrete cosine transformation with a 
block size of N = 64 samples to the upper branch, the follow- 
ing process is the quantisation of transform coefficients. 
Because the resulting error is very sensitive to quantisation, 
only a floating point to integer conversion is applied. The 
resulting nonzero and zero valued coefficients are coded by 
amplitude and runlength lookup tables, respectively. The bit 
streams which are obtained from the coding of four sub-bands 
are multiplexed and stored. 

A fidelity measure called percent root mean square differ- 
ence (PRD) is empl~yed .~  The PRD is defined as 

N 

JtF1[xorg(i) - x A I 2  

PRD = N ) , loo (6) c xi&) 
i= 1 

where xOrg and x,, are original and reconstructed data 
sequences, respectively. 

Simulation results: The algorithm given in Fig. 1 is implement- 
ed. ECG signals are sampled at 500Hz with 12 bit resolution 
and partitioned into blocks with lengths of 1024 samples each. 
A 32-tap finite impulse response QMF pair which is described 
in Reference 8 is used as lowpass, H, and high pass, H, filters. 
These FIR filters approximate the perfect reconstruction con- 
dition (eqn. 2) and also satisfy the following bounds: 

0.9943 5 I H i m )  1’ + I Hh(m) 1’ 2 1,0058 (7) 

Discrete cosine transforms with block sues of 64 samples, 
applied to branches A and E ,  C ,  and D, are coded employing 
quantisers of seven, three and three levels, respectively. As 
reported in Table 1, the compression ratio (CR) is determined 
as 4.6 and the PRD is 3.2%. Also as high a compression ratio 
as 5.7 was obtained with a PRD = 7.0% and we observed that 
it is virtually impossible to distinguish the original and the 
reconstructed signal as shown in Fig. 2. 

Table 1 COMPRESSION RATIOS AND PRD AND 
MSE VALUES FOR DIFFERENT 
SCHEMES 

Method CR PRD MSE 

/a 

DCT 4.2 4.3 12.6 
DCT 4.6 4.8 15.9 
SBC + DCT 4.2 2.6 5.1 
SBC + DCT 4.6 3.2 8.0 
DCT, filtered data 4.5 2.1 3.1 
DCT, filtered data 5.3 2.9 5.9 
SBC + DCT, filtered data 4.5 1.7 2.3 
SBC + DCT, filtered data 5.3 2.6 5.4 

We also applied the DCT coding method to the input ECG 
signal without performing any sub-band decomposition, e.g. 
for a CR of 4.6, the PRD is determined as 4 4 % ,  whereas the 
sub-band coding method produces a PRD of 3.2% for the 
same CR. 
I I 
L ORG I 

I 1 
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Fig. 2 Original and reconstructed ECG signals with CR = 5.7, 
PRD = 7.0% 

523121 

High frequency branches have noise-like variations. It 
would be reasonable to increase this low correlation to obtain 
higher compression ratios using a prefilter at the input of the 
sub-band coder. A lowpass filter with a cutoff frequency equal 
to  125Hz is used and a CR and PRD of 5.3 and 2.9% are 
obtained, respectively. 

Simulations have been completed on a personal computer 
and it is seen that the new procedure works 2.5 times faster 
than the conventional DCT based compression technique. 
Also, the structure is very convenient for decreasing the execu- 
tion period using digital signal processors which have special 
macros for the simplification of the filtering and FFT algo- 
rithms. 

Conclusion: We presented a new method to compress ECG 
signals. It is observed that the use of sub-band decomposition 
based methods produce better compression ratios than trans- 
form coding methods. Further work is in progress to employ 
multidimensional sub-band coding schemes to code multi- 
channel ECG signals. 
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