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Abstract—An ECG signal processing method with quad level
vector (QLV) is proposed for the ECG holter system. The ECG
processing consists of the compression flow and the classification
flow, and the QLV is proposed for both flows to achieve better per-
formance with low-computation complexity. The compression al-
gorithm is performed by using ECG skeleton and the Huffman cod-
ing. Unit block size optimization, adaptive threshold adjustment,
and 4-bit-wise Huffman coding methods are applied to reduce the
processing cost while maintaining the signal quality. The heartbeat
segmentation and the R-peak detection methods are employed for
the classification algorithm. The performance is evaluated by us-
ing the Massachusetts Institute of Technology-Boston’s Beth Israel
Hospital Arrhythmia Database, and the noise robust test is also per-
formed for the reliability of the algorithm. Its average compression
ratio is 16.9:1 with 0.641% percentage root mean square difference
value and the encoding rate is 6.4 kbps. The accuracy performance
of the R-peak detection is 100% without noise and 95.63% at the
worst case with −10-dB SNR noise. The overall processing cost is
reduced by 45.3% with the proposed compression techniques.

Index Terms—Biomedical monitoring, biomedical signal pro-
cessing, data compression, signal classification.

I. INTRODUCTION

R ECENTLY, with the increase of the interests in the health-
care, the need for the ECG holter system has been rising

exponentially. The holter system records ECG signal continu-
ously in ambulatory condition for a sizable time like several
hours. The system transmits the record data to the user or the
healthcare center like hospital when the alert ECG signal is
detected or the recording period is finished. In order to moni-
tor and analyze the ECG signal, the functions operated at the
clinical instrument such as signal sensing and the classification,
should be integrated into the light-weight, wearable holter sys-
tem [1]. The most important requirements for the holter system
are ultralow-energy operation for the long battery lifetime and a
small footprint for wearability. The low energy consumption can
be obtained by reduction of the computational complexity, the
memory access, and the data transmission. In general, the high-
est energy consuming parts are the memory transaction blocks
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and the communication blocks integrated in the chip [2]. Zigbee
and Bluetooth are usually used for the transmission channel [3];
however, those wireless communication methods consume more
transmitting power than the data processing power does. There-
fore, minimizing data amount by data compression is essential
to reduce the total system energy consumption.

Many ECG signal compression algorithms were introduced,
and they can be classified into two major groups, the lossless
and the lossy algorithms [4]. The lossless algorithms such as
Lempel–Ziv–Welch (LZW) [5] and Huffman [6] do not show
sizable quantization error, while the compression ratio (CR) is
generally smaller than that of the lossy algorithm. The CR is
typically between 2:1 and 4:1. The lossy algorithm has a com-
paratively higher CR, typically between 10:1 and 20:1, while it
has a possibility to lose the significant information. The lossy
algorithm can be classified further into two categories: the di-
rect signal compression and the transformation compression.
The direct compression techniques are based on the extrac-
tion of a subset of significant samples, such as the FAN [7],
CORTES [8], AZTEC [9], and Turning Point [10] algorithms.
The transformation techniques retain the coefficients of its par-
ticular features; and the signal reconstruction can be achieved by
an inverse transformation process. Wavelet transform [11]–[15],
Fourier transform [16], and the Karhunen–Loeve transform [17]
have been introduced for the transformation compression tech-
niques. In contrast to the direct compression techniques, the
transformation techniques require heavy arithmetic calculation
and large temporary memory capacity due to their large-scale-
frame-based transformation operation. For the lossy compres-
sion techniques, the reduction of the reconstruction error rate is
also important issue, because the error may distort diagnostic
information. Moreover, the processing cost is a critical factor
in the design of the holter system. The processing cost is com-
posed of the encoding delay time, computational complexity,
and the memory capacity. Thus, the tradeoff should be made
between the CR, the reconstruction error, and the processing
cost according to the target applications.

The feature extraction and the heartbeat classification meth-
ods have been studied, which are also essential for ECG signal
processing. The feature extraction has been investigated by ECG
morphology [18], [19], heartbeat interval features [18]–[20],
and frequency-based features [21] methods. And the employed
classification methods include linear discriminants [21], back-
propagation neural networks [18], and learning vector quan-
tization [20]. However, they are usually employed for the
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Fig. 1. Flow diagram of the proposed ECG signal processing algorithm.

clinical instruments, not holter system, where the high-
computation complexity and the large memory capacity are
available. Thus, the light algorithm optimized for the holter
system should be selected while maintaining the accuracy.

In this paper, the three-step compression algorithm and the
ECG classification algorithm are proposed for the continuous
ECG holter system. Fig. 1 shows the flow diagram of the
proposed ECG signal-processing algorithm. It consists of two
stages: the preprocessing stage and the main processing stage.
The ECG sensing data are digitized and transmitted to the pre-
processing stage. At the preprocessing stage, the filtering unit is
applied to reduce the noises such as baseline wander, power line
interference, and high-frequency noise. In this study, two-stage
finite-impulse response (FIR) filters are implements with 10-tap
filters and the programmable coefficients. By applying the pro-
grammable coefficients, the FIR filters can be used as low-pass
filter or high-pass filter. The main processing stage consists of
the compression flow and the classification flow. After filter-
ing in the preprocessing stage, the quad level vector (QLV),
which indicates the ECG waveform delineation and its informa-
tion level, is generated for the main processing stage. The QLV
support both the flows to achieve better performance with low
computational complexity. The compression flow combines the
lossy and the lossless algorithm, which are the skeleton, delta
coding, and the Huffman coding. The classification flow extracts
the features and analyzes whether the current heartbeat has ab-
normal arrhythmia. Moreover, the unit block size optimization
for maintaining the signal quality, adaptive threshold adjustment
for the algorithm reliability, and the 4-bit-wise Huffman cod-
ing methods for memory capacity reduction the computational
complexity are applied.

This paper is organized as follows. The detailed explana-
tion about the compression and the classification techniques are
presented in Section II and III, respectively. In Section IV, the
evaluation results are reported, and the noise injection effect is
also discussed. Finally, conclusions are made in Section V.

II. COMPRESSION FLOW

A. Skeleton of ECG Data

The ECG signal can be divided into a crucial part and a plain
part [14]. The QRS complex wave is the most important part
of the cardiology system to determine arrhythmia [13]. The
P- and T-waves also have a high level of information, and the
remaining plane parts of TP segment contain less information.

Therefore, in this work, the ECG signal is classified into four
different levels to preserve as much property of the information
as possible. Afterward, the number of bits is assigned differently
according to the level. For example, more bits are assigned to
the highest level block, and fewer bits are assigned to the lower
level block.

In this way, the ECG data are divided into smaller blocks and
every block is encoded in real time as an independent entity.
The block length is decided according to the sampling rate as
(1) shows

NB = ftruncn

(
tunitSR,

⌊
log2

(
SR

c

)⌋)

where ftruncn(x, n) =
�x2n + 0.5�

2n
(1)

where NB represents the block length, SR is the ECG sampling
rate, c is the programmable constant between 100 and 200, tunit
is unit block size, and ftruncn is the rounding-truncation function
with 2n . In this work, the unit block size is selected in 0.04 s,
which is the half duration of the QRS complex duration. It is a
suitable period to detect the change the ECG signal precisely.

After block division, the QLV of the block is calculated.
For normal ECG signals, the QRS complex part can be re-
garded as a typical representative signal with high standard de-

viation (STD =
√∑NB −1

I=0 (xi − x̄)2/NB ) in comparison with
the plain part [14]. The complex block with high STD has more
crucial information than the plain block with low STD. How-
ever, the STD requires the complex calculations such as square
root (

√
x) and squaring (x2). Therefore, the mean deviation

(MD) value is proposed to determine the QLV instead of the
STD. The MD is defined as follows:

MD =
∑NB −1

i=0 |xi − x̄|
NB

(2)

where xi is the sampled data, x̄ is the mean value for one block,
and NB is the block size. The MD requires the only absolute
operation, thus it leads to the lower computation complexity
than do the STD with the almost same results [22].

Afterward, each block is decomposed into four compression
levels by comparing the MD value with the three threshold
values (TH0 , TH1 , TH2) as given by (3), the proposed skeleton
equation.

QLV(CRblock) =




0(8α : 1) if MD < TH0

1(4α : 1) if TH0 ≤ MD < TH1

2(2α : 1) if TH1 ≤ MD < TH2

3(α : 1) if MD ≥ TH2 .

(3)

Fig. 2 shows the skeleton algorithm. The input consists
of the block-wise discrete signal {xi(m), i = 1, 2, ...n,m =
1, 2, ...NB }. And let Nl

B = NB /23−l , then the output of each
block is the set y

l
= (yl,1 , yl,2 , . . . , yl,N l

B
)T at levels l = 0, 1,

2, 3. The final output {yi(ml), i = 1, 2, . . . n, ml = 1, 2, . . .
Nl

B } is determined by the MD value corresponding to the QLV
in (3). If the CR of the block (CRblock ) of the third level is α : 1,
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Fig. 2. Block diagram of skeleton algorithm.

Fig. 3. Evaluated result of skeleton algorithm with MIT-BIH record 231.
(a) Original ECG signal. (b) MD values. (c) QLV. (d) Skeleton results.

those of the second, first, and zeroth level are 2α : 1, 4α : 1, and
8α : 1, respectively.

The ECG data from MIT-BIH [23] is used to verify the ef-
ficiency of the proposed skeleton algorithm. The sampling rate
and the resolution of the signal are 360 samples/s and 12 bits,
respectively. Fig. 3 shows the skeleton steps by the part of the
MIT-BIH record 231 data.

In order to obtain the accurate QLV, it is important to choose
properly the three threshold values (TH0 , TH1 , TH2). Since the
amplitude of ECG signal varies with the environmental con-
ditions such as noise injection and body movements, the QLV
threshold should be adaptable to deal with those variations in a
real time. The threshold values are determined by the maximum
MD value (MDmax ) of the previous eight heartbeats, then the
results is applied to the preprocessing by the feedback path for
QLV adjustment of the next heartbeat. The threshold values are
determined as (4).

THl =
1
kl

∑7
i=0 MDmax,i

8
, l = 0, 1, 2 (4)

where the threshold coefficients kl are the programmable coeffi-
cient. Fig. 4 shows the effect of the CR and the R-peak detection

Fig. 4. Optimum point selection of the threshold coefficients (k2 ).

Fig. 5. Adaptive threshold value adjustment according to the ECG amplitude
variation.

accuracy according to the value of the coefficient k2 . The CR in-
crease with the decrease of the k2 . However, the lower k2 value
is very susceptible to the noise interference or the amplitude
variation, and its detection accuracy is very low. On the con-
trary, if the coefficient values go up, the CR decreases while the
accuracy improves. Therefore, there exists the optimum thresh-
old values between the noise robustness and the accuracy, and
the optimum point for the k2 is between 1.6 and 2.0 according
to the Fig. 4. Fig. 5 shows the results of the adaptive threshold
value adjustment according to the amplitude variation. Although
the 80% amplitude variation is applied, the threshold values can
be adapted immediately to the variation after few heartbeat, thus
the accurate level determination can be obtained.

The output format of the skeleton [Fig. 3(d)] consists of the
signal amplitude and the sampling interval for the later decoding
operation. When decoding the skeleton data, the linear interpo-
lation method is used for the smooth reconstructed waveform
with small error rate.

B. Lossless Compression: Huffman Coding

The delta coding and the lossless compression algorithm are
adapted after the skeleton method. The delta coding is calculated
with difference with the previous number (yi = xi − xi−1). It
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TABLE I
MODIFIED 4-BIT-WISE HUFFMAN CODING TABLE

stores the changes instead of the absolute values to reduce
the number of bit. The Huffman coding is selected because
it provides minimum encoding cost when the original data has
the unique distribution [6]. According to the Huffman coding
scheme, the most frequently occurring values have the shortest
bit code length, and the rarely occurring data have the longest
bit code length. After the skeleton step, the input data have
Gaussian distribution, which is more than 50% of the data are
located near the zero. Thus, these high frequently occurring data
can be transformed with the short length of code by the Huffman
coding. Table I shows the modified 4-bit-wise Huffman coding
table proposed in this paper. It divides the entire range into the
four groups according to the input value to reduce the length and
the number of the prefix code bits. Its output result consists of
the prefix code and the encoded data. The prefix code is selected
by the data probability distribution and indicates the group of
the input range. The group 0 is reserved specially to notice the
end of the block and the information of the QLV, while the other
groups show the encoded data. The modified Huffman coding
method transforms the sample-oriented format into the 4-bit-
word oriented stream. So, it can obtain the unified data format
for the efficient memory access, although the variable sample
resolution is provided. When decoding the Huffman code, the
bit stream is decoded into the 4-bit-word. The first bit is picked
up and compared with the Huffman table, and the original value
is reconstructed from the remaining encoded data. The average
CR of the Huffman coding is approximately 2:1 without the
compression error rate.

III. ECG CLASSIFICATION FLOW

The second flow of the main processing is the classification.
It consists of the segmentation, the feature extraction, and the
classification stages. One heartbeat signal begins from the P
wave and finishes at the next P wave of the following heart-
beat. After the segmentation, the significant features of ECG,
such as the R point, RR interval, amplitude of R point, av-
erage RR interval, QRS duration, and existence of QRS [19],
should be extracted for the next classification stage. Since the
proposed QLV represents the delineation of ECG signal briefly,
the heartbeat segmentation and the feature extraction stages can
be implemented simply by using the proposed QLV without raw
data of the ECG signal. Afterward, the classification algorithm
checks whether the current heartbeat has abnormal arrhythmia.
The nine major disorder symptoms are chosen, such as brad-
cardia, tachycardia, asystole, skipped beat, R-on-T, bigeminy,
trigeminy, premature ventricular contraction and atrial prema-

Fig. 6. (a) Selected nine major arrhythmia symptoms and their numerical
conditions [24]. (b) Arrhythmia analysis flow diagram.

ture beats, and each symptom can be characterized by the simple
numerical calculation [24], as shown in Fig. 6(a). Fig. 6(b) shows
the overall flow diagram for the arrhythmia detection operation.
When the extracted features meet the specific condition, the cur-
rent heartbeat is classified as the disorder heartbeat. Otherwise,
the heartbeat is regarded as normal.

The accuracy of R-peak detection is crucial for the reliable
analysis in this flow, because the R-peak contains the primary
data for arrhythmia analysis like RR interval [25]. During the
R-peak detection operation, the QLV helps to reduce the peak
searching cost. In case of the conventional system [25], the
searching window would be 1 s same as the one heartbeat du-
ration. In this proposed system, searching for QLV array is
performed first. Then the only selected searching window, 40–
80 ms, is applied to find the real peak. Although this searching
method has 1% memory capacity overhead for the QLV array,
the number of memory access time is reduced by 90%. Fig. 7
shows the successful R-peak detection results, using the MIT-
BIH record 100 with serious noise injection (SNR = −10 dB)
and the selected search window. By using the QLV, only 8%
search window is enough for the investigation compared to the
entire range, as shown in Fig. 7(b). Only one fault negative result
is detected as R-peak due to the steep noise denoted by x near
the 3800 point of Fig. 7(a), but more preprocessing like filtering
and the postprocessing can correct the fault detection.
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Fig. 7. (a) R-peak detection results. (b) Searching window in record 100 with
noise injection (SNR = −10 dB).

IV. EVALUATION RESULTS

The MIT-BIH Arrhythmia Database is used to evaluate the
performance [23]. The sampling rate and the resolution are 360
samples/s and 12 bits, respectively. In addition, the Gaussian
white noise source is injected from −10 to 20 dB SNR for
the noise stress test. The test vector is produced by injection
of the noise source [26] with MIT-BIH record 100 [23]. The
performances of compression coding are evaluated by the CR
and the compression error rate of the percentage root mean
square difference (PRD). And the R-peak detection performance
is evaluated by the sensitivity (Se) and the positive predictivity
(+P).

A. ECG Compression Coding Performance

The overall CR is calculated by the product of the two CRs,
the skeleton (CRsk ) and the Huffman coding (CRhf ), and it is
given in (5) as:

CRoverall = CRsk × CRhf =
3∑

l=0

(CRsk,l × Psk,l)

×
3∑

s=0

(CRhf ,g × Phf ,g ) (5)

where l is the level of the skeleton, g is the group of the
Huffman coding, and P represents the distributed percentage.
According to the evaluation results of the MIT-BIH database,
using 231 record, the subblock CR of skeleton is defined as
CRsk,0 :CRsk,1 :CRsk,2 :CRsk,3 = 1/16:1/8:1/4:1/2, when let α
be 2 in formula (2). And its percentages are Psk,0 :Psk,1 :Psk,2 :
Psk,3 = 60:25:10:5, so the CRsk is 8.4:1. If α is bigger than 2,
the CR increases, of course. And the subblock CR of Huffman
coding is defined as CRhf ,0 :CRhf ,1 :CRhf ,2 :CRhf ,3 = 4/12:
8/12:12/12:16/12, according to the proposed Huffman coding
table. The percentage distribution are Phf ,0 :Phf ,1 :Phf ,2 :Phf ,3 =
31:52:17:0, so the CRhf is 1.88:1. Therefore, the overall CR
(CRoverall) would be 15.8:1 from (5).

The Fig. 8(a) and (b) shows the original ECG signal and
the reconstructed results, respectively. The result shows that
high-quality signal is reconstructed with small error rate. Even
though the maximum peak error is 0.85%, the most of samples
shows <0.1% error, as shown in Fig. 8(c). The PRD is usually

Fig. 8. (a) Original ECG signal of record 231. (b) Reconstructed ECG signals.
(c) Reconstructed error rate between original and reconstructed signal.

used to quantify the performance quality of the compression
algorithm [27]. The PRD indicates the error between the original
ECG samples and the reconstructed data, and is defined as

PRD(%) =

√∑n
i=1 (xi − x̃i)2∑n

i=1 x2
i

× 100 (6)

where n is the number of samples, xi and x̃i are the original
data and the reconstructed data, respectively. The PRD of the
Huffman coding is conserved because it is the lossless compres-
sion [6].

The CR and PRD have the close relationship in the lossy
compression algorithm. In general, the CR goes higher with
the higher lossy level, while the error rate goes up. The final
goal of the proposed compression algorithm is to keep the PRD
value smaller than that of the conventional methods [4]–[17]
while maintaining the similar CR. Fig. 9(a) shows the evaluation
results of the PRD as a function of CR for each record from the
MIT-BIH database. The results show that all the methods have
high correlation between the CR and the PRD. The average PRD
value of the evaluation in Fig. 9(a) is 0.641% at 16.9:1 CR.

The comparison results with the conventional methods, such
as wavelet based the embedded zero-tree wavelet ECG coder [5],
set partitioning in hierarchical trees (SPIHT) ECG coder [16],
and the modified SPIHT ECG coder [15], are also given in
Fig. 9(b). Their results show that the proposed method has better
PRD performance than other conventional method in the CR
range of 4–20, especially at the high CR.

The quality score (QS = CR/PRD) was proposed to quantify
the overall performance of the compression algorithm, consid-
ering both the CR and the error rate [27]. A high score repre-
sents a good compression performance. This work shows the
QS = 29.36 when CR = 16.9:1 and PRD = 0.641%. Table II
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Fig. 9. (a) PRD versus CR of selected records from the MIT-BIH database.
(b) Comparison results of performance of the proposed algorithm with the
conventional algorithms.

TABLE II
COMPARISON RESULTS OF QUALITY SCORE OF THE PROPOSED ALGORITHM

WITH THE CONVENTIONAL ALGORITHMS

compares the QS of the proposed method with those of the con-
ventional methods. The first three methods have poor CR and
the PRD performance. The Kim’s method [14] had the similar
CR but showed higher PRD, because the transformation com-
pression method produces some reconstruction distortions. The
Fira’s method [27] also used the two-step compression algo-
rithm, skeleton, and the LZW. Although it has high CR, how-
ever, its PRD is also higher because the peak-picking skeleton
algorithm is not accurate than this work. With respect to com-
putation requirements, the encoding rate is also evaluated. The
encoding rates of [11], [12], [27] are not reported, and only the
encoding rate of Kim’s [13] is compared with this method. The
encoding rate is normalized with 12-bit data processing, and it
is 6.4 kbps for this work, which is much higher than that of
2.56 kbps for Kim’s.

TABLE III
R PEAK-DETECTION PERFORMANCE WITH THE NOISE INJECTION

TABLE IV
COMPARISON RESULT OF R-PEAK DETECTION ACCURACY

B. R-Peak Detection Performance

The performance of the classification can be represented by
the sensitivity (Se) and the positive predictivity (+P). The Se
and +P are defined as follows:

Sensitivity (Se) =
TP

TP + FN
(7)

Positive P redictivity (+P ) =
TP

TP + FP
(8)

where false positive (FP) is the number of false beat detection,
true positive (TP) is the total number of correct R-peak detec-
tion by the algorithm, and false negative (FN) is the number
of the failures to detect the true beat. The proposed method
has good sensitivity and positive predictivity, Se = 100% and
+P = 100%. For the noise robustness test, the signal with seven
different level of injected noise was used from −10 to 20 dB
SNR. Table III shows the sensitivity and the positive predictivity
results in proportion to the noise level. According to the anal-
ysis results, the R-peak detection accuracy is very high at the
low-level noise condition, but some false detection occurs at the
high-level noise. The Se and +P are 95.63% and 97.04%, re-
spectively, at −10 dB SNR (worst case). Table IV shows the
R-peak detection accuracy performance and the comparison
with the previous works [25], [28]–[30], and we can see that
the performance of this work is better than the others.

C. Processing Cost

The test vector for one minute ECG signal is used to evaluate
the processing cost required in the skeleton, the Huffman cod-
ing, and the classification flow. The evaluation environment is
1 MHz operating frequency with 8 kB RAM running MSP 430
microcontroller. The processing cost is calculated based on the
processing time, the power consumption, the memory capacity,
and the number of the memory access. They can be merged to
the energy consumption index, as shown in Fig. 10. Moreover,
the graph shows that the overall energy can be reduced by using
the proposed compression technique. Although the proposed
compression technique needs memory capacity and preprocess-
ing overhead, it can reduce the postprocessing time. As a result,
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Fig. 10. Overall energy reduction with proposed compression technique.

the overall energy consumption is reduced by 45.3%, and the
final energy consumption is 373 pJ/sample.

V. CONCLUSION

An ECG signal processing method consisting of the three-step
compression flow and the classification flow is proposed for the
Holter system. The proposed QLV delineate the ECG signal,
and it supports both the flows to achieve better performance
with low computation complexity. By applying the QLV, the
overall CR improves while maintaining the small compression
error rate, and high-accuracy performance can achieve at the
segmentation and the R-peak detection stage. The performance
is evaluated by using the MIT/BIH Arrhythmia Database, and
the noise robust test is also performed for the reliability of the
algorithm. The average CR is 16.9:1 with 0.641% PRD value,
and the encoding rate is 6.4 kbps. The accuracy performance
of the R-peak detection is 100% without noise and 97.5% at
the worst case with −10 dB SNR noise. The overall energy
consumption is 373 pJ/sample when all functions algorithms
are performed and is achieved 45.3% reduction.
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