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Abstract

The increasing popularity of social media platforms has simplified the sharing of news articles that have led to the

explosion in fake news. With the emergence of fake news at a very rapid rate, a serious concern has produced in our society

because of enormous fake content dissemination. The quality of the news content is questionable and there exists a

necessity for an automated tool for the detection. Existing studies primarily focus on utilizing information extracted from

the news content. We suggest that user-based engagements and the context related group of people (echo-chamber) sharing

the same opinions can play a vital role in the fake news detection. Hence, in this paper, we have focused on both the

content of the news article and the existence of echo chambers in the social network for fake news detection. Standard

factorization methods for fake news detection have limited effectiveness due to their unsupervised nature and primarily

employed with traditional machine learning models. To design an effective deep learning model with tensor factorization

approach is the priority. In our approach, the news content is fused with the tensor following a coupled matrix–tensor

factorization method to get a latent representation of both news content as well as social context. We have designed our

model with a different number of filters across each dense layer along with dropout. To classify on news content and social

context-based information individually as well as in combination, a deep neural network (our proposed model) was

employed with optimal hyper-parameters. The performance of our proposed approach has been validated on a real-world

fake news dataset: BuzzFeed and PolitiFact. Classification results have demonstrated that our proposed model (Echo-

FakeD) outperforms existing and appropriate baselines for fake news detection and achieved a validation accuracy of

92.30%. These results have shown significant improvements over the existing state-of-the-art models in the area of fake

news detection and affirm the potential use of the technique for classifying fake news.
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1 Introduction

In today’s digital era, sharing articles and interacting with

people over social media is just a click away. Due to rapid

growth in internet technology, users can share information

online via a Smartphone where social media has become a

popular and quick source for sharing news articles [1]. It

has created many challenges for researchers to find the

exact origin of the news articles based on geographical

location [1]. This flexibility and ease of circulating infor-

mation on social media have led to an increase in the

number of fake stories published to mislead society’s

ordinary people (individuals and organization-based).

These false stories are called fake news. The goal of cre-

ating fake news is to appear as credible information that
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ends in a quick share on social media. It is evident that due

to sharing extensive volume information [1, 2] daily with

quality of content loses the truth’s ground. The objective of

spreading such information is to manipulate the public

opinion for financial and political gains [3]. Fake news has

also shown adverse effects on stock-prices, and large

infrastructure investments [4]. One such example is about a

bomb explosion-based news [5, 6] in which former US

President Barack Obama had injured. This news annihi-

lated 130 billion in the stock market within a few minutes.

The complete life cycle of fake news starting from

creation until propagation has been described by Kumar

et al. [7]. In this life cycle, the role of individuals (user,

creator, publisher, etc.) has been investigated with the

overall structure [7] of a fake news article. We can cate-

gories the stages of fake news into three forms: creation

(how a piece of fake news is created), the publication

(publication and feedback of a fake article), and propaga-

tion (how a piece of fake news is shared among users in

social media). Few examples of fake news have shown

with the help of Fig. 1 during COVID-19 and the 2016 US

General Election. The main contributors to fake news are

Fakesters. ‘‘Fakesters’’ spread fake news with specific

plans to deceive people and publish fabricated articles

online by distorting the fact behind it. Main stakeholders

for fighting against fake news are fact-checking organiza-

tions like Snopes1 and Politifact2 etc. These organizations

are of value to validate the news content with facts-based

methods. However, for checking the quality of content,

these methods are not automated and tend to be very time-

consuming. It is also difficult to examine the quality of

content daily via these techniques for news created by

different Fakesters.

To check the quality of content for fake news detection,

we need to extract useful features (refer Fig. 2 for more

details) from social media datasets [1, 7, 8]. There exist a

few datasets for fake news detection; most of them contain

only linguistic features. Few of them contain semantic and

social contexts-based features. News fabrication is mostly

happening with textual content. Existing learning tech-

niques for fake news detection can be generally categorized

as (1) news content-based learning, where the main focus is

on the news articles, way of writing the malicious news,

linguistic styles, etc., and (2) social context-based learning,

Fig. 1 Examples of fake news on social media. Source: Facebook and Twitter

1 https://www.snopes.com.
2 https://www.politifact.com.
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where the main focus on user-related behaviours (a type of

users, comments, likes, share etc.)

News content-based methodologies [1, 9, 10] primarily

focus on extracting different features from fake news

articles, including both content-based as well as style-

based. Information-based methodologies [9, 11] plan to

utilize external sources to certainty check the honesty of

the claims in news content. Furthermore, fake news pub-

lishers regularly have malignant plans to spread deluding

news, requiring specific composition styles to interest and

convince a wide variety of consumers that are not found in

real news stories. Style-based methodologies [9, 11] mainly

focus on the writing style of manipulators and creators for

the context of fake news. It is evident that for efficient fake

news detection, content-based methodologies are alone not

sufficient. We need to investigate the fake news articles

with social context-based methods.

Social context-based methodologies [9, 12, 13] deals

with the relationship among users, news article, and related

publishers. These methodologies are efficient in recogniz-

ing fake news articles. Social context provides valuable

information about users-based interaction with both the

fake news and the real news. Features related to fake news

detection are shown in Fig. 2. Instance-based methodolo-

gies [13, 14] are helpful to know the perspectives of users

from a sharing news article to induce the integrity of

unique news stories. Furthermore, propagation-based

methodologies [13] (how a piece of news is shared among

users using diverse context-related social media platforms)

are based on the relations of significant social media posts

to guide the learning of validity scores by propagating

credibility values [13] between users, posts, and news.

In the era of computing, at any social media platform, a

user is always connected to a specific group of peoples

having the same mindset or liking is called a user-com-

munity. These user communities can be an essential factor

for fake news classification due to their common

perception about sharing articles. They are a group of users

with the same interests in social circles where opposing

ideas are rejected and disapproved by the majority. For

example, when looking at comments to a user post on

Facebook, many of the comments that agree with the post

reflect one type of echo chamber. This agreement, com-

bined with the others (e.g. number of likes, shares), may

lead the user to get a false impression that the information

presented is correct. Moreover, Facebook, by default,

increases the ranking [14] of the comments based on the

number of replies and likes received by the user’s friends.

Based on the issues discussed above, we were motivated to

design an efficient deep learning model utilizing social

context-based features.

1.1 Motivation and research goal

Fake news detection has earned huge attention from

researchers across the world. Social media platforms have

become a popular bridge among users [15, 16] for quick

and seamless access to fake news. Existing detection

methods [17–24] primarily focus on content or social

context-based information extracted from news articles.

Despite receiving huge attention from the leading research

communities, the necessity of an efficient detection model

still exists with the capability to handle not only content

but also context and community-level features with a ten-

sor-factorization method.

Research goal To build an effective deep learning model

for the detection of fake news utilizing the social context of

news articles.

In this research, we propose an effective deep learning

model with a combination of both content and context-

related features. In one of the existing research, Gupta et al.

[17] have explored the problem of fake news with the user

and community-level information using the tensor factor-

ization method. In their approach, two methods (CITDetect

Fig. 2 Features for fake news

detection
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and CIMTDetect) have been proposed using both content

and user-community information as a combination. They

experimented with traditional machine learning classifier

(SVM) and achieved an accuracy of 81.30% and 81.80%,

respectively, with both real-world fake new datasets:

BuzzFeed and PolitiFact. In their approach, information

about the dimensionality of features is vague. Deep

learning techniques learn by creating a more abstract rep-

resentation of data as the network grows deeper; thus, the

model automatically extracts features and yields higher

accuracy results. Keeping these points in mind, our pro-

posed model is one step ahead of the existing approach. In

our approach, for textual modality and effective detection,

we have performed extensive feature set-based studies to

classify fake news (refer to Table 3 for more details). In

this paper, the user’s engagement with the news articles is

captured and fused with user-community interaction to

form a 3-mode tensor (content, social-context, and user-

community information). This tensor is capable of handling

multi-relational data [25] and provides a higher dimen-

sional generalization of matrices. Tensor factorization

decomposes the higher-order tensor into low-rank tensors.

The resulting low-rank tensors capture the complex rela-

tions between the objects representing the help of models

of the tensor. We achieved the dimension of a combined

matrix (content-context information) is 182� 1503, in

which many news stories are 182, and the size of the input

word embedding is 1503. Standard factorization methods

[26] have limited effectiveness due to their unsupervised

nature. Therefore, in this research, a coupled matrix–tensor

factorization method is used with a latent representation of

both (news content and context) of news articles. In the

coupled matrix–tensor factorization method (also known as

CP-decomposition), we have utilized the standard factor-

ization method to decompose the matrix. In the case of

labelled data, the class information could help the factor-

ization process to identify fake news better. Then, our

proposed network is used for modelling this combined

representation of fake news information. A thin deep net-

work [26–28] with two or three hidden layers also out-

performs all traditional methods by a significant margin

(2–4%) on handcrafted features. The architecture worked

well on small and large datasets and decrease classification

error. Deep neural networks eliminate feature engineering

and are capable of handling high dimensional datasets with

millions of parameters that pass through nonlinear func-

tion. Therefore, we have considered five dense layers to

make our model deep in nature. After increasing more

hidden layers with our neural network, it is likely to over-

fit the model and, in turn, depreciate accuracy on the test

data. Using user community-based features with news

content as a large dimensionality tensor, we get the optimal

results with a neural network having five hidden layers. To

validate the classification performance, the proposed deep

learning model (EchoFakeD) is employed with both con-

tents and context-based information. Our model outper-

forms existing and appropriate baselines for fake news

detection and achieved an accuracy of 92.30%. The main

contributions of this paper are:

• Performed extensive feature set-based studies for the

classification of fake news

• Designed an efficient deep neural network combining

the content level features of news articles with user’s

social engagement (echo-chamber infused) to achieve

significant results

• Implemented a tensor factorization-based approach

with content as well as context-based information.

• Utilized an echo-chamber infused 3-mode Tensor for

higher-dimensional generalization

In this paper, Sect. 1 introduces the current trend of fake

news, motivation, and our research contribution. Section 2

discusses the related work. Section 3 discusses our pro-

posed architecture in detail. Sections 4, and 5 discuss the

dataset, experimental details, and results presented, fol-

lowed by a conclusion in Sect. 6.

2 Related work

This section briefly summarizes the existing work in the

field of fake news detection [29].

2.1 Fake news detection using news content-
based features

Ott el al. [18] have investigated a novel method for the

detecting of deceptive spam reviews. They have explored

POS-tags and word-count as features in their research.

They have performed their experiments using an opinion

spam dataset and achieved an accuracy of 90% with their

proposed classifier.

Feng et al. [19] have investigated the syntactic stylom-

etry for deception detection. They have also detected

deceptive reviews based on Context-Free Grammar (CFG)

rules. They have performed their experiments based on

hotel review data and achieved an accuracy of 91.20%.

Chen et al. [20] have explored lexical and syntactic

features to identify the inherited fabricated content with

news articles. They have investigated potential methods for

the automatic detection of click-bait. They have suggested

in their research that a hybrid approach may produce the

best results for fake content detection.

Pérez-Rosas et al. [21] have discussed linguistic differ-

ences in fake and legitimate news content. They have also

discussed a comparative analysis of the automatic and
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manual identification of fake news. They have performed

their experiments based on their linguistic-based approach,

achieved an accuracy of 74.00% with a celebrity-news

dataset.

2.2 Fake news detection using social context-
based features

In this section, social context-based approaches [9, 17]

have been discussed. These approaches were capable to

handle the features related with the user and it’s connected

network in social media.

Tacchini et al. [30] have investigated an approach to

identify fake news based on its consumer feedback. For the

classification, experiments have been conducted using a

bipartite network with the user’s feedback information

(number of likes and dislikes for a news article).

Gupta et al. [22] have investigated the credibility of

twitter-based events with their novel approach. They have

discussed a detailed comparison of their proposed approach

with the existing methods. They have also discussed

credibility analysis of news articles and graph-based opti-

mization method. In their research, they have also explored

a classification approach extracting user-based, tweet-

based, and event-based features. They have also investi-

gated the credibility of users connected in a social network

with graph-based optimization for efficient results.

Shu et al. [23] have explored the explainable detection

of fake news. They have developed a sentence-comment

co-attention sub-network to exploit both news contents and

user comments. With their proposed method, achieved with

an accuracy of 90.40% using social-context based features

only with PolitiFact dataset.

Shu et al. [14] have investigated a novel approach uti-

lizing social context-based features with content-level

information. They have explored a relationship between the

user, news articles, and publisher as an embedding

approach to find effective results.

Gupta et al. [17] have explored a detection method

combining content and context-based features in the form

of a tensor. With this tensor, a tensor factorization method

has been deployed for the classification of the news article.

They have introduced two concepts in their research, news

cohort analysis and collaborative news recommendation

for fake news detection. They have achieved with an F1-

score of 81.30%.

2.3 Deep neural networks for fake news
detection

In this section, deep learning approaches [13, 31] have

been discussed. These approaches were capable to extract

automatic features and improve classification results.

Ma et al. [32] have explored a neural network utilizing

contextual features from news articles. They have also

investigated the traditional machine learning algorithms

with the performance feedback that require hand-crafted

features. They have more focused on deep learning-based

methods to achieve better classification results.

Ruchansky et al. [12] have investigated a hybrid model

combining the source-characteristics and response of user

for a news article. They have divided their method into

three modules. In the first one, they have discussed the

temporal pattern of both users as well as it’s engagement

with the news article. They have used RNN as a classifier

utilizing lower dimension representation of news articles.

In the second module, they have investigated the credit

score to a user on social media by deploying a fully con-

nected layer to the network. In the third one, they have

combined the vector of the first module with the credit

score of the previous module for effective fake news

detection.

Yang et al. [33] have investigated their novel convolu-

tional neural network (TI-CNN) with a combination of

both text and image-based features using fusion techniques.

In their approach, they have done more investigation using

visual content of the news article for effective classification

with some based content-based features. They have

explained explicit features include linguistic features,

psychological perspective, lexical diversity, and sentiment

score.

Zhang et al. [31] have explored a novel architecture

(fake detector) combining the linguistic and writing-based

features obtained from a news article for the classification.

For experimental purpose, gated recurrent unit (GRU) is

used for the extraction of latent features. Further, they have

used gated diffusive unit (GDU) combining latent features

of news-creators, news articles, and subjects.

Shu et al. [34] have explored the problem of fake news

with their proposed model (TriFN). In their approach, it

models publisher–news relations and user–news interac-

tions simultaneously for fake news classification. Experi-

ments have been conducted with two real-world fake news

datasets (BuzzFeed and PolitiFact) and achieved with an

accuracy of 86.40% and 87.80%, respectively.

Zhou et al. [35] have explored a network-based pattern-

driven fake news detection approach. In their approach,

they have studied the patterns of fake news in social net-

works, which refer to the news being spread. Experiments

on two real-world datasets (BuzzFeed and PolitiFact) and

achieved with an accuracy of 83.50%.

Wang et al. [36] have investigated an end-to-end

framework named Event Adversarial Neural Network

(EANN), which can derive event-invariant features and

thus benefit the detection of fake news on newly arrived

events. Experiments have been conducted using two real-
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world fake news datasets (Weibo and Twitter) and

achieved with an accuracy of 71.50% and 82.70%,

respectively.

Zhou et al. [24] have examined a Similarity-Aware

FakE news detection method (SAFE) which investigates

multi-modal (textual and visual) information of news arti-

cles. Experiments on two real-world datasets (PolitiFact

and Gossip-cop) and achieved with an accuracy of 87.40%

and 83.80%, respectively. In our previous work [37],

authors have explored an efficient deep convolutional

neural network for the detection of fake news utilizing

content-based features. Further, a deep neural network with

four dense layers is designed [38] utilizing both contents as

well as context-based features and achieved state-of-the-art

results using real-world fake news dataset: BuzzFeed and

PolitiFact. In this current research, our proposed deep

neural network is one step ahead as compared to existing

methods in terms of performance.

In this article, we have considered the presence of echo-

chambers (communities sharing the same faith or confi-

dence) in the given social network. Further, we have rep-

resented news articles as 3-mode tensor (news, user, echo-

chamber). With this information, we propose an enhance-

ment of the above-mentioned methods for fake news

detection, by combining the textual information of the

news article with the echo-chamber information [17] using

a tensor factorization approach. Using this method, our

model is capable enough to classify using both the textual

as well as user-community information. A deep neural

network with five dense layers with a different number of

filters across each layer is employed for the classification

utilizing available tensor-based information. This method

can be very helpful to discriminate the fake news with real

ones with more efficient results with optimal

hyperparameters.

3 Methodology for fake news detection

In this section, the complete methodology adopted in this

research has been discussed in details. Our proposed

method with tensor factorization approach is shown in

Fig. 3.

3.1 Mathematical representations

In this research, scalar is represented by (e.g. a), matrix is

represented by (e.g. A), and tensor is represented by

boldfaced capital letter (e.g. A).

3.2 Construction of count matrix using textual
content

The matrix is represented by N having the dimensions of

ðn� vÞ, where n is the total number of news articles in the

dataset and v is the number of words in the vocabulary.

This matrix is used to count the sequences of words in a

news article.

3.3 Construction of news-user engagement
matrix

In this matrix, the response of the user to a particular news

article has been shown. The matrix is denoted by U having

the dimensions of ðn� uÞ, where n is the total number of

news articles and u is the number of users. This matrix is

used to represent the counting of news articles shared by

any particular user on social media.

3.4 Development of user-community matrix

A heuristic method for community detection in large scale

networks is reported in the work of Blondel et al. [39],

which uses an agglomerative multistep process during its

execution. Wakita et al. [40] have also discussed commu-

nity detection for small networks. In our research, the user–

user relationship has been considered in the available

Fig. 3 Proposed method
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information to build the user-community matrix. The

method suggested by Clauset et al. [41] has been used for

the fast identification of communities. This algorithm is a

computationally resource-efficient and designed for large

and complex networks. It associates each node of the

network with a community. The computational complexity

of the algorithms is analysed for the development of a deep

neural network without compromising the performance of

the model. In this algorithm, the main step is combining

two communities that mainly contribute to the global

modularity. Clauset et al. have proposed a matrix M to

store a modularity gain by the union of two communities

Ca and Cb when the communities are connected. The ele-

ments Mab of Matrix M are initialized by Eq. 1. Here, d is a

number which stores the sum of degrees of the modes in a

network that belongs to a particular community (refer

Eq. 2). User-community matrix is represented with C

having the dimensions of ðu� cÞ, where u is the number of

users in the social network and c is the number of detected

communities. According to Clauset, we have to update the

matrix M for each union until we get no more gain in the

modularity. Clauset also defined the rules for updating

(refer Eq. 3) the whole matrix M with respect to connected

communities which are being combined to other

communities.

Mab ¼

1

2m
�

dadb

ð2mÞ2
; if Ca and Cb are connected

0; otherwise

8

<

:

ð1Þ

Degree of vertex a ¼ da ¼
X

i

ki; v
i
� Ca ð2Þ

M
0

ac ¼

Mac þMbc; if Cc is connected to Ca and Cb

Mbc � 2
da

ð2mÞ

dc

ð2mÞ
; if Cc is connected to Cb but not to Ca

Mac � 2
db

ð2mÞ

dc

ð2mÞ
; if Cc is connected to Ca but not to Cb

8

>

>

>

>

>

<

>

>

>

>

>

:

ð3Þ

Here, m = number of edges in the network, k = degree

vector, v ¼ a vertex in the network, d = a vector which

stores the sum of degree of nodes.

3.5 Formation of tensor

A tensor is formed as shown in Eq. (4). The representation

of a 3-mode tensor is shown in Fig. 4 which consists of a

combination of different feature matrices.

Tijk ¼ Uij � Cjk ð4Þ

With the help of above tensor, the propagation of a news

article in a community is represented.

3.6 Re-ordering of tensor using matricization

A tensor can be re-ordered into a matrix using matriciza-

tion operation [25]. We can represent a mode-i tensor T

such that T 2 RI1�I2����Ii . The mode-i matricization of the

tensor T has been represented by Eq. (5).

Xi 2 R
Ii�ð

Q3

n 6¼i
InÞ ð5Þ

Here, the matrix X1 represents mode-1 matricization hav-

ing dimension n� ðu � cÞ. Here, i is defined in the range of

[1, 3].

3.7 A coupled matrix–tensor factorization
approach

The combined representation of both news content as well

as social context is fused by employing coupled matrix–

tensor factorization (CMTF) method [17, 42]. This

approach solves the optimization, as stated in Eq. (6).

min
1

2
T � ½½T1; T2; T3��k k2Fþ

1

2
N � ½½N1;N2��k k2F ð6Þ

In the Eq. (6), T is the 3-mode tensor (news, user and

community). ½½T1; T2; T3�� represents the Kruskal operation

on matrices T1, T2 and T3, such that T1 2 RI1�R, T2 2 RI2�R

and T3 2 RI3�R. These matrices can be obtained by fac-

torizing the tensor using the R-component PARAFAC

procedure [43]. In the equation, N denotes the news content

matrix and N1 and N2 are the R-factor matrices obtained

after nonnegative matrix factorization [44] of N, where

N1 2 Rn�R and N2 2 Rv�R. Equation (6) can be re-written

as Eq. (7).

min
1

2
f1 þ

1

2
f2 ð7Þ

Optimization problem can be solved by computing gradi-

ents of the components f1 and f2 with respect to factors and

shown with the help of Eqs. (8)–(10).

of1

oTi
¼ Zi � Xið ÞT�i

i ð8Þ

of2

oN1

¼ �NN2 þ N�1
1 NT

2 N2 ð9Þ

of2

oN2

¼ �NTN1 þ N2N
T
1 N1 ð10Þ

where

Z ¼ ½½T1; T2; T3�� ð11Þ

Z1 ¼ T1 T3 � T2ð ÞT ð12Þ
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Z2 ¼ T2 T3 � T1ð ÞT ð13Þ

Z3 ¼ T3 T2 � T1ð ÞT ð14Þ

T�i ¼ T I � � � � T iþ1 � T i�1 � � � � � T1 ð15Þ

The symbol � in Eqs. (12–15) represents Khatri–Rao

product [45]. The final gradient matrix can be obtained by

the concatenation of vectorized partial derivatives with

respect to factor matrices as expressed in Eq. (16).

rf ¼

vec
of1

oT1

� �

vec
of1

oT2

� �

vec
of1

oT3

� �

vec
of2

oN1

� �

vec
of2

oN2

� �

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

ð16Þ

4 Approach for fake news detection

For the context of fake news detection [46–48], our pro-

posed deep learning-based approach has been discussed in

this section.

EchoFakeD: an efficient deep neural network In this

research, we have designed a deep neural network with a

diverse number of filters across each dense layer with

dropout. In this network, we have considered five dense

layers to make our model more effective and deep in nat-

ure. The selection of activation function, loss function, and

dropout which make our model an efficient are summarized

below:

Dense layer A dense layer is just a regular layer of

neurons in a neural network [49, 50]. Each neuron receives

input from all the neurons in the previous layer, thus

densely connected. In our approach, we have taken five

dense layers to make our model deep in nature with the

selection of optimal hyperparameters.

Dropout Dropout is a regularization technique [49, 50],

which is efficient and helpful to reduce the complexity of

any classification model. It is also helpful to prevent over-

fitting [50]. In our research, we have applied the dropout at

each layer of the network. This functionality has shown

good results. We have conducted our experiments with the

value of dropout to be 0.2.

Activation function In our deep learning model, we have

investigated using rectified linear unit (ReLU) [51] as the

activation function. It is capable enough to remove nega-

tive values from an activation map by setting them to zero

in a given network. The biggest advantage of ReLu is

indeed non-saturation of its gradient, which greatly accel-

erates the convergence of stochastic gradient descent

compared others activation functions [51]. It is also com-

putationally efficient than sigmoid or tanh activation

functions and solves the vanishing gradient problem. We

can define the equation of ReLU as:

r ¼ maxð0; zÞ ð17Þ

Loss function (L) Cross-entropy is widely used as a loss

function for classification problems, because it minimizes

the distance between two probability distributions—pre-

dicted and actual. The cross-entropy goes down as the

prediction gets more and more accurate. It becomes zero if

the prediction is perfect. Cross-entropy loss (M ¼ 2) can be

defined as:

Fig. 4 Tensor decomposition

approach
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L ¼ � y logðpÞ þ ð1� yÞ logð1� pÞð Þ ð18Þ

If M[ 2 (i.e. multi-class classification), we calculate a

separate loss for each class and sum the result.

�
X

M

c¼1

yo;c log po;c
� �

ð19Þ

Here, M—number of classes, c—a class, log—the natural

logarithmic function, y—binary indicator (0 or 1), o—an

observation, p—predicted probability

In Fig. 5 and Table 1, the layered architecture of our

proposed deep neural network (EchoFakeD) is shown. In

this network, the input is based on word-embedding vectors

with 1503 nodes. Our neural network consists of five dense

layers. The first dense layer contains 128 hidden nodes with

a dropout of 0.2. The second dense layer contains 128

hidden nodes without dropout. The third dense layer

contains 2048 hidden nodes with a dropout of 0.2. The

fourth dense layer contains 32 hidden nodes with a dropout

of 0.2. The fifth dense layer contains 32 hidden nodes with

a dropout of 0.2. The final layer has 2 nodes with an

activation function as SoftMax. The research work was

carried using the NVIDIA DGX v100 machine, equipped

with 40600 CUDA cores, 5120 tensor cores, 128 GB RAM,

and 1000 TFLOPS speed.

5 Experiments and results

To benchmark our method, we have considered several

classification approaches. These methods are based on the

news article’s textual content, user-context, and user-based

relations.

5.1 Dataset

Experiments have been conducted to validate the perfor-

mance of our proposed model using real-world fake news

dataset: BuzzFeed and PolitiFact from the FakeNewsNet.3

The number of news articles and users in the fake news

dataset is tabulated in Table 2 for PolitiFact and BuzzFeed.

We have taken 145 news articles for training and 37 for

testing the model (80:20 ratio). We have also validated the

performance of our model using 37 fake news articles. The

useful information in the dataset as follows:

Fig. 5 Architecture of our proposed network-EchoFakeD

Table 1 Layered architecture of our proposed network-EchoFakeD

Layer Input (number of filters) Output (number of filters)

Dense layer 1503 128

Dropout layer 128 128

Dense layer 128 128

Dense layer 128 2048

Dropout layer 2048 2048

Dense layer 2048 32

Dropout layer 32 32

Dense layer 32 2
3 https://www.kaggle.com/mdepak/fakenewsnet.
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• News content: Having the attributes as news-id, URL,

title, text, authors, and source of news.

• News-User engagement: It contains the information that

how many times a news article has been shared by a

user on social media.

• User–user engagement: It contains the relationships

between the users.

5.2 Feature extraction and hyperparameter
setting

5.2.1 Feature extraction

In this research, we have considered content, context, and

user-community-based features for fake news classifica-

tion. The Sklearn library is used to construct the features

matrices. The dimensions of all the matrices (used as input

features) are shown in Table 3. We have extracted 81

communities (featured as Echo chamber) using the Clau-

set–Newman–Moore algorithm [41].

5.2.2 Hyperparameter setting

Hyperparameters [52–54] can be defined as major elements

or variables for a learning algorithm during the process of

training and testing of any classification model. There exist

two main approaches for selecting and optimizing the

context-specific hyperparameters as a manual and auto-

matic selection. The decision of selecting hyperparameters

typically represents a trade-off between the manually ver-

sus automatic selection (in which the high computational

cost is required). In our approach (for more details refer to

Table 4), we have set the values of hyperparameters before

training and optimizing the weights and bias.

5.3 Performance parameters

To validate the performance of our proposed model, dif-

ferent performance parameters have been considered: pre-

cision, recall, accuracy, and confusion matrix as evaluation

matrices.

5.3.1 Confusion matrix

The information about the actual and predicted samples can

be represented with the help of a confusion matrix. For

binary classification, a confusion matrix is shown with the

help of Table 5.

5.3.2 Precision and recall

Recall is defined as:

Recall ¼
TP

TPþ FN
ð20Þ

where precision is :

Precision ¼
TP

TPþ FP
ð21Þ

5.3.3 F1-score

F1 score is the harmonic mean of Precision and Recall.

F1 ¼
2 � ðPrecision � RecallÞ

ðPrecisionþ RecallÞ
ð22Þ

5.3.4 Accuracy

Accuracy is defined as:

Accuracy ¼
TPþ TN

TPþ TNþ FPþ FN
� 100 ð23Þ

Here (TP) = correctly identified instances, (FP) = incor-

rectly identified instances, (TN) = correctly rejected

instances, (FN) = incorrectly rejected instances

5.4 Experiments

To classify the combination of both news content as well as

social context-based information, tensor-based factoriza-

tion method has been deployed. The order of classification

tasks performed in our research as follows:

• EchoFakeD (our proposed deep neural network) with

news content: For the experiment, the input feature

matrix is the count matrix N.

• EchoFakeD with social context: For the experiment,

social context-based are used. Matrix ðX1Þ obtained

after mode-1 matricization is used as input feature.

• EchoFakeD with news content and social context: For

the experiment, we have used both news content as well

as social context-based features for classification. Our

proposed model has given state-of-the-art results with

the combination of features.

Table 2 FakeNewsNet dataset

News source News articles Fake news articles Number of users

BuzzFeed 182 91 15,257

PolitiFact 240 120 23,865
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5.5 Experimental results

Experiments have been conducted using our proposed deep

learning classifier (EchoFakeD) with different learning

paradigms. From Fig. 5, we can observe the architectures

of our proposed deep neural network. Classification results

demonstrate that features selection and classification model

plays an important role in the detection of fake news. In

this research, a real-world fake news dataset (Fake-

NewsNet) has been used for classification.

Further, experiments have been conducted using our

proposed deep neural network using both contents as well

as social context of news articles. Tables 8 and 11 show

that the combination of features gives more accurate results

by employing a deep neural network. Respective confusion

matrices for the deep learning approaches are shown with

the help of Tables 6, 7, 8, 9, 10 and 11. The elements of

confusion matrices give the number of correct and incor-

rect classifications. Our proposed model gave a better

performance as compared to existing benchmarks

employing tensor factorization methods using deep

learning.

To validate the performance of our proposed model with

the existing methods, several performance parameters like

precision, recall, F1-Score, false-positive rate, false-nega-

tive rate, and accuracy have been considered. Complete

classification results (using Politifact and BuzzFeed data-

set) are tabulated in Tables 12 and 13. In Table 13, the

results using different combinations (news content, social

context, and content?context) are presented with our

proposed approach. Among the content and social context-

based methods, our proposed model has achieved an

accuracy of 86.84% and 89.19%, respectively. Combining

social-context and news-content features, our proposed

model achieved a marginal improvement over the baseline

methods with an accuracy of 92.30%. With these results,

we recommend the effectiveness of social context-based

features for fake news classification.

In this research, considering the performance of all

classifiers, we found that with our proposed deep archi-

tecture, we achieved a validation accuracy of 92.30% using

PolitiFact dataset. From Figs. 6 and 7, we can observe that

with our proposed deep neural network, the validation

accuracy is high and cross-entropy loss is minimum using

both real-world fake news dataset. Our proposed model

achieved accuracy with 91.80% using BuzzFeed dataset

(refer Fig. 7). To validate the performance of our model,

more performance parameters have been included (false-

positive rate (FPR) and false-negative rate (FNR)). The

false-positive rate is 9.52% and the false-negative rate is

13.64% with our proposed model using BuzzFeed dataset

(refer Table 14 for more details). False-negative rate is just

13.04% and the false-negative rate is 9.52% with our

proposed model using PolitiFact dataset (refer Table 15 for

more details). Results motivate the researchers to use our

proposed method-EchoFakeD in future for the classifica-

tion of fake news in their research.

Table 3 Dimensionality of feature matrices

Matrix Dimension

News-user engagement matrix (U) (182 � 15,257)

Count matrix (N) (182 � 1500)

User-community matrix (C) (15,257 � 81)

Tensor (T) (182 � (15,257 � 81)

Mode-1 tensor ðX1Þ (182 � (15,257 � 81))

Input matrix (content ? context) (182 � 1503)

Table 4 Hyperparameters for EchoFakeD

Hyperparameter Value

Number of dense layers 5

Number of hidden nodes 128,128,32,2

Activation function ReLU

Loss function Binary cross-entropy

Optimizer Adam

Dropout 0.2

Learning rate 0.1

Number of epochs 20

Batch-size 64

Table 5 Representation of confusion matrix

Predicted positive Predicted negative

Actual positive True positive (TP) False negative (FN)

Actual negative False positive (FP) True negative (TN)

Table 6 Confusion matrix for news content-based classification with

EchoFakeD (BuzzFeed)

Predicted positive Predicted negative

Actual positive 17 (TP) 4 (FN)

Actual negative 3 (FP) 16 (TN)
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5.6 Comparison with existing classification
methods

From Tables 16 and 17, a comparison between existing

classification benchmarks with our proposed model

(EchoFakeD) has been shown. Table 16 shows the classi-

fication results with BuzzFeed dataset and Table 17 shows

the classification results with PolitiFact dataset. Our pro-

posed deep neural network has shown higher accuracy

among all existing benchmark. False-positive rate and the

false-negative rate are also less with our proposed model.

Existing studies have primarily focused on the news con-

tent-based analysis. The problem of fake news has been

investigated with not only the content-based attributes but

also the relationship between news article and user on

social media. Our approach is one step ahead of the

existing one. In our approach, we have investigated the

problem of fake news with an efficient deep neural network

using the feature-vectors receiving from coupled matrix–

tensor factorization method as a 3-mode tensor. In this

method, a tensor is created using the social context of news

articles with several existing communities in the network.

This method improved the performance of fake news

classification compared to the existing methods. Results

further motivated us to use our deep neural network as

compared to existing traditional methods for efficient

results.

5.7 Discussion

In Fig. 8, an example of fake news is shown. In this paper,

we have performed extensive feature set-based studies for

the classification of fake news. News content-based meth-

ods primarily focus on extracting different features from

fake news articles, including both content-based (B) as well

as style-based. Style-based methods mainly focus on the

writing style of manipulators and creators (A) for the

context of fake news. It is evident that for efficient fake

news detection, content-based methodologies are alone not

sufficient. We need to investigate the fake news articles

with social context-based methods. Social context-based

methods deal with the relationship among users, news

article, and related publishers. These methodologies are

Table 7 Confusion matrix for social context-based classification with

EchoFakeD (BuzzFeed)

Predicted positive Predicted negative

Actual positive 18 (TP) 3 (FN)

Actual negative 2 (FP) 16 (TN)

Table 8 Confusion matrix for news content ? social context-based

classification with EchoFakeD (BuzzFeed)

Predicted positive Predicted negative

Actual positive 19 (TP) 3 (FN)

Actual negative 2 (FP) 19 (TN)

Table 9 Confusion matrix for news content-based classification with

EchoFakeD (PoitiFact)

Predicted positive Predicted negative

Actual positive 17 (TP) 3 (FN)

Actual negative 2 (FP) 16 (TN)

Table 10 Confusion matrix for social context-based classification

with EchoFakeD (PoitiFact)

Predicted positive Predicted negative

Actual positive 17 (TP) 2 (FN)

Actual negative 2 (FP) 16 (TN)

Table 11 Confusion matrix using content and context-based features

with EchoFakeD (PoitiFact)

Predicted positive Predicted negative

Actual positive 19 (TP) 2 (FN)

Actual negative 3 (FP) 20 (TN)

Table 12 Performance of our

proposed model with BuzzFeed
Approach Precision Recall F1-score Accuracy

EchoFakeD with news content 0.8500 0.8095 0.8293 0.8250

EchoFakeD with social context 0.8571 0.9000 0.8780 0.8718

EchoFakeD with content ? context 0.9047 0.8636 0.8837 0.9180
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efficient to recognize fake news articles. Social context (C)

provides valuable information about users-based interac-

tion with both the fake news as well as the real news. In the

era of computing, at any social media platform, a user is

always connected to a specific group of peoples having the

same mindset or liking is called a user community (D).

These user communities can be an essential factor for fake

news classification due to their common perception about

sharing articles. Therefore, we have designed an effective

deep neural network combining (Bþ C þ D) the content

level features of news articles with user’s social engage-

ment (echo-chamber infused) to achieve significant results.

Subsequently, the tensor factorization-based approach has

been used with content as well as context-based

information.

In Fig. 8, an example of fake news is shown. In this

paper, we have performed extensive feature set-based

studies for the classification of fake news. News content-

based methods primarily focus on extracting different

features from fake news articles, including both content-

based (B) as well as style-based. Style-based methods

mainly focus on the writing style of manipulators and

creators (A) for the context of fake news. It is evident that

for efficient fake news detection, content-based

Table 13 Performance of our

proposed model with PolitiFact
Approach Precision Recall F1-score Accuracy

EchoFakeD with news content 0.8500 0.8947 0.8718 0.8684

EchoFakeD with social context 0.8947 0.8947 0.8947 0.8919

EchoFakeD with content ? context 0.8636 0.9048 0.8837 0.9230

Fig. 6 Classification accuracy and cross-entropy loss with EchoFakeD using BuzzFeed

Fig. 7 Classification accuracy and cross-entropy loss with EchoFakeD using PolitiFact

Table 14 False-positive rate (FPR) and false-negative rate (FNR)

using BuzzFeed

Approach FPR FNR

EchoFakeD with news content 0.1579 0.1905

EchoFakeD with social context 0.1111 0.1429

EchoFakeD with content ? context 0.0952 0.1364

Table 15 False-positive rate (FPR) and false-negative rate (FNR)

using PolitiFact

Approach FPR FNR

EchoFakeD with news content 0.1111 0.1500

EchoFakeD with social context 0.1111 0.1053

EchoFakeD with content ? context 0.1304 0.0952
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methodologies are alone not sufficient. We need to inves-

tigate the fake news articles with social context-based

methods. Social context-based methods deal with the

relationship among users, news articles, and related pub-

lishers. These methodologies are efficient in recognizing

fake news articles. Social context (C) provides valuable

information about users-based interaction with fake news

and real news. In the era of computing, at any social media

platform, a user is always connected to a specific group of

peoples having the same mindset or liking is called a user-

community (D). These user communities can be an

essential factor for fake news classification due to their

common perception about sharing articles. Therefore, we

have designed an effective deep neural network combining

(Bþ C þ D) the content level features of news articles

with user’s social engagement (echo-chamber infused) to

Table 16 Comparison with

existing benchmarks with

BuzzFeed

Authors Precision (%) Recall (%) F1-score (%)

Castillo et al. [55] 73.50 78.30 75.60

Castillo et al. [55] ? RST 79.50 78.40 78.90

Gupta et al. (CITDetect) [17] 65.70 100.00 79.20

Gupta et al. (CIMTDetect) [17] 72.90 92.30 81.30

Papanastasiou et al. [56] (CLASS-CP) 85.20 83.00 83.50

Zhou et al. [35] 84.90 85.20 84.20

[38] (DNN-with echo chamber) 83.33 86.96 85.11

Proposed model-EchoFakeD 90.47 86.36 88.37

Table 17 Comparison with

existing benchmarks using

PolitiFact

Authors Precision (%) Recall (%) F1-score (%)

Castillo et al. [55] 77.70 79.10 78.30

Castillo et al. [55] ? RST 82.30 79.20 79.30

Gupta et al. (CITDetect) [17] 67.90 97.50 79.10

Gupta et al. (CIMTDetect ) [17] 80.30 84.20 81.80

Papanastasiou et al. [56] (CLASS-CP) 87.20 82.10 84.30

[38] (DNN-with echo chamber) 82.10 84.60 84.04

Proposed model-EchoFakeD 86.36 90.48 88.37

Fig. 8 An example of fake

news. Source: Facebook
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achieve significant results. Subsequently, the tensor fac-

torization-based approach has been used with content as

well as context-based information. In this paper, a user’s

engagement with the news articles is captured and fused

with user-community interaction to form a 3-mode tensor

(content, social-context, and user-community information).

This tensor is capable of handling multi-relational data and

provides a higher dimensional generalization of matrices.

Tensor factorization decomposes the higher-order tensor

into low-rank tensors. The resulting low-rank tensors cap-

ture the complex relations between the objects representing

the help of models of the tensor. Therefore, in this research,

a coupled matrix–tensor factorization method is used with

a latent representation of news articles’ news content and

context. In the coupled matrix–tensor factorization method

(also known as CP-decomposition), we have used the

standard factorization method to decompose the matrix. To

validate the classification performance, the proposed deep

learning model (EchoFakeD) is employed with both con-

tents and context-based information. Our model outper-

formed existing and appropriate baselines for fake news

detection and achieved an accuracy of 92.30%.

6 Conclusion and future scope

A methodology utilizing both news content and social-

context of news articles with the tensor-factorization

method has presented. For an effective classification, a

tensor factorization approach has presented with a deep

neural network. The performance of our proposed approach

is evaluated on the real-world fake news dataset: BuzzFeed

and PolitiFact. A detailed analysis has presented utilizing

different features: news content, social context, and the

combination of news content and social context. With the

classification results, it is clear that the combination

approach using tensor factorization gives better perfor-

mance, as shown in the form of evaluation parameters. Our

proposed approach has improved the classification result in

terms of F1-score and validation accuracy compared to

existing methods. Our future plan would be to perform a

more accurate classification of fake news using the tem-

poral information with content and social context-based

features. For the task of fake news detection, a feature set

can never be considered complete and sound. Therefore, in

addition to temporal-based information [7, 8] would be

helpful in fake news propagation. Another future work is

also to address the issues in fake news detection using

content, context, temporal, and echo chambers-based

information. It would be interesting to explore new ways of

representing the available information with tensors at a

methodological level. As further work, we would like to

explore the extent to which our model (EchoFakeD)

improves when more features are added.
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21. Pérez-Rosas V, Kleinberg B, Lefevre A, Mihalcea R (2018)

Automatic detection of fake news. In: Proceedings of the 27th

international conference on computational linguistics,

pp 3391–3401

22. Gupta M, Zhao P, Han J (2012) Evaluating event credibility on

twitter. In: Proceedings of the 2012 SIAM international confer-

ence on data mining. Society for Industrial and Applied Mathe-

matics, pp 153–164

23. Shu K, Cui L, Wang S, Lee D, Liu H (2019) Defend: explainable

fake news detection. In: Proceedings of the 25th ACM SIGKDD

international conference on knowledge discovery and data min-

ing, pp 395–405

24. Zhou X, Wu J, Zafarani R (2020) SAFE: similarity-aware multi-

modal fake news detection. arXiv: arXiv-2003
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