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Infectious diseases continue to impact human lives. However, surprisingly little is known about the fun-

damental biology of disease-causing organisms and their interactions with the host. This thesis focuses

on vector-borne diseases which account for 17% of all known human infections and put more than half

of the global population at risk of infection. An overarching focus of the work presented is heterogeneity

within species, which is ubiquitous and fundamental to biology, yet has often been neglected outside of

evolutionary biology. In infectious disease biology, a better understanding of individual heterogeneity is

needed across scales. At the within-host level, infection dynamics and health outcomes are highly vari-

able between hosts. Therefore, a single clinical intervention strategy will likely not achieve the desired

cure in all individuals infected with the same parasite. At the between-host level, it is important to map

the consequences of heterogeneity because a small fraction of the host population contributes dispropor-

tionately to disease transmission and determines the fate of an epidemic. By combining mathematical

modelling and empirical data, this thesis develops conceptual and methodological frameworks that are

rooted in ecology, but shift away from the strict focus on the average often found in biological sciences,

dubbed the “tyranny of the golden mean”. This thesis uncovers within-host origins, and explores the

between-host consequences, of heterogeneities in vector-borne diseases. In the first half, I outline how

differences in within-host ecological processes generate variation in parasite population dynamics and

health outcomes of malaria infection across inoculum sizes and host genetic backgrounds. In the latter

half, I present host population-level consequences of variation generated by tri-trophic interactions be-

tween parasites, hosts, and arthropod disease vectors, and of temperature-dependent heterogeneity in

within-vector processes that govern the timing of infectivity. Overall, this thesis showcases the syner-

gistic benefit of combining mathematical and computational modelling with empirical data to achieve

better understanding and management of infectious diseases.
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Introduction 2

Infectious diseases continue to shape human society. For millennia, scientists have sought an un-

derstanding of infectious diseases that plagued human societies, albeit mostly without the knowledge

that they were caused by biological organisms. The commonly held view was that miasma (meaning

pollution in ancient Greek) emanating from rotting organic matter, ground and swamp, was responsible

for outbreaks that are now known to have been caused by bacteria such as Vibrio cholera or Yersinia

pestis, the aetiological agent of bubonic plague (Last, 2007). This idea remained mainstream throughout

the middle ages and the Renaissance: in his 24-page doctoral dissertation, Carl Linnaeus, the father

of modern taxonomy, proposed a hypothesis that malaria — derived from mal aria in Medieval Italian

meaning “bad air” — was caused by clay particles (Hempelmann and Krafts, 2013). It was not until

the invention of microscopes in the 17th century and development of the germ theory in the subsequent

centuries that the scientific community widely accepted the biological origin of infectious diseases, like

cholera, bubonic plague and malaria. Aided by the rapid improvement of scientific instruments, studies

of infectious diseases since the 20th-century have sought discovery of ever-finer details of specific disease

systems (Prosser et al., 2007). Classic microbiologists, for instance, were concerned with the structure

and classification of bacteria and other infectious agents while immunologists traditionally catalogued

components of the host immune system at the molecular and cellular levels and examined their functions

in specific controlled settings (Rivas et al., 2017).

The vast knowledge base generated by these disciplines traditionally associated with studying dis-

eases largely conforms to reductionism — an approach that simplifies complex biological processes by

isolating effects to a small number of static components (Rivas et al., 2017). However, critics point

out that reductionist disciplines fail to consider that biological processes are complex — consisting of

many interacting components, and are dynamic — variable over time. It has been argued, therefore,

that traditional disciplines are individually ill-equipped to provide full explanations of complex disease

phenotypes, or to address clinically or epidemiologically relevant questions (Trochim et al., 2006; Aderem

et al., 2011; Tran et al., 2012; Eckhardt et al., 2020). The limitation of reductionism in the context of

infectious diseases is perhaps best highlighted by the fact that the precise mechanistic knowledge of the

immune system alone does not predict sickness and recovery of a host in any disease system (Schneider,

2011). Therefore, a fuller understanding and prediction of infectious diseases demands a conceptual

framework and a quantitative toolbox that is capable of mapping complex and dynamic disease systems.

This thesis aims to highlight that ecological concepts and the ecologists’ toolbox offer a unified frame-

work for better understanding and management of infectious diseases, both at the level of individual

hosts (i.e., within-host, or clinical) and populations (i.e., between-host, or epidemiological).

Biological processes and phenomena do not occur in isolation but rather span multiple levels of

organisation. An individual organism consists of organs, tissues, cells and molecules while the organism

itself is a member of a population, community and ecosystem. A universal challenge in biological

sciences is to understand the relationship within and across these levels that constitutes a complex

and dynamic system. For example, ecologists focus on interactions between organisms (e.g., parasitism,

competition, predation) and their influence on the population, community and ecosystem-level properties

(e.g., emergence, proliferation, coexistence, extinction, evolution). These ecological concepts are an

example of “systems thinking” which seeks to explain interactions between components and overall

phenomena of a system, which are unpredictable from the knowledge about individual components in

isolation (Cabrera et al., 2008; Verhoeff et al., 2018).

Mathematical modelling has been an integral part of systems thinking because intuition often fails to
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track the knock-on implications of numerous interacting processes in complex systems. As early as at the

beginning of the 20th century, Ronald Ross — who was also among the first to empirically demonstrate

the role of mosquitoes in transmitting malaria (Ross, 1897) — developed a series of mathematical models

to understand the transmission and control of malaria (Ross, 1908, 1911a,b, 1921). Remarkably, an

iteration of his model by George Macdonald (Macdonald, 1957) (known as the Ross-Macdonald model)

still serves as the starting block of vector-borne disease models (Smith et al., 2012; Reiner et al., 2013).

The historical significance of the Ross-Macdonald model is glaring as it provided rational justification

for the World Health Organisation’s (WHO) worldwide DDT spraying campaign against mosquitoes,

which successfully eliminated malaria in many countries by the late 1970s (Smith et al., 2012; Mendis

et al., 2009).

Many contemporary models used to study the population ecology of infectious diseases are grounded

in dynamic systems and nonlinear systems theory. These models are used to investigate the interactions

between organisms and their physical, chemical and biological environments from the first principles of

ecological and evolutionary dynamics (Smith et al., 2005; Bjørnstad, 2015). In epidemiology, dynamical

modelling is widely used to describe the spread of infection and immunity in a population. For example,

the commonly used Susceptible-Infected-Recovered (SIR) model tracks the fraction of a population di-

vided into three compartments: susceptible to an infectious disease (S), carrying infection and infectious

to others (I) or recovered or vaccinated and hence immune to future infections (R). The SIR model and

its extensions have been applied to inform the required vaccination threshold (i.e., minimum proportion

of a population required to be vaccinated), for example, to prevent childhood measles infections (Keeling

and Rohani, 2008). Dynamical models have also been used to investigate the time-course of infection and

immune responses within hosts, including malaria (Mideo et al., 2008c) and HIV (Perelson and Ribeiro,

2013). These within-host models share conceptual parallels with population ecology and epidemiological

models, as they track the population dynamics of the focal parasite and its target cells (i.e., resource

population) and can incorporate immune systems (analogous to “predators” feeding on their prey, the

focal parasites) and coinfecting parasites which are in competition with the focal parasite for the shared

host resource. Furthermore, dynamical models have been applied to study feedbacks between the two

levels, which are important considerations for rapidly evolving viruses (Mideo et al., 2008a). Today,

application of dynamical models to infectious disease systems is more accessible to biologists than ever

before, thanks to the development of user-friendly packages in high-level programming languages (e.g.,

R, Python and Mathematica) and excellent educational resources in the field (e.g., Otto and Day, 2011;

Keeling and Rohani, 2008)

A thematic goal of this thesis is to uncover the origin of variation in the interactions between hosts

and parasites, and to map the impact of individual variation on disease spread. Trait variation within

species is ubiquitous and fundamental to organismal evolution. Outside of evolutionary biology, however,

individual variation has often been neglected. Population ecology, for instance, focuses typically on

homogenised, “average” populations, ignoring variability between individuals (Vindenes and Langangen,

2015) while many biological disciplines have traditionally disregarded individual variation as undesirable

experimental noise to be minimised (Herzfeld and Shadmehr, 2014; Roche et al., 2016; Nikinmaa and

Anttila, 2019). In recent years, there has been increasing attention on intraspecific variation (Roche

et al., 2016), shifting away from the strict focus on the average that has been described as the “tyranny

of the golden mean” (Bennett, 1987). In modern disease ecology, better understanding the origin and

consequences of individual heterogeneity has emerged as a central theme (VanderWaal and Ezenwa,



Introduction 4

2016). At the within-host level, it is crucial to understand individual heterogeneity because infection

dynamics and outcomes are highly variable between individual hosts. Thus, a critical applied implication

is that a single clinical intervention strategy does not achieve the desired cure in all individuals infected

with the same parasite (Moser et al., 2019). At the population level, an empirical relationship of the

20/80 rule often holds, where 20% of individuals are responsible for 80% of total parasite transmission

(Woolhouse et al., 1997). Thus, it is essential to identify the small fraction of the host population that

can contribute disproportionately to transmission and decide the fate of an outbreak (Lloyd-Smith et al.,

2005).

This thesis focuses on infectious diseases transmitted by arthropod vectors — like mosquitoes, sand

flies, and ticks —, which account for 17% of all known human infections, and put more than half of

the global population at risk of infection (World Health Organization, 2014). Mosquitoes alone are

responsible for diseases such as malaria, dengue, West Nile virus, chikungunya, yellow fever, filariasis

and Zika. More than a century after the role of mosquitoes in malaria transmission was discovered

(Ross, 1897), the WHO estimates that malaria alone continues to claim over half a million lives annually

(World Health Organization, 2014). Despite the common notion that vector-borne diseases are only

a problem for the tropics, threats are now expanding worldwide. For example, Aedes mosquitoes —

the genus that carries dengue fever among other diseases — were considered eradicated from Europe

over half a century ago (Schaffner and Mathis, 2014). Today, Aedes aegypti is found in 20 European

countries and, climatic and environmental conditions are suitable for establishment across the entire

region of southern Europe (Rogers and Hay, 2012). Following the expansion of mosquitoes, there have

been dengue outbreaks reported in France, Croatia and the Portuguese archipelago Madeira since 2010

— breaking a 55-year absence after the last European outbreak in 1945 (Schaffner and Mathis, 2014).

Similarly, in the US, reported incidences of West Nile virus and Lyme disease have been on the rise since

the early 2000s (Petersen et al., 2014). The increasing global threat from vector-borne diseases calls for

renewed momentum to combat their spread. In response, the WHO has committed to preventing all

vector-borne disease outbreaks worldwide by 2030 (World Health Organization, 2017).

Thesis outline

In this thesis, I investigate both within- (Chapter 1 & 2) and between-host (Chapter 3 & 4) ecology of

vector-borne diseases using various dynamical modelling techniques. Each chapter of this thesis is also

closely inspired by data: I quantitatively describe longitudinal data of within-host infection (Chapter 1

& 2) and predict population-level consequences of overlooked empirical observations (Chapter 3 & 4).

Within-host ecology (Chapter 1 & Chapter 2)

The dynamics of parasites within their hosts is a key determinant of host immune activity, disease sever-

ity, between-host transmission and the evolution of parasite traits such as drug resistance (Paul et al.,

2003; Greischar et al., 2016b). In Chapter 1 and 2, I focus on the within-host dynamics of malaria. The

within-host stage of malaria is characterised by asexual proliferation and occasional sexual reproduction.

Following an infectious bite, malaria parasites first migrate to the liver. The asexual cycle begins when

an extracellular stage parasite, released from the liver, enters a red blood cell. Depending on the species

of Plasmodium, parasite development within a red blood cell takes approximately 24 to 72 hours, and

the cycle is typically synchronised among asexual clones infecting the same host (Mideo et al., 2013).



Introduction 5

The end of each asexual cycle is marked by rupturing of the red blood cell and bursting of extracellular

parasites into the bloodstream where they have only minutes to find the next red blood cell to infect

and repeat the cycle. As red blood cells are depleted and host immunity clears parasites, the parasite

number eventually declines. Aided by the decreasing parasite number and up-regulation of red blood

cell replenishment (i.e., erythropoiesis), the host starts to recover from anaemia marking the end of the

acute phase of malaria infection. Mathematical modelling has been applied extensively to describe these

processes of within-host malaria infection (Mideo et al., 2008c), yet few have incorporated dynamical

immune regulation coupled with the infection dynamics. I developed two distinct dynamical models of

blood-stage malaria ecology and host responses, one using classic differential equations (Chapter 1) and

another using recursion equations (Chapter 2). I fitted the models to time-series data of experimental

rodent infections to study variation in infection dynamics caused by the initial infection dose (Chapter 1)

and to uncover functional diversity of host resilience to malaria infection among host genotypes (Chapter

2).

Between host ecology (Chapter 3 & Chapter 4)

Variation in transmission has been recognised as an important factor in disease emergence and persis-

tence. Some host traits underlying the variation in transmission may be best conceptualised as distinct

groups. For example, while age is, in reality, a continuous variable, it is often useful to categorise age

structure into discrete classes to reflect the underlying variation in immune status between children and

adults due to vaccination and history of infection. By ignoring individual variability within discrete

classes, such class-structured models allow for estimation of the infection risk structure associated with

a known source of variation without explicit knowledge about the nature of variation at the individual

level (Keeling and Rohani, 2008). Using the class-structured approach, I developed, in Chapter 3, a gen-

eral model of vector-borne disease to explore the effect of the variation in host immune status generated

by bites of uninfected vectors.

Another way to conceptualise heterogeneity is to consider a statistical distribution of trait values

representing continuous variation in a population. Most commonly, events of an epidemiological model,

like the aforementioned SIR model, are assumed to follow an exponential distribution. Consider, for

example, the standard expression of the mean duration of infection, γ−1 where γ is the rate of host

recovery. In this formulation, it is assumed that the time until recovery (or infectious period) is expo-

nentially distributed, which implies that the average waiting time, e.g., γ−1, is accompanied by large

variance, e.g., γ−2, with the mode of the distribution at 0. This means many individuals are assumed to

recover from infection immediately after exposure. However, the infectious period is rarely exponentially

distributed in nature (Keeling and Rohani, 2008), and neither are many processes that require para-

site development (e.g., the incubation period of measles, chickenpox and mumps (Simpson, 1952) and

within-mosquito incubation period of malaria and dengue (Paaijmans et al., 2011; Chan and Johansson,

2012)). In SARS, for example, precise assumptions made about the distribution of the infectious period

had profound implications for disease spread. When realistic variation is considered, epidemics were

predicted to be rarer, yet more potent (Lloyd-Smith et al., 2005). With increasing availability of data

on the effects of temperature on parasite development within vectors (Paaijmans et al., 2011; Chan and

Johansson, 2012), there is an opportunity to incorporate realistic developmental variation into mathe-

matical models to predict its consequences. In Chapter 4, I focused on dengue virus for which the most

comprehensive data is available. Using an individual-based stochastic simulation model, I investigated
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the impact of temperature-dependent variation in the dengue virus extrinsic incubation period on the

probability of disease emergence.

Thesis contributions

This thesis aims to advance the current understanding of the origin and consequences of individual

variation in the ecology of infectious diseases, both within- and between-hosts. It merges knowledge

in the fields of microbiology, parasitology, and immunology through the lens of ecological concepts.

The originality of this thesis is demonstrated also in its methodological approaches. It showcases a

variety of quantitative techniques that are instrumental to incorporating biological variation, but are

still underutilised in studies of infectious diseases. By combining these techniques with empirical data,

the work presented here reveals subtle signals in data, projects consequences of overlooked empirical

patterns, and generates new hypotheses that will motivate future experiments. Finally, this thesis offers

practical insights of clinical and public health importance.



Chapter 1

Uncovering drivers of

dose-dependence and individual

variation in malaria infection

outcomes

This work was carried out in collaboration with Megan Greischar (University of Toronto), David Schnei-

der (Stanford University) and Nicole Mideo (University of Toronto).

Contents of this chapter have been provisionally accepted by PLOS Computational Biology.

7



Chapter 1 8

1.1 Abstract

To understand why some hosts get sicker than others from the same type of infection, it is essential

to explain how key processes, such as host responses to infection and parasite growth, are influenced

by various biotic and abiotic factors. In many disease systems, the initial infection dose impacts host

morbidity and mortality. To explore drivers of dose-dependence and individual variation in infection

outcomes, we devised a mathematical model of malaria infection that allowed host and parasite traits to

be linear functions (reaction norms) of the initial dose. We fitted the model, using a hierarchical Bayesian

approach, to experimental time-series data of acute Plasmodium chabaudi infection across doses spanning

seven orders of magnitude. We found evidence for both dose-dependent facilitation and debilitation of

host responses. Most importantly, increasing dose reduced the strength of activation of indiscriminate

host clearance of red blood cells while increasing the half-life of that response, leading to the maximal

response at an intermediate dose. We also explored the causes of diverse infection outcomes across

replicate mice receiving the same dose. Besides random noise in the injected dose, we found variation in

peak parasite load was due to unobserved individual variation in host responses to clear infected cells.

Individual variation in anaemia was likely driven by random variation in parasite burst size, which is

linked to the rate of host cells lost to malaria infection. General host vigour in the absence of infection

was also correlated with host health during malaria infection. Our work demonstrates that reaction

norms describing parameters of a mechanistic model provide a useful approach for examining the impact

of an environmental gradient in within-host infection processes.

1.2 Introduction

Infections produce divergent outcomes. In human malaria, for example, outcomes of infection with the

same parasite, Plasmodium falciparum, range from sub-clinical to fatal (Galatas et al., 2015). Under-

standing drivers of variation in infection outcomes is central to explaining why some hosts get sicker

than others. Some host and parasite factors underlying this variation have well-understood mechanisms.

For example, heterozygosity in the haemoglobin coding gene (i.e., sickle-cell trait, or HbAS) confers

partial protection against falciparum malaria: sickle-cell trait individuals experience lower parasite load

and reduced likelihood of life-threatening cerebral malaria and severe anaemia (Luzzatto, 2012). The

resistance mechanism of this single locus trait has been corroborated by four decades of research demon-

strating that sickling enhances clearance of infected red blood cells (iRBCs) by host immune effectors

like macrophages (Luzzatto, 2012). However, unlike the sickle-cell trait, there are numerous sources of

heterogeneity — including in the initial infection dose, nutrition, coinfection, and other genetic factors —

for which quantitative impacts on outcomes have been observed, but causal mechanisms have remained

elusive (Shankar, 2000; Haydon et al., 2003; Weatherall, 2008; Hochman and Kim, 2009). To establish a

causal link between complex factors and infection outcomes, a key challenge is to quantify how a factor

of interest mediates key host and parasite processes, such as host responses to infection and parasite

growth (Lazzaro and Little, 2008).

In many disease systems, the initial infection dose is a key biotic factor that varies widely across

infection events (Schmid-Hempel and Frank, 2007; Leggett et al., 2012). Experimental infections in

diverse systems show that increasing infection dose negatively impacts host fitness through reduced host

vigour, survival and fecundity (Nie and Kennedy, 1993; Ashworth et al., 1996; Michael and Bundy,
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1989; Mackinnon and Read, 1999; Ebert et al., 2000; Timms et al., 2001; Tan et al., 2010; Brunner et al.,

2005), which is likely linked to variation in the within-host parasite dynamics due to dose-dependence

in parasite growth and host immune responses (Michael and Bundy, 1989; McLean and Bostock, 2000;

Hughes et al., 2002; Haydon et al., 2003; Li and Handel, 2014; Handel et al., 2018). Complex interactions

between immune responses and the initial infection dose have been revealed by molecular immunology

studies of viral and bacterial systems. For example, the expression of pro-inflammatory cytokines (i.e.,

signalling molecules) and immune cells, can decrease with infection dose (Schmidt et al., 2013; Morris

et al., 2014), presumably due to enhanced evasion and escalated damage of host immune machinery

through an increased abundance of reactive oxygen species(Schmidt et al., 2014). Conversely, it has been

shown that higher doses trigger distinct, and sometimes more robust, activation of innate and adaptive

immune pathways (Hatta et al., 2010; Marois et al., 2012; Segueni et al., 2016; Pagan et al., 2016).

From an applied perspective, a better understanding of the immunogenic dose-response relationship

is pertinent for optimising vaccine dosing to ensure improved safety and efficacy (Handel et al., 2018;

Rhodes et al., 2018, 2019; Afrough et al., 2020). However, because the functional output of immune

activities (e.g., the rate of immune-mediated iRBC clearance) is difficult to measure directly, it remains

an open question how the initial infection dose influences host responses overall.

In malaria infections, the initial density of iRBCs at the start of blood-stage infection likely ranges

in the order of hundreds to over millions (Garnham, 1966; Rosenberg et al., 1990; Beier et al., 1991;

Lines and Armstrong, 1992; Beier, 1993), with greater numbers generally shown to increase mortality

and worsen morbidity (Mackinnon and Read, 1999; Timms et al., 2001). Experimental manipulations

of the initial infection dose, ranging from 100 to 100 million iRBCs, have demonstrated that larger

doses increase the pace of infection with each order of magnitude reducing the time until peak infection

by roughly 24 hours (Timms et al., 2001) (Fig. 1.1a). Dose also impacts the peak parasite load: mice

initially infected with 100 million parasites harbour roughly 60% more iRBCs at peak compared to those

infected with 100 parasites (Timms et al., 2001) (Fig. 1.1b). Furthermore, high doses induced more

severe anaemia measured by the minimum red blood cell (RBC) count in mice on average (Timms et al.,

2001) (Fig. 1.1c). Previous mathematical modelling studies interpret these dose-dependent infection

outcomes as a reflection of the underlying dose-dependence in host immune responses (Haydon et al.,

2003; Metcalf et al., 2011).

While dose clearly influences malaria infection dynamics, these experimental data also reveal striking

variability within dose treatments (Timms et al., 2001) (Fig. 1.1), meaning that quantitatively diverse

infection outcomes were observed across individuals receiving the same infection dose. This is despite

the fact that hosts were inbred to homozygosity and parasites were also of single strain origin in the ex-

periment (Timms et al., 2001). Identifying the sources of such individual variation — usually considered

experimental “noise” — may reveal biologically interesting, subtle trait variation among hosts and/or

parasites, and thus new therapeutic targets (e.g., host responses to boost).

In the study of acute malaria infection, mathematical models have been fitted to the time course of

experimental infections in mice to provide a quantitative understanding of parasite growth, pathogenesis

and host responses to infection (e.g., (Kochin et al., 2010; Miller et al., 2010; Mideo et al., 2011; Wale

et al., 2019); see (Mideo et al., 2008c) for a review of earlier work). Infection triggers a variety of host

responses, for example, indiscriminate clearance of RBCs, targeted clearance of iRBCs (Miller et al.,

2010) and production of new RBCs to compensate for those lost to infection (Miller et al., 2010; Wale

et al., 2019). It is well documented that these responses involve a complex cascade of interactions
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Figure 1.1: Higher initial infection doses increase a) the pace of infection (i.e., time until peak iRBC
density), b) peak parasite load measured as the maximum iRBC count, and c) severity of anaemia
during malaria infection measured as the minimum RBC count. There is also considerable variation in
quantitative infection outcomes (i.e., parasite load and anaemia) within infection dose treatments. Data
from Timms et al. (2001) with 5 to 9 mice infected with the CW strain of P. chabaudi, at each dose. The
crosses indicate data and the white lines and grey bands correspond to the means and 95% confidence
intervals.

across multiple organisational scales from molecules, cells, and tissues to organ systems (Stevenson and

Riley, 2004; Gazzinelli et al., 2014). However, it remains a challenge to scale up the details of finer

level processes to an understanding of the net effect of host responses on parasite load and host health

(Schneider, 2011). Data-driven mathematical modelling allows for the inference of these net effects,

without necessarily requiring a detailed understanding of the underlying mechanisms.

Here, we fitted a dynamical model of within-host malaria infection to experimental data spanning

seven orders of magnitude of initial doses, using a Bayesian statistical approach. By modelling the

influence of dose on model parameters as a reaction norm, which describes the pattern of phenotypic

expression of an organism across an environmental gradient, we identified drivers of the observed dose-

dependent malaria parasite load and severity of malaria-induced anaemia. By explicitly modelling in-

dividual variation as model parameters, we also examined the origin of quantitatively diverse infection

outcomes observed within single initial infection dose treatments.

1.3 Methods

1.3.1 System and experimental set-up

The rodent malaria system offers unique opportunities to investigate infection ecology, pathogenesis

and host responses (Stephens et al., 2012). We examined previously published experimental data of

C57BL/6 female mice infected with the CW strain of Plasmodium chabaudi (Timms et al., 2001). In

this experiment (Timms et al., 2001), infection was initiated with an intraperitoneal injection of iRBCs

at seven different doses: 102, 103, 104, 105, 106, 107, 108 — and considerable variation in quantitative

infection outcomes was observed both among and within dose treatments (Fig. 1.1b & c). Details of the

experiment are provided by Timms et al. (2001).
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1.3.2 Model

Innate host responses to malaria infection

Hosts trigger a variety of responses to resist, tolerate and/or recover from infections. Here, we focused on

two forms of rapid immune responses on the order of minutes (on the order of minutes, Safeukui et al.,

2008; White, 2017) that have been identified as the most pertinent to describing the acute blood-stage

malaria infection (Kochin et al., 2010; Miller et al., 2010; Mideo et al., 2011).

The first response we modelled was general clearance of RBCs which may involve mechanisms such

as retention of RBCs by the spleen and destruction of RBCs by immune effector cells (Price et al., 2001;

Castro-Gomes et al., 2014). Clearing RBCs indiscriminately has been proposed as a host adaptation in

the presence of malaria parasites to directly clear the parasites (i.e., top-down effect) as well as to limit

the resource for the parasite (i.e., bottom-up effect) (Metcalf et al., 2012). The second response we con-

sidered was the induction of innate immunity targeting iRBCs only, which is considered predominantly

responsible for controlling the acute phase of malaria infection (Stevenson and Riley, 2004).

We modelled regulation of host responses without delving into fine mechanistic details (i.e., we

avoided mathematical descriptions of cytokine storms and subsequent cascades of effector responses).

In part, this modelling choice was out of necessity because there is no complete map of innate immune

responses against malaria (Stephens et al., 2012). Yet, it was also by design so that we would gain a

functional understanding of host responses with minimal complexity. Biologically, responses modelled

here may reflect the output of an entire module of proteins and signal transduction pathways that lead

to the production of effector cells. Specifically, we used a single ordinary differential equation (ODE)

to describe the change in the functional output of each response (Fig. 1.2a; yellow and green block,

respectively). We assumed that the maximum possible activity of each response is fixed, at one, and we

tracked the dynamics of its proportional activity, Ni, where i indicates the response identity (general

RBC clearance, i = 1; targeted iRBC clearance i = 2)

dNi(t)

dt
= ψi Ci(t)

(
1−Ni(t)

)
− Ni(t)

φi
. (1.1)

We defined the activity of N1 and N2 as the proportion of RBCs and iRBCs cleared by indiscriminate

and targeted mechanisms per day, respectively. We assumed that there is no response output in the

absence of infection, i.e., N1(t = 0) = N2(t = 0) = 0, consequently assuming a stable RBC population

and that there is no constitutive immune activity.

We modelled the signalling input that activates each response as a function of a within-host cue,

Ci(t) and a constant determining the strength of activation, ψi (Eq. 1.1). Host innate immune responses

against malaria are thought to be triggered by pathogen-associated molecular patterns (PAMPs) such

as GPI anchors, haemozoin, parasite DNA and RNA (Stephens et al., 2012; Gazzinelli et al., 2014).

Assuming that the abundance of PAMPs reflects that of iRBCs, our model considers the relative density

of iRBCs compared to its observed maximum in any infection across all treatment groups, as the within-

host cue for general RBC clearance and targeted iRBC clearance, i.e., C1(t) = C2(t) =
I(t)
max I

where I(t)

and max I are the iRBC density at time t and the maximum observed iRBC density, respectively. The

latter was reported at 2.18×106 from this dataset (Timms et al., 2001). We assumed that each response

activity decays spontaneously with a half-life of φi.

Our two-parameter approach — involving only an activation constant, ψi, and activity half-life, φi

— to modelling each host response was inspired by Kochin et al. (2010) who used a single ODE to
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Figure 1.2: a) A dynamical regulation model of host responses against blood-stage malaria. We con-
densed the complexity of the vertebrate innate response against malaria into two independent pathways
responsible for general RBC clearance and targeted iRBC clearance (represented by the yellow and green
block, respectively). We modelled each pathway using a single differential equation, the activity of which
is denoted Ni where the subscript i indicates the identity of each response: general RBC clearance, i = 1;
and targeted iRBC clearance, i = 2. (The schematic shows the example of i = 1.) For each response
type, the host detects a within-host cue, Ci. The product of the cue and the strength constant, ψi,
activates the response. The activity of a response decays spontaneously with a half-life, φi. The out-
put of each host response feeds back to influence the within-host infection dynamics (indicated by the
coloured arrows in panel b). b) Dynamics of RBCs and blood-stage malaria parasites within the host.
Recruitment into and transitions among components of the asexual cycle are indicated with black arrows.
Background mortality for different components is indicated by grey arrows. General clearance of RBCs
and targeted clearance of iRBCs are marked with yellow and green arrows, respectively. Replenishment
of RBCs (erythropoiesis) is indicated in blue.

model innate immunity against malaria parasites governed by density-dependent response activation

and constant decay. However, we interpreted host response activity differently from their study: i.e.,

we modelled the proportion of RBCs and iRBCs cleared per day whereas they modelled the number of

immune cells. Our study also extends the approach to the dynamics of general RBC clearance.

Within-host infection dynamics of blood-stage rodent malaria

We used a system of ODEs to model the blood-stage asexual cycle of P. chabaudi, tracking the density

of uninfected RBCs (hereafter, uRBCs), R, iRBCs, I, and extracellular parasites called merozoites, M ,

in a microlitre of blood (Fig. 1.2b). In this model, we assumed that RBCs are constantly replenished

to maintain a homeostatic equilibrium, thus the daily rate of erythropoiesis in the absence of infection

is defined as Rc µR, where µR is the baseline RBC mortality rate. We estimated Rc at 8.89× 106 from

data (Timms et al., 2001) as the average RBC density of 10 uninfected mice between Day 7 and 14

during which time the RBC density appears stable. During the acute phase of malaria infection, the

host upregulates erythropoiesis to restore RBCs lost to malaria-induced anaemia (Chang et al., 2004;

Bunn, 2013). Following a previous study (Miller et al., 2010), we modelled this upregulation as a product

of the deviation from the homeostatic equilibrium, Rc − R(t) where R(t) is the RBC density at time t,
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and the proportion of the deviation from the homeostatic equilibrium restored by the host per day, ρ.

Given that N1 and N2 were defined as the proportion of cells cleared by indiscriminate and targeted

mechanisms per day, respectively, it was convenient to convert the proportions into daily rates at which

cells are cleared in the dynamical within-host model. To do this, we equate Ni = 1− e−Xi , where X is

the daily rate of clearance. Solving for X, we obtained the rate of general RBC clearance as −ln(1−N1)

and the rate of targeted iRBC clearance as −ln(1 − N2). Therefore, the sum of the baseline rate, µR

and −ln(1−N1) constitutes the daily mortality rate of uRBCs. uRBCs then become infected at a rate

proportional to the density, M , and invasion rate, p, of merozoites. Together the dynamics of uRBCs is

expressed as:

dR(t)

dt
= Rc µR + ρ(Rc −R(t))− (µR − ln(1−N1))R(t)− pR(t)M(t). (1.2)

Following merozoite invasion, iRBCs remain subjected to background mortality, µR and general RBC

clearance, −ln(1−N1). In addition, infected cells are cleared by targeted immunity at a rate −ln(1−N2):

here, we note that estimates of −ln(1 − N2) may be slightly inflated by iRBCs that commit to sexual

reproduction (usually less than 2% of iRBCs, Greischar et al., 2016a) because our model does not

consider Plasmodium sexual reproduction. We modelled the development of iRBCs using a gamma-

chain trick (also known as linear chain trick, Gravenor et al., 2002; Smith, 2011), which consists of a

series of ODEs:

dI1(t)

dt
= pR(t)M(t)− (µR − ln(1−N1)− ln(1−N2) + τ)I1(t) (1.3)

dIi(t)

dt
= τ Ii−1(t)− (µR − ln(1−N1)− ln(1−N2) + τ)Ii(t) for 2 ≤ i ≤ n (1.4)

where τ = n/α, and α is the average cell cycle duration, which is 24 hours for P. chabaudi (Paul et al.,

2003). The number of compartments in the series, n, reflects the assumption about the variance in the

developmental time, which is inversely proportional to n (Gravenor et al., 2002). At one compartment per

cycle (i.e., n = 1, e.g., Anderson et al., 1989; Hellriegel, 1992), the assumption is that the developmental

time is exponentially distributed, with large variance, i.e., α2 (Saul, 1998). The variance decreases

with the number of compartments, and the variance tends to disappear as the number of compartments

approaches infinity (i.e., n→ ∞) — a scenario equivalent to discrete-time models (e.g., White et al., 1992;

Molineaux et al., 2001) and delay-differential equation models (Greischar et al., 2013) that assume there

is no variation in the developmental period (Gravenor et al., 2002). It has been shown that models with

few compartments tend to estimate greater asexual multiplication, compared to discrete-time models

(Saul, 1998; Crooks, 2008). With enough compartments (e.g., one compartment per hour of parasite

development, Gravenor et al., 2002), however, the outcome of a gamma-chain ODE model converges to

the discrete-time model (Crooks, 2008). We arrived at the choice of n = 12 (one compartment every

two hours) for computational efficiency, and because our preliminary analysis showed that the infection

dynamics were quantitatively comparable to that of a 24 compartment model (one compartment per

hour).

Finally, the production of merozoites is determined by parasite burst size (i.e., the number of progeny

parasites emerging from an iRBC), β, and the number of bursting cells, τ In(t). Merozoites are lost as

they invade new RBCs and through background mortality, µM . We ignored immune-mediated clearance

of merozoites because its effect on the parasite dynamics is functionally similar to clearing iRBCs and
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comparatively less important for describing the acute phase of malaria infection than general RBC

clearance or targeted iRBC clearance (Haydon et al., 2003; Miller et al., 2010),

dM(t)

dt
= β τ In(t)− pR(t)M(t)− µM M(t). (1.5)

Initial conditions

We set the initial RBC density, R(t = 0), to the values reported per mouse by Timms et al. (2001). In

the experiment (Timms et al., 2001), malaria infection was initiated with an intraperitoneal injection

to mimic the initial cohort of blood-stage malaria parasites following release from the liver. Assuming

that the initial parasite growth is near-exponential (for the first three records of iRBCs per mouse), we

estimated the initial infection dose per µl of blood in each mouse as the intercept of a linear regression

model with the natural logarithm of iRBCs as the response and the time since infection as a predictor.

At a preliminary phase, we also estimated the initial infection dose simultaneously with the rest of

the model parameters. Because these two methods for estimating initial dose yielded analogous results

(see Appendix 1.6.1) and the regression method allowed us to estimate one fewer parameter in the

main Bayesian parameter inference procedure (described below), we present results based on the initial

infection dose estimated by the regression method. Finally, we defined the age structure of the inoculated

iRBCs to schedule the bursting of iRBCs in the initial cohort. Assuming that all inoculated iRBCs

commit to producing merozoites (i.e., ignoring the possibility that some of them produce transmission

stages instead), the timing of bursting can be described using a symmetrical beta distribution (Greischar

et al., 2013). We assumed a moderately synchronised blood-stage cycle (i.e., with the shape parameter,

s = 10). Our preliminary exploration indicated that the daily RBC and iRBC measurements were

insensitive to the s parameter. We discretised the beta distribution into 12 compartments (for Eq. 1.3

and 1.4) by dividing the cumulative density function into 12 intervals.

1.3.3 Bayesian statistical inference

Bayesian causal inference is an effective tool to paint a picture of processes that generated data (McEl-

reath, 2018). We fitted our ODE model describing the dynamics of RBCs (Eq. 1.2) and iRBCs (Eq.

1.3 and 1.4) to the corresponding time-series data from 51 mice (Timms et al., 2001) using a Bayesian

statistical approach. Statistical inference in a Bayesian framework incorporates prior knowledge and

uncertainty about model parameters and updates the belief about them (by computing the posterior

probability of parameters) based on observations (through a likelihood function) (Gelman et al., 2013).

Besides its conceptual merits (Gelman, 2011; Gelman et al., 2013), Bayesian inference has a pragmatic

appeal for its ability to estimate parameters in high dimensional space, for example, in hierarchical

models, which are used when observations are organised in multiple levels of sampling units (Mugglin

et al., 2002; Cressie et al., 2009). In this study, we considered two levels of sampling units: treatments

(i.e., infection doses) and subjects (i.e., individual mice).

Dose and individual-specific effects For the dynamical model (Eq. 1.1 to 1.5), we estimated dose-

and individual-specific effects in a set of seven parameters including the response activation strength of

host responses N1 and N2 (ψ1 and ψ2, respectively), half-life of those responses (φ1 and φ2, respectively),

erythropoiesis upregulation (ρ) and parasite burst size (β). Below, we collectively refer to the parameter

set as θ (θ ∋ ψ1, ψ2, φ1, φ2, ρ, β) and refer to a parameter in the set using an index, k. The prior
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Table 1.1: Descriptions of model parameters and their fixed values, or prior distributions used in Bayesian
statistical inference. Estimated parameters are indicated by an asterisk on the description. We assigned
a generic, weakly informative prior, except for erythropoiesis upregulation, ρ, burst size, β, and standard
deviations of log10 RBC and iRBC density, σRBC and σiRBC, for which there exist specific prior information
from previous studies. Further details of the priors and comparisons with estimated posterior probability
densities, and prior sensitivity analyses are provided in Appendix 1.6.2.

Symbol Description Fixed value or prior [Source]

Host responses

ψi *Activation strength of Ni exp(N (ln(1) + 5,
√
5)

φi *Half-life of Ni exp(N(ln(1) + 5,
√
5) day

Within-host infection dynamics
Rc RBC density at homeostatic equilibrium 8.89× 106 per µl (Timms et al., 2001)
maxI Maximum iRBC density observed in Timms et al. 2.18× 106 per µl (Timms et al., 2001)
µR Baseline RBC mortality rate 0.025 per day
ρ *Proportion of deviation from Rc restored per day 0.25× exp(N (0, 0.25)) (Miller et al., 2010)
β *Parasite burst size 7× exp(N (0, 0.25)) (Miller et al., 2010)
p Merozoite invasion rate 8× 10−6 per day (Miller et al., 2010)
α P. chabaudi RBC cycle duration 1 day (Paul et al., 2003)
n Number of RBC cycle components 12
s Degree of synchronous bursting 10
µM Merozoite mortality rate 48 per day (McAlister, 1977)
Reaction norms and individual variation
δp *Dose-dependent reaction norm slope for parameter p N (0, 2.5)
σu,p *Individual deviation for intercept N (0, 1)
σv,p *Individual deviation for slope N (0, 1)
Measurement errors
σRBC *Standard deviations for total RBC density N (5× 105, 5× 105/10) (Miller et al., 2010)
σiRBC *Standard deviations for log10 iRBC count N (0.13, 0.13/10) (Miller et al., 2010)

distributions for these parameters are provided in Table 1.1 and further detailed in Appendix 1.6.2.

Instead of modelling each dose treatment as a discrete group (or a character state), we consider the

entire range of the initial infection dose as an environmental gradient. In other words, we modelled

each parameter of the dynamical model, θk, as a reaction norm, which describes the pattern of pheno-

typic expression of an organism across an environmental gradient (Martin et al., 2011; Dingemanse and

Dochtermann, 2013). The simplest and most commonly used reaction norm assumes a linear relationship

between the environment and phenotype expression and consists of two components: the mean inter-

cept, i.e., the phenotype expressed against the “average” environment, and the slope, i.e., the degree of

phenotypic change along with the environment. We estimated the mean intercept, θ̂k (dose was centred

so that the intercept is at the middle dose of 105) and the mean slope of the reaction norms, δ̂k.

Within each dose treatment, Timms et al. (2001) dataset contains repeated measures from replicate

mice that showed marked individual variability (Fig. 1.1b & c). We sought to identify the source of

this variability by explicitly modelling individual variation in θk among mice through partial pooling.

This means that a given parameter was considered a sample from a common population distribution

with a mean — in this case the intercept, θ̂k, and the slope, δ̂k — and the deviation of the parameter

from the mean for each individual, i, which we express as uk,i and vk,i for the intercept and slope

variation, respectively. We assumed that the individual deviations, uk,i and vk,i, are samples of a normal

distribution with standard deviations, σu,k and σv,k that we estimated from data (Gelman, 2006).
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Together, dose- and individual-specific parameter, θk,i, is expressed as:

θk,i = θ̂k + uk,i + (δ̂k + vk,i)×Dosei (1.6)

whereDosei indicates the dose treatment applied to individual i. Dose was coded as {−3,−2,−1, 0, 1, 2, 3}
such that the intercept was centred at the initial infection dose of 105. As is customary in quantita-

tive genetics (Martin et al., 2011), we modelled a covariance structure describing the association among

parameters in individual deviation following (Sorensen et al., 2016).

MCMC sampling Estimating the posterior probability density of parameters of a complex model

requires a Markov Chain Monte Carlo (MCMC) sampling algorithm, which can be computationally

intensive for large statistical models. Our model was written in Stan 2.18.2 and fitted through the RStan

interface (Carpenter et al., 2017; Stan Development Team, 2019), which provides an efficient general-

purpose MCMC sampler (No-U-Turn Hamiltonian Monte Carlo) and a Bayesian inference environment.

The model was fitted in parallel in four independent chains, each with 4000 sampled iterations and 1000

warmup iterations. For diagnostics, we confirmed over 400 effective samples and ensured convergence

of independent chains using the R̂ metric (values below 1.1 are considered an indication of multi-chain

convergence) for all parameters (Gelman et al., 2013; Stan Development Team, 2018).

Likelihood A Bayesian approach requires a likelihood function to assess the probability of observing

the data given model parameters and associated predictions. Our log-likelihood function assumed that

the measurement error for the total density of RBCs (i.e., sum of uRBCs and iRBCs), and iRBCs is

distributed normally and log10-normally, respectively (Mideo et al., 2008b, 2011):

lnL = (1.7)
nmice∑

i

{ ntime∑

t

ln

{
1

σRBC

√
2π

exp

[
−

(DRBC
i,t −MRBC

i,t )2

2(σRBC)2

]}

+

ntime∑

t

ln

{
1

σiRBC

√
2π

exp

[
−

(log10(D
iRBC
i,t + 1)− log10(M

iRBC
i,t + 1))

2

2(σiRBC)2

]}}

where DRBC
i,t and DiRBC

i,t are the observed count of total RBCs and iRBCs, MRBC
i,t and M iRBC

i,t are the

model predictions of total RBCs and iRBCs for individual i at time t. We estimated standard deviations,

σRBC and σiRBC for the total RBC and iRBC count, respectively, with specific informative priors based

on (Mideo et al., 2008b, Table 1.1).

Our modelling focused on the first wave of infection before iRBCs recrudesce and adaptive immunity

starts to take effect (Miller et al., 2010). Thus, ntime was defined {16, 16, 13, 11, 11, 10, 8} for the seven

dose treatments, respectively, noting that higher doses lead to shorter time series because of the faster

pace of infection (Fig. 1.1a). We further subsetted the dataset by removing instances of atypical

dynamics (Appendix 1.6.3 for more details). In total, we fitted data from 51 individual mice (nmice = 51).

1.4 Results and Discussion

Our fitted model accurately describes the daily time course of RBCs and iRBCs during the acute phase

of malaria infection in mice, initiated at doses spanning seven orders of magnitude, from 102 to 108

iRBCs (Fig. 1.3; Appendix 1.6.4). We found evidence for dose-dependence in key parameters of host
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Figure 1.3: The fit of the full model (with parameters defined by Eq. 1.6) to the density of RBCs
(orange) and iRBCs (blue) for individual mice inoculated at 102, 103, 104, 105 ,106, 107 and 108 infected
cells. Each column corresponds to the initial infection dose given at the top. The crosses indicate data
and grey bands correspond to 95% predictive intervals of the full model, incorporating uncertainty in
parameter estimation and sampling.

responses underlying the dynamics of RBCs and iRBCs. Additionally, even under the highly controlled

condition of Timms et al.’s experiment (Timms et al., 2001) — with the single strain combination of hosts

(C57/BL6) and P. chabaudi parasites (CW) — we identified individual variation in host and parasite

traits that influences the variation in infection outcomes independent of the dose treatment. Below,

we closely examine the sources and impacts of dose-dependence and individual variation in different

parameters of infection and initial conditions.

1.4.1 Dependence on the initial infection dose

We found evidence that increasing dose had two opposing effects on general RBC clearance. First,

increasing dose reduces the activation strength of this response (Fig. 1.4a). The lower peak responses

estimated for high doses (Fig. 1.5a) were attributable to a negative influence of the initial dose on the

response activation strength (Fig. 1.4a), supporting the notion that higher infection doses enhance the

parasites’ ability to evade/suppress host responses and/or damage host machinery (Schmidt et al., 2014).

In contrast, we found that dose facilitates the same response by inducing a longer action (Fig. 1.4b).
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Figure 1.4: Dose dependence in some parameters of host responses, but not parasite traits. Plotted are
the estimated relationship between the initial infection dose and a) the activation strength (ψ1 and ψ2),
b) activity half-life (φ1 and φ2) of general RBC clearance (yellow) and targeted iRBC clearance (green),
c) erythropoiesis upregulation, ρ, and d) parasite burst size, β. The line and band indicates the median
prediction and 95% predictive intervals, respectively. The solid line indicates a statistically significant
sign of dose-dependence (See Appendix 1.6.2 for the prior and posterior distributions).

The positive relationship between dose and activity half-life of these responses (Fig. 1.4b) explained

the relatively low peak response at low doses (Fig. 1.5a). As a result of these two opposing effects

of dose, the strongest host response in general RBC clearance was predicted at an intermediate dose,

105 (white squares in Fig. 1.5a). This finding draws a comparison to another data-driving modelling

work demonstrating that the maximum immune protection against influenza is generally achieved at

an intermediate dose due to an interplay between innate and adaptive responses (Handel et al., 2018).

Further studies in other disease systems are desired to probe the generality of the intermediate peak and

understand diverse mechanisms that may generate this pattern.

Following the peak infection day, malaria parasites find themselves in a hostile within-host envi-

ronment as over 70% of the iRBC population per day is cleared by host immunity targeting iRBCs

(Fig. 1.5b). Combining targeted and indiscriminate responses, up to 80% of iRBCs were cleared per

day by the host one to three days after the peak of infection (Fig. 1.5a). The activation of targeted

iRBC clearance was estimated to be independent of the initial infection dose (Fig. 1.4a) while we found

that the half-life of this response decreased with infection dose (Fig. 1.4b). This result is consistent

with the faster waning of parasite clearance with dose observed by Metcalf et al. (2011) who speculate

mechanisms including enhanced antigen escape, reduced immune memory due to low RBC availability,

depleted immune effectors and downregulation by the host or parasites. Without this dose-dependent

effect, our sensitivity analysis demonstrated that the peak targeted iRBC clearance would occur at high
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Figure 1.5: Host responses against malaria depend on the initial infection dose. Shown are the median
predicted host responses (colour) as a function of time centred around the dose-dependent day of peak
infection (x-axis) and the initial infection dose (y-axis) for a) general RBC clearance (i.e., proportion of
RBCs, indiscriminately of their infection status, cleared by the host per day), b) targeted iRBC clearance
(i.e., proportion of iRBCs cleared by the host per day), c) the total iRBC clearance (the sum of a and
b). The grey region indicates that the model was not fitted for the day because either data do not exist
or the day is beyond the first wave of infection.

doses, where higher iRBC density triggers an elevated response (Appendix 1.6.5).

To assess the relative importance of dose-dependence in the host responses, we examined the sensitiv-

ity of the model fit to whether host response parameters were dose-dependent (by setting θk,i = θ̂k+uk,i,

where k = {ψ1, φ1}, k = {ψ2, φ2}, for the two responses, respectively). We found that the dynamics of

RBCs were most sensitive to dose-dependence in general RBC clearance: goodness of model fit declined

by 2.6-fold and 3.4-fold, respectively, when dose-dependence in activation strength or activity half-life

was ignored (Fig. 1.6). Interestingly, even though the targeted response clears more iRBCs than the

general response (Fig. 1.5a & b), we found that iRBC dynamics were also overwhelmingly more sensitive

to dose-dependence in general RBC clearance (Fig. 1.6): goodness of model fit declined by 3.6-fold and

7-fold, respectively, when dose-dependence in either activation strength or activity half-life (Fig. 1.6)

was ignored. While the mechanism through which the host clears RBCs indiscriminately remains an

open question, the functional importance of general clearance of RBCs is apparent from our work here

and the work of others (Wale et al., 2019). Furthermore, the distinct patterns of dose-dependence we

found (Fig. 1.4 a & b) suggest that there is separate host machinery for specifically clearing iRBCs and

clearing RBCs indiscriminately.

Previously, dose-dependence in infection dynamics has been attributed to ineffective clearance of

iRBCs at high doses due to handling time in innate immune effectors targeting iRBCs (Metcalf et al.,

2011). Our findings offer an alternative explanation that dose promotes some aspects of some response

while debilitating others. Of largest effects, we found that dose increases the half-life, but reduces

activation strength, of general RBC clearance (Fig. 1.4 & 1.6). This finding likely reflects complex

mechanisms through which the initial infection dose impacts different aspects of host response machinery

(Schmidt et al., 2014; Chong et al., 2017; Hatta et al., 2010; Marois et al., 2012; Segueni et al., 2016;

Pagan et al., 2016). Regardless of the mode of defence involved (i.e., indiscriminate or targeted iRBC

clearance) and mechanisms (i.e., handling time, damage to host machinery, or immune evasion), the two

distinct modelling frameworks demonstrate that malaria parasites are at an advantage at high initial

infection dose due to less efficient host responses to clear iRBCs. We did not find significant evidence

that upregulation in erythropoiesis or parasite burst size depends on the initial iRBC density (Fig. 1.4c

& d). Therefore, our findings suggest that dose-dependent variation in infection dynamics observed
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Figure 1.6: RBC and iRBC dynamics are most sensitive to dose-dependence in general RBC clearance.
Plotted is the sensitivity of RBC and iRBC dynamics to dose-dependence of a) activation strength and
b) activity half-life in general RBC clearance and targeted iRBC clearance (green), calculated as the
sum of absolute standardised residuals (see Appendix 1.6.4 for details) relative to the full model (with
parameters defined by Eq. 1.6).

across initial infection dose treatments in Timms et al. (2001) was driven by the interaction between

the initial infection dose and host responses, but not plasticity in malaria parasites injected at different

doses as predicted by Mideo et al. (2008b).

1.4.2 Individual variation

We explicitly modelled individual variation in each fitted parameter among the inbred mice using hy-

perparameters, σu,k and σv,k. These sources of variation — analogous to subject-level random effects in

regression analyses — capture unobserved heterogeneity among individuals in a sample, independent of

the experimental manipulation in the initial infection dose. We found evidence of individual variation in

every host and parasite parameter of the model describing malaria infection ecology (Fig. 1.7a; Appendix

1.6.2). There was no evidence of moderate or stronger correlation (r > 0.3) among individual variation

in parameter values (Appendix 1.6.6), suggesting that there are no clear trade-offs nor facilitation among

different arms of host responses.

To understand the functional importance of individual variation in estimated model parameters, as

well as random variation in the reported initial RBC density, host weight, and initial infection dose, we

computed the correlation coefficient, r, between individual variation and two key infection outcomes:

parasite load (maximum iRBC density) and anaemia severity (minimum RBC density). We identified

two individual-level correlates of the maximum iRBC density (Fig. 1.7b). First, we found that better

suppression of the peak parasite load was associated with mice that activated the response to clear

iRBCs more strongly than average through a targeted mechanism (Fig. 1.7b). While it is not clear what

underlies this within-strain variation, our finding, nonetheless, demonstrates the functional importance

of non-genetic heterogeneity in immune responses, drawing parallels to invertebrate systems in which

intrinsic within-clone variation (e.g., differences in sizes at birth and molecular mechanisms of immune

responses) are thought to impact susceptibility to infection (Dwyer et al., 1997; Watson et al., 2005;

Ben-Ami et al., 2008). With the rodent malaria system, it may be possible to identify the mechanistic

causal agents, for example, by characterising within-strain variation in immune effector expression prior
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Figure 1.7: Individual variation in parameters of host responses and parasite growth impacts quantitative
infection outcomes. a) Coefficient of variation among individuals in specific model parameters and initial
conditions. Variation in the dose-independent (intercept) term, σu,k and dose-dependent (slope) term
σv,k. is indicated in black and grey, respectively. b) Correlation coefficients between individual-level
estimates of parameters or initial conditions, and the infection outcome measured as the maximum and
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confidence interval. Statistical significance is indicated when the confidence interval does not intersect
0 (dashed line).

to and throughout the course of infection. We also found that variation in the initial infection dose within

dose treatments correlated positively with the peak parasite load (Fig. 1.7b). In the context of Timms

et al. (2001)’s experiments, variation in the initial infection dose may be attributable, for example, to

random experimental variability in sampling by a syringe and in the parasites’ ability to reach blood

vessels following intraperitoneal injection. While neither of these sources of random variation are relevant

outside the lab, the observation that higher doses — both among and within dose treatments — increase

parasite burden (Timms et al., 2001, Fig. 1.1 & 1.7b) highlights the need to better understand causes

of variation in pre-blood-stage parasite densities in natural malaria infections, both within and among

Plasmodium species (Paul et al., 2003). One such source of variation is pre-blood-stage host immunity

that develops in response to exposure to the parasite stage injected by mosquitoes (sporozoites) and has

been shown effective in reducing the number of liver-stage parasites from which blood-stage merozoites

originate (Nahrendorf et al., 2015).

There were also three significant individual-level correlates of anaemia severity (Fig. 1.7b). First,

we found a significant negative effect of burst size meaning that infections initiated with a parasite

population that happens to proliferate and exhaust RBCs faster than average caused more severe anaemia

(Fig. 1.7b). In addition, mice that were heavier or had more RBCs before infection suffered less severe

anaemia (Fig. 1.7), suggesting that general host vigour in the absence of infection is an indicator of host

health under malaria infection. Because these measurements of host vigour did not correlate with the

peak parasite load, host vigour can be interpreted as an indicator of tolerance (i.e., a host’s ability to

minimise anaemia), rather than a resistance (i.e., a host’s ability to minimise parasite burden) mechanism

(Schneider and Ayres, 2008).

In general, we found that the magnitude of individual variation, estimated here as the coefficient of
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variation, did not coincide with whether or not a particular trait impacted an infection outcome. For ex-

ample, we estimated large individual-level variation in the half-life of host response for targeted clearance

of iRBCs (Fig. 1.7a), yet infection outcomes were insensitive to this variation (Fig. 1.7b). Conversely,

we detected a small coefficient of variation in burst size (Fig. 1.7a), but this small variation showed a

marked impact on the severity of anaemia (Fig. 1.7b). The misalignment between the magnitude and

impact of individual variation poses a challenge from a clinical perspective because it is not clear whether

those parameters can be estimated with sufficient precision from patient data. Finally, despite the fact

that the dynamics of RBCs and iRBCs are ecologically coupled (i.e., malaria parasites are consumers of

RBCs), we found that the impact of individual variation on anaemia severity was not coupled to that

of parasite load. These findings indicate that resistance and tolerance are likely uncorrelated at the

individual level in the rodent malaria system.

1.5 Conclusion

We examined drivers of dose-dependent malaria parasite load and the severity of malaria-induced

anaemia. We also shed light on the role of unobserved heterogeneity in producing diverse infection

outcomes, identifying sources of subtle variation beneath an experimental treatment. More often than

not, infection experiments are structured in multiple levels of sampling units (e.g., host, parasite geno-

types, presence of coinfection, and drug treatments) with many replicates within treatment groups.

Observations from such experiments contain multiple sources of variation whose effects on infection out-

comes are difficult to disentangle directly. Our study demonstrates that the combination of dynamical

within-host model and a Bayesian approach is a powerful tool for causal inference of infection outcome

variation.
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1.6 Appendices

1.6.1 Estimation of the initial infection dose in individual mice

We estimated the initial infection dose for each mouse using two methods. First, assuming that the

initial parasite growth rate is near-exponential (for the first three days of observations), we estimated

the initial infection dose per microliter of blood in each mouse as the intercept of a linear regression

model with the natural logarithm of iRBCs as the response and the time since infection as a predictor.

We extrapolated this estimate to the initial injected dose using the information about the individual

mouse weight reported by Timms et al. (2001) and assuming that there is 95 ml of blood per kg of a

female mouse (Riches et al., 1973, Fig. 1.8a; blue circles). Alternatively, we estimated the initial infection

dose simultaneously with the rest of the model parameters using a Bayesian approach detailed in the

main text (95% predictive band of which is shown in grey; Fig. 1.8a). We found that the two methods

converge and both estimate higher than reported injected doses at low doses (Fig. 1.8a). Crucially, the

rank order of the reported infection dose was preserved in our estimates (Fig. 1.8a).

We explored the possibility that the regression method was affected differently among dose treatments

by dose-dependent iRBC clearance at an early stage of infection. We did not find evidence that the

estimated slopes in the regression method were affected by the initial infection dose (Fig. 1.8b). Thus, it

is unlikely that our estimates of the initial infection dose were biased differently among dose treatments

by early host immunity.
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Figure 1.8: a) The reported and estimated initial infection dose. The blue circles represent the individual-
level estimate of the initial infection dose using the regression method and the grey band represents the
95% predictive band when the initial infection dose was estimated simultaneously with the rest of the
model parameters. The reported initial infection dose is shown in red. b) The slope in a linear regression
model with the natural logarithm of iRBCs per mouse as the response and the time since infection as a
predictor. The red bars indicate 95% confidence intervals.
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1.6.2 Graphical summary of prior and posterior distributions
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Figure 1.9: Graphical summary of prior (grey) and posterior distributions. Erythropoiesis, general RBC
clearance and targeted RBC clearance are represented by blue, yellow and green, respectively. The
mathematical descriptions of prior distributions are provided in Table 1.1 in the main text.
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1.6.3 Mice excluded from model fitting

Table 1.2: List of mice in Timms et al. (2001) excluded from model fitting and the rational for exclusion.

Dose Block Mouse Rational
102 1 1 Infection peaks orders of magnitude lower than the rest.
102 1 5 Infection does not peak during the fitted time scale.
102 2 3 Infection never takes off.
103 1 5 Infection peaks occurs five days later than the average.
103 2 3 Infection does not peak during the fitted time scale.
103 2 5 Infection never takes off.
104 1 1 Infection never takes off.
104 1 4 Infection peaks two days later than average.
104 2 1 Infection peaks orders of magnitude lower than the rest.
104 2 2 RBC density crashes on day 1 for an unknown reason.
107 2 2 Infection peaks two days later than the average.
108 2 1 RBC density crashes on day 1 for an unknown reason.
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1.6.4 Assessment of model fit: standardised residuals

To provide a rigorous assessment of the model fit, we examined the standardised residuals for RBC and

iRBC densities following Miller et al (Miller et al., 2010). By integrating over the probability density of

each parameter, Φ, the marginal standardised residual of each data point i was defined as:

rx,i =
1

σx

∫

Φ

(xdata,i − xmodel,i(Φ))dΦ (1.8)

where σx is standard deviation of x, which is either RBC or iRBC density. The fit of the full model

(the parameters of which are defined by Eq. 1.6) to RBC and iRBC density was accurate without a

significant sign of bias (Fig. 2.7).
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Figure 1.10: a) Standardised model residuals of the full model (with parameters defined by Eq. 1.6 in
the main text). Poor fits are indicated by the mean residuals deviating from confidence intervals. Blue
dotted lines indicated the Bonferroni-corrected 95% intervals.



Chapter 1 27

1.6.5 Sensitivity of targeted iRBC clearance to dose-dependent half-life
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Figure 1.11: The peak targeted iRBC clearance would increase with dose if activity half-life of this
response was independent of the initial infection dose. The colour shows the median predicted targeted
iRBC clearance (i.e., proportion of iRBCs cleared by the host per day) as a function of time centred
around the day of peak infection (x-axis) and the initial infection dose (y-axis). The grey region indicates
days beyond model fitting: our model was designed for and fitted to acute dynamics.
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1.6.6 Correlations among individual variation

We estimated a correlation matrix between parameters at the individual level using an LKJ prior with

a shape parameter, η = 5.0. For further details of concepts and implementation of correlation matrices

in Stan models (Stan Development Team, 2019), we refer the readers to Sorensen et al. (Sorensen et al.,

2016). We found no moderate (> 0.3) or strong (> 0.5) correlations indicating that there is little sign

of trade-offs or facilitation among parameters of host responses.
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Figure 1.12: Pairwise correlations of individual-level parameter deviations. The indexing (i.e., 1 to 6)
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and slope variation, respectively.
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Understanding functional diversity

of host resilience to malaria infection

This work was carried out in collaboration with Nicole Davis (equal contribution, Stanford University),

Megan Greischar (University of Toronto), David Schneider (Stanford University) and Nicole Mideo

(University of Toronto).
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2.1 Abstract

Infection outcomes range widely from sub-clinical to fatal in human malaria. By fitting a mathematical

model of within-host malaria infection to experimental infection data from eight inbred mouse strains,

we aimed to identify aspects of within-host ecological interactions that explain variation in host resilience

to malaria infection. Among the eight mouse strains that collectively span 90% of the common genetic

diversity of laboratory mice, we demonstrated that well-regulated immune responses are the primary

functional motif correlated with survival from malaria infections, more so than than differences in red

blood cell production or interactions between parasites and red blood cells. Our model also identified

two dichotomous mechanisms of host mortality. For most non-resilient strains, we found evidence for

weak activation of host responses that specifically target infected cells. Alternatively, one non-resilient

strain showed the strongest tendency to trigger a response that clears red blood cells indiscriminately.

We carried out cross-sectional assays of pro- (TNF-α and IFN-γ) and anti-inflammatory (IL-10 and

TGF-β) cytokines to corroborate that highly resilient strains exhibit balanced cytokine expressions,

indicative of well-regulated immune responses. In contrast, mouse strains that succumb to infection

showed either little signs of inflammation or imbalanced expression with relative few anti-inflammatory

cytokines to maintain a healthy balance. Our work highlights the power of combining a dynamical within-

host infection model with a hierarchical Bayesian approach to uncover functional mechanisms governing

within-host dynamics and infection outcomes. By validating our model predictions with cytokine data,

the present study narrows the gap between mechanistic knowledge of molecular and cellular immunity

and clinically relevant infection phenotypes.

2.2 Introduction

In human malaria, infection outcomes range widely from sub-clinical to fatal. While it is difficult to

disentangle the factors contributing to this variation in resilience to malaria, host genetics is a major de-

terminant (Hernandez-Valladares et al., 2005; López et al., 2010; Hedrick, 2011). In experimental rodent

malaria infections, where environment, diet, and as many other factors as possible are highly controlled,

different mouse strains infected with the same strain of Plasmodium chabaudi demonstrate remarkable

variation in infection dynamics and malaria mortality. Among eight strains of inbred laboratory mice

(129S1/SvImJ, A/J, C57BL/6, CAST/EiJ, NOD/ShiLtJ, NZO/HILtJ, PWK/PhJ, WSB/EiJ) that col-

lectively span 90% of the mouse genetic diversity commonly used in laboratory experiments (Roberts

et al., 2007), survival from malaria infection ranges from 5 to 100% (Fig. 2.1). Underlying this sur-

vival variation is likely differences in functional properties of within-host ecology (i.e., parasite growth,

immune responses, and replenishment of RBCs), which are difficult to measure directly. However, lon-

gitudinal measurements of host health and parasite burden can inform processes of within-host ecology

(i.e., red blood cells (RBCs) and infected red blood cells (iRBCs), respectively, in malaria infections).

For example, a “disease curve” — longitudinal data of health and parasites plotted against each other

in a phase plane — helps visualise the process of parasite growth, host sickness and recovery at the indi-

vidual host level (Fig. 2.2) (Schneider, 2011). Furthermore, a mathematical model fitted to these data

can identify particular functional mechanisms (e.g., parasite proliferation (Mideo et al., 2011), specific

versus non-specific immunity (Wale et al., 2019) and dose-dependent host responses (Chapter 1)) that

lead to divergent infection dynamics (Mideo et al., 2008c). Here, we employ a model-fitting approach



Chapter 2 31

to explore the diversity of functional mechanisms among mouse strains that impact resilience to malaria

infection.
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Figure 2.1: Proportion of mice surviving over the course of infections initiated with 105 P. chabaudi

AJ parasites. Eight mouse strains are shown (with total sample sizes given by in brackets): WSB/EiJ
(30), 129S1/SvImJ (10), NZO/HILtJ (10), C57BL/6 (10), CAST/EiJ (16), NOD/ShiLtJ (15), A/J (15),
and PWK/PhJ (22). The dataset is a compilation of three experiments (Davis et al. unpublished a,
Davis et al. unpublished b and Gupta et al. unpublished). The lines for WSB/EiJ, 129S1/SvImJ and
NZO/HILtJ are jittered as 100% of mice of each strains survived for 15 days.

The immune system is one critical proximate mechanism of host genetic resilience to infection (López

et al., 2010). Failure to mount a robust immune response can lead to unchecked parasite proliferation

while dysregulated responses may cause collateral damage, i.e., immunopathology. While the benefit

of immune protection often outweighs any costs associated with these responses (Sorci et al., 2017),

severe outcomes of many infectious diseases are a consequence of immunopathology rather than direct

damage caused by parasites (Graham et al., 2005). Thus, a “healthy” immune response requires striking

a delicate balance.

During the acute phase of blood-stage malaria infection, innate responses target and remove iRBCs

as well as short-living extracellular parasites known as merozoites (Stevenson and Riley, 2004). In

addition, RBCs — regardless of infection status — are also susceptible to clearance by immune effectors

such as macrophages (Jakeman et al., 1999; Chua et al., 2013). While the targeted response removes

more iRBCs, data-driven modelling studies highlight the importance of indiscriminate RBC clearance

for lowering parasite burden (Miller et al., 2010; Metcalf et al., 2012; Wale et al., 2019, Chapter 1).

Functionally, this self-destruction of RBCs can have both favourable and unfavourable consequences for

host health. On the one hand, it has been proposed as a host adaptation in the presence of malaria

parasites to clear the parasites directly (i.e., top-down effect) as well as to limit resources for the parasite

(i.e., bottom-up effect, Haydon et al., 2003; Cromer et al., 2009; Metcalf et al., 2012; Wale et al., 2019).

On the other hand, an excessive loss of RBCs brings forth adverse health implications. In immune naive

infants and children, severe malarial anaemia is the most common severe manifestation of disease and

its associated mortality rate can reach 30% (Perkins et al., 2011). Malaria-related anaemia is caused

by a variety of processes including loss due to parasite exploitation, RBC clearance (e.g., phagocytosis

of both infected and uninfected cells), suppression of RBC production, and defective RBC development
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Figure 2.2: Longitudinal data of infection contain features of within-host ecology that influence infection
outcomes. In a phase plot bound by parasite burden and host health (i.e., disease space, sensu Schneider,
2011; Torres et al., 2016), infection progresses clockwise from the top-left corner (i.e., many RBCs, few
iRBCs). Left panel illustrates common trajectories. Following a rapid parasite growth phase (x-axis),
host health deteriorates (y-axis) during acute malaria infection. In the meantime, the parasite density
starts to decline due to resource limitation and/or upregulated immunity. If a host is resilient, the
trajectory tends towards the starting healthy state as parasites further decline and RBCs get replenished
(path a, light grey). In contrast, the damage to host health may be irreparable in non-resilient hosts (path
b, dark grey, Schneider, 2011). The small, coloured plots show the empirically-observed trajectories
of the first wave of malaria infection in 80 mice across eight strains in disease space, with the densities
of iRBCs and RBCs on the x- and y-axis, respectively. Generally speaking, highly resilient strains
(WSB/EiJ, 129S1/SvImJ, NZO/HILtJ, C57BL/6) follow path a and poorly resilient strains (CAST/EiJ,
NOD/ShiLtJ, A/J, PWK/PhJ) follow path b.

(Chua et al., 2013). Among them, clearance is the most significant process as between 75% and 90%

of the total RBC deficit during malaria infections has been attributed to it (Jakeman et al., 1999). In

comparison, direct exploitation by malaria parasites has been estimated to account for less than 10% of

the RBC deficit (Jakeman et al., 1999; Price et al., 2001; Fonseca et al., 2016).

At the molecular level, vertebrate host responses are regulated by immune signalling molecules, known

as cytokines (Lamb et al., 2006). Acute malaria infection induces pro-inflammatory cytokines required

for mounting a timely and robust response while anti-inflammatory cytokines inhibit excess immune

reactions to safeguard against collateral damage (Lamb et al., 2006). For instance, tumour necrosis

factor alpha (TNF-α) and interferon gamma (IFN-γ), are pro-inflammatory cytokines responsible for

a myriad of inflammatory responses including production of nitric oxide and reactive oxygen species

(Bouharoun-Tayoun et al., 1995; Bogdan et al., 2000), which are associated with rapid clearance of

Plasmodium falciparum, the deadliest human malaria parasite (Rockett et al., 1992; Kremsner et al.,

1995; Mordmüller et al., 1997; Hernandez-Valladares et al., 2006; Franklin et al., 2007). However, the

same inflammatory responses can also be damaging to the organisms that produce them (Clark et al.,

1991; King and Lamb, 2015). For example, TNF-α overproduction — which can result from a deficit

of anti-inflammatory cytokines like interleukin 10 (IL-10) and transforming growth factor beta (TGF-

β) — could lead to adverse effects including worsened anaemia, weight loss and survival in the mouse

model (Omer and Riley, 1998; Li et al., 2003; Long et al., 2006, 2008). Therefore, differences in cytokine
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expression are likely to contribute to variation in survival from malaria infection.

To uncover the functional mechanisms underlying malaria survival and variation thereof, we formu-

lated a mathematical model of the within-host malaria ecology that describes the asexual replicative

cycle and qualitatively distinct components of host immunity. Rather than aiming for a mechanistically

precise description of host immunity, we designed a model to track the net effects of host responses,

i.e., clearance rate of iRBCs and RBCs. By fitting the model to longitudinal data of RBCs and iR-

BCs from eight mouse strains with varied resilience to malaria, we identified functional diversity of

host responses, including insufficient and dysregulated responses associated with elevated mortality risk.

We then compared our model predictions to pro- and anti-inflammatory cytokine expression data. We

corroborated the association between host resilience and robust and well-balanced expression of pro-

and anti-inflammatory cytokines. On the contrary, we found that both low pro-inflammatory cytokine

expression and unbalanced regulation (high pro- and low anti-inflammatory cytokines) were associated

with poor host survival.

2.3 Methods

2.3.1 Data

Infection experiment

Mice were purchased from Jackson Laboratories (WSB/EiJ stock #001145), 129S1/SvImJ stock #002448,

NZO/HILtJ stock #002105, CAST/EiJ stock #000928, A/J stock #000646, NOD/ ShiLtJ stock #001976,

and PWK/PhJ stock #003715) and Charles River (C57BL/6). A subset of mice (WSB/EiJ, NZO/HILtJ,

and PWK/PhJ) were also bred in-house at Stanford University.

We administered the AJ strain of Plasmodium chabaudi to the experimental animals at a dose of

105 iRBCs and monitored infections longitudinally, for 15 days, as previously described (Torres et al.,

2016). RBCs were quantified using a BD Accuri C6 Plus cytometer. We quantified parasitemia (i.e.,

proportion of RBCs infected) via thin blood smears and manual microscope counting. We then calculated

the number of iRBCs per microliter of blood, which was calculated by multiplying parasitemia by the

number of total RBCs per microliter of blood.

From a compilation of experiments (Davis et al. unpublished a, Davis et al. unpublished b and

Gupta et al. unpublished), we recorded that three strains (129S1/SvImJ, NZO/HILtJ and WSB/EiJ)

were fully resilient to the P. chabaudi AJ strain injected at 105, meaning we did not observe mortality

for 15 days following infection. Other strains, C57BL/6, CAST/EiJ, NOD/ShiLtJ, A/J and PWK/PhJ

exhibited 90%, 69%, 40%, 20%, and 5% survival by day 15 post-infection, respectively.

Cross-sectional cytokine assay

In a separate experiment focused on collecting cytokine data, we initiated infections under the same

condition in each of the eight mouse strains. For cross-sectional sampling, between three and five

infected mice of each strain were euthanised each day from days 3-12 post-infection. For each mouse

strain, two uninfected control animals were euthanised at baseline and generally on odd-numbered days.

Following euthanasia, 75 microliters of plasma was used for immunoassay using the mouse 38-plex kit

(eBiosciences/Affymetrix).
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2.3.2 Model

Dynamical model of malaria asexual cycle

Blood-stage malaria infection begins when extracellular merozoites, which are initially released from the

liver, invade an RBC. Following invasion, P. chabaudi parasites develop within RBCs for approximately

24 hours. Synchronously at midnight, iRBCs rupture, releasing a new generation of merozoites into

the bloodstream (Paul et al., 2003). These merozoites then rapidly invade further RBCs and the cycle

continues. We assumed that regulation of immune responses takes place continuously throughout the

day (0 < t ≤ 1 where t is the fraction of a day) and demographic processes of the host and parasite (i.e.,

turnover of RBCs, iRBC bursting and RBC invasion by merozoites) happen at the end of each day at

midnight (t = 1).

Regulation of host responses Malaria infection triggers a variety of host responses (Stevenson

and Riley, 2004; Price et al., 2001; Castro-Gomes et al., 2014), of which we considered two previously

identified as most quantitatively important: indiscriminate clearance of RBCs and targeted clearance of

iRBC (Miller et al., 2010). We formulated a set of ordinary differential equations to track the change in

the activity of each response Ni, where i indicates the response identity (general RBC clearance, i = 1;

targeted iRBC clearance, i = 2):

dNi(t)

dt
= ψNi

I

Imax

− φNi
Ni(t), (2.1)

where ψNi
and φNi

are the activation and decay strength of Ni, respectively. We defined N1 and N2 as

the rate of RBC and iRBC clearance, respectively. Assuming that the abundance of iRBCs reflects that

of pathogen-associated molecular patterns (PAMPs), we considered the scaled density of iRBCs, I
Imax

,

as the within-host cue driving these responses, where Imax is the maximum observed iRBC density in

the experiment. We assumed that there is no activity in the absence of infection, consequently assuming

that there is no constitutive immunity. Because demographic events are formulated in discrete time

with a unit of one day, the iRBC density, I, is assumed a constant during the time scale of immune

regulation (i.e., 0 < t ≤ 1); thus I = I(t=0). After substituting ψNi

I
Imax

and φNi
with constants ai and

bi, respectively, we solved Eq. 2.1 as an initial value problem to obtain the solution, Ni at time t:

Ni(t) =
e−bit(ai(e

bit − 1) + biNi(t=0))

bi
(2.2)

Turnover of RBCs The first event at the end of the day (t = 1), is clearance and replenishment of

RBCs. In the absence of infection, we assumed that RBCs are subjected to background RBC mortality,

µR. The host replaces RBCs lost to baseline cell mortality by producing Rc(1 − e−µR) new RBCs,

where Rc is the RBC density at homeostatic equilibrium, assumed equal to the RBC density measured

per mouse before parasite administration (i.e., RBC(t=0)). While we have strong prior information on

baseline mortality and replenishment in the absence of infection (i.e., µR; Van Putten and Croon, 1958;

Foster et al., 2014), we fitted two new parameters (µ′

R and µ′′

R, respectively) that allow these processes

to be qualitatively different during infection. Our motivation for this was the following. First, during

malaria infection experiments, RBCs are lost to daily blood sampling and perhaps handling related stress.

Second, fitting µ′

R allows for the possibility that some indiscriminate clearance of RBCs is independent

of iRBC dynamics (unlike in equation 2.2). Third, there is evidence that erythropoiesis is downregulated
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during malaria infection (Wale et al., 2019), and fitting µ′′

R allowed us to capture this possibility.

Indiscriminate RBC clearance, due to the action of the immune response, occurs at a daily rate

N1(t=1). In addition to baseline replenishment of RBCs (governed by µ′′

R as described above), RBCs

are produced in a density-dependent manner during infection to restore the RBC population (Chang

et al., 2004) with a time-lag of two to three days before the newly produced RBCs are released in the

bloodstream (Savill et al., 2009). Here assuming a two-day lag (indicated by d− 2), the host produces a

fraction ρ of the deviation from RBC density at Rc. Infected cells incur an additional rate of mortality,

N2(t=1) through targeted killing. Together, the turnover of RBCs is expressed as:

R(t=1) = R(t=0) e
−(µ′

R
+N1(t=1)) +Rc(1− e−µ′′

R) + ρ(Rc − (R(d−2) + I(d−2))) (2.3)

I(t=1) = I(t=0) e
−(µ′

R
+N1(t=1)+N2(t=1)). (2.4)

where R(t=1) and I(t=1) are the post-turnover densities.

iRBC bursting Given synchronous iRBC bursting and the short lifespan of merozoites relative to

the length of a day, we modelled iRBC bursting and merozoite invasion as instantaneous events. As

iRBCs rupture and release merozoites into the bloodstream at midnight (t=1), the density of merozoites,

M equals β I(t=1) where β is the parasite burst size per iRBC.

RBC invasion by merozoites Upon release, a merozoite either invades an uninfected red blood

cell (uRBC), R(t=1), at rate pR(t=1) where p is the per capita merozoite invasion rate, or it gets cleared

before invasion, with a short halflife of 1/µM (∼ 30 minutes (McAlister, 1977)). For simplicity, we ignore

infections of RBCs by multiple merozoites. Thus, the probability that a given merozoite successfully

invades an uRBC is:

pR(t=1)

pR(t=1) + µM

. (2.5)

Multiplying the probability by the density of merozoites, and dividing by R(t=1), the average number

of invading merozoites per uRBC, λ is:

λ =
M

R(t=1) + ω
. (2.6)

where ω = µM

p
. Since the parameters µM and p are mutually non-identifiable, we instead estimated

ω, the ratio of merozoite mortality to invasion rate. We assumed that the probability of RBC invasion

by merozoites is Poisson-distributed with parameter λ, i.e., Prob(invasion by k mezoroites) = λk e−λ

k!

(Miller et al., 2010; Mideo et al., 2011). Thus, the probability that a given uRBC gets invaded by a

merozoite (i.e., k = 1) is λ e−λ and the probability that an uRBC escapes merozoite invasion altogether

(i.e., k = 0) is e−λ. Ignoring infections of RBCs by multiple merozoites, it follows that the numbers

of uRBCs and iRBCs after merozoite invasion (i.e., R∗

(t=1) and I∗(t=1) with the asterisk denoting the

post-invasion densities) are:

R∗

(t=1) = R(t=1) e
−λ (2.7)

I∗(t=1) = R(t=1)λ e
−λ. (2.8)
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Table 2.1: Description of model parameters and their fixed values, or prior distributions used in Bayesian statistical
inference. Where parameters were estimated (indicated by an asterisk on the description), we assigned a generic,
weakly informative prior for immune parameters (ψN1

, ψN2
, φN1

and φN2
) and informative priors for the rest

based on specific prior information from previous studies.

Symbol Description Fixed value or prior Source

Host responses
ρ ∗Proportion of deviation from Rc restored per day 0.25× exp(N (0, 0.25)) (Miller et al., 2010)

ψN1
∗Activation strength of indiscriminate RBC clearance exp(N (ln(1) + 2.5,

√
2.5)

ψN2
∗Activation strength of targeted RBC clearance exp(N (ln(1) + 2.5,

√
2.5)

φN1
∗Daily decay rate of indiscriminate RBC clearance exp(N (ln(1) + 2.5,

√
2.5)

φN2
∗Daily decay rate of targeted RBC clearance exp(N (ln(1) + 2.5,

√
2.5)

Within-host infection dynamics
Rc RBC density at homeostatic equilibrium RBC(t=0) data
Imax Maximum iRBC density observed 2.65× 106 per microliter data
µR Daily background RBC mortality rate 0.025 (Miller et al., 2010)
µ′

R
∗Daily background RBC mortality rate (during infection) 0.025× exp(N (0, 0.25)) (Miller et al., 2010)

µ′′

R
∗Density-independent RBC replenishment rate (during infection) 0.025× exp(N (0, 0.25)) (Miller et al., 2010)

β ∗Parasite burst size 7× exp(N (0, 0.25)) (Miller et al., 2010)
p Merozoite invasion rate 1.5× 10−5 per day (Mideo et al., 2011)
µM Merozoite mortality rate 48 per day (McAlister, 1977)
ω ∗Ratio of merozoite mortality to invasion rate µM

p
× exp(N (0, 0.25))

Measurement errors
σRBC

∗Standard deviations for total RBC density N (5× 105, 5× 105/10) (Miller et al., 2010)
σiRBC

∗Standard deviations for log10 iRBC count N (0.2, 0.2/10) (Mideo et al., 2008b)

2.3.3 Bayesian hierarchical inference

We fitted the above within-host infection model to the corresponding longitudinal data of 80 mice using

a Bayesian statistical approach, which allows for parameter estimation in high dimensional spaces, for

example, in hierarchical models where observations are organised in multiple levels of sampling units

(Mugglin et al., 2002; Cressie et al., 2009). In this study, there are two levels of sampling units: mouse

strains and subjects (i.e., individual mice).

Strain-specific and individual variation We estimated host strain- and individual-specific effects

(s and u, respectively) in a set of nine fitted parameters describing within-host ecological processes.

Below, we collectively refer to the parameter set as θ (θ ∋ µ′

R, µ
′′

R, ρ, ψN1 , ψN2 , φN1 , φN2 , β, ω). The

prior distributions for these parameters are provided in Table 2.1.

Likelihood A Bayesian approach requires a likelihood function to assess the probability of observing

the data given model parameters and associated predictions. Our log-likelihood function assumed that

the measurement error for the total density of RBCs (i.e., sum of uRBCs and iRBCs), and iRBCs is

distributed normally and log10-normally, respectively (Mideo et al., 2008b, 2011):

lnL = (2.9)
nmice∑

i

{ ndays∑

d

ln

{
1

σRBC

√
2π
exp

[
−

(DRBC
i,d −MRBC

i,d )2

2(σRBC)2

]}

+

ndays∑

d

ln

{
1

σiRBC

√
2π
exp

[
−

(log10(D
iRBC
i,d + 1)− log10(M

iRBC
i,d + 1))

2

2(σiRBC)2

]}}
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where DRBC
i,d and DiRBC

i,d are the observed count of total RBCs and iRBCs, MRBC
i,d and M iRBC

i,d are the

model predictions of total RBCs and iRBCs for individual i at day d. We estimated standard deviations,

σRBC and σiRBC for the total RBC and iRBC count, respectively, with specific informative priors (Mideo

et al., 2008b; Miller et al., 2010) (Table 2.1). Our modelling focused on the first wave of infection, thus

we fitted data up to two weeks post-infection (ndays = 14 at maximum). In mice that succumbed to

infection, we fitted the model to data until the last sampling prior to death.

MCMC sampling Estimating the posterior probability density of parameters of a complex model

requires a Markov Chain Monte Carlo (MCMC) sampling algorithm, which can be computationally in-

tensive for large hierarchical models. Our model was written in Stan 2.18.2 and fitted through the RStan

interface (Carpenter et al., 2017; Stan Development Team, 2019), which provides an efficient, general-

purpose MCMC sampler (No-U-Turn Hamiltonian Monte Carlo) and a Bayesian inference environment.

The model was fitted in parallel in four independent chains, each with 5000 sampled iterations and 5000

warmup iterations. For diagnostics, we confirmed over 400 effective samples and ensured convergence

of independent chains using the R̂ metric (values below 1.1 are considered an indication of multi-chain

convergence) for all parameters (Gelman et al., 2013; Stan Development Team, 2018).

2.4 Results and Discussion

2.4.1 Functional mechanisms underlying resilience to malaria

Our fitted model accurately described the time-course of RBCs and iRBCs during the acute phase of

malaria infection in all mouse strains (Appendix 2.6.1), indicating that our model represents a useful

abstraction of the true within-host malaria ecology. Several estimated model parameters varied with

mouse strains (Fig. 2.3). To characterise these multivariate, ecological differences, we carried out

principal component analysis (PCA) on the estimated parameter set, θ. We found several clusters that

distinguished mouse strains revealing functional diversity of host resilience to malaria infection (Fig.

2.4).

First, we identified C57BL/6 (90% survival; Fig. 2.1) as the most “functionally average” of the

eight strains, indicated by the most central position in the PCA biplot (Fig. 2.4a) and near-zero es-

timates for strain-specificity, s (Fig. 2.3a). Two fully resilient (100% survival) strains, 129S1/SvImJ

and NZO/HILtJ, were functionally similar to C57BL/6, but these strains showed a slower decay of host

responses (lower φN1
and φN2

) and smaller parasite burst sizes, β (Fig. 2.3). These differences suggest

that 129S1/SvImJ and NZO/HILtJ are subtly better able to resist malaria infection than C57BL/6,

agreeing with the slightly better survival outcome (Fig. 2.1). Overall, we found larger strain-specific

variability, s in the rates of activation (i.e., ψN1 and ψN2) than decay of responses (i.e., φN1 and φN2)

(Fig. 2.3a), suggesting that immunogenic differences between strains is largely due to differences in the

speed and strength with which responses are turned on, rather than how long those responses last.

In addition to having the highest propensity to activate targeted clearance of iRBCs (highest ψN2
),

WSB/Eij, another fully resilient strain, demonstrated the smallest β, meaning that the same malaria

parasite infecting this host strain produced the fewest merozoites per iRBC (Fig. 2.3). Previous studies

have demonstrated variation in the number of merozoites released per iRBC (i.e., parasite burst size, β)

and the ratio of merozoite mortality to invasion rate (i.e., ω) across parasite strains (Miller et al., 2010;

Mideo et al., 2011; Santhanam et al., 2014). As β was more variable than ω among host strains (Fig.



Chapter 2 38

2.3a), the host’s contribution to variation in parasite proliferation is likely mediated through differences in

the number of merozoite released per iRBC, rather than merozoite clearance or invasion of new RBCs.

To our knowledge, however, little is documented on the host’s contribution to iRBC bursting. One

host factor that could affect parasite burst size is intrinsic differences in RBC properties among mouse

strains. For example, the flow cytometry marker, TER119, standard for counting mouse RBCs, works

poorly with WSB/Eij, hinting at a possible difference in RBC surface proteins (personal observation).

In addition, WSB/Eij showed the highest capacity to increase background RBC mortality, µ′

R, and

downregulate constant background RBC replenishment during infection, µ′′

R, both of which contribute

to limiting parasite growth through lowered resource availability. Consistent with this reduced RBC

replenishment is the fact that WSB/Eij is known to have an elevated level of the von Willebrand factor

(VWF) (Shavit et al., 2009): VWF deficiency has been linked to increased production of young RBCs

(Kraisin et al., 2019). Overall, WSB/Eij excelled in every facet of resilience against (at least the AJ

strain of) P. chabaudi and maintained relatively low iRBC densities (Fig. 2.2). Infection resilience in

this mouse strain may generalize to other malaria parasites, including P. berghei (Bopp et al., 2010), yet

interestingly these mice are highly vulnerable to Salmonella infections (Zhang et al., 2019).

Three less resilient strains (CAST/EiJ, NOD/ShiLtJ and PWK/PhJ) clustered together in the PCA

biplot (Fig. 2.4a), indicating that these strains are functionally similar to each other. In comparison to

the “functionally average” C57BL/6, these strains that succumb more easily to infection (69%, 40% and

5% survival to day 15, respectively, Fig. 2.1) were estimated to more weakly trigger immune responses,

both targeted (lower ψN2) and indiscriminate (lower ψN1) (Fig. 2.3, Fig. 2.4a). A closer inspection

with a subset PCA analysis (Fig. 2.4b) revealed that better survival among these three strains was

associated with higher activation of targeted iRBC clearance (higher ψN2) and lower activation of general

RBC clearance (lower ψN1), distinguishing between moderately poor surviving strains (CAST/EiJ and

NOD/ShiLtJ; 69% and 40% survival, respectively) from an extremely fragile strain (PWK/PhJ; 5%

survival) along PC2 (Fig. 2.4b). The contrasting impacts of targeted and general responses hint at

a possible harmful effect of general RBC clearance under some circumstances. Specifically, our results

suggest that indiscriminate clearance of RBCs may be deleterious without sufficient activation of targeted

mechanisms to suppress the parasite population.

Finally, the A/J mouse strain showed the strongest activation of general RBC clearance (highest ψN1
;

2.3b). Given the poor resilience of these mice (20% survival; Fig. 2.1), the general RBC clearance is

likely mostly deleterious, at least in this strain of mice. Taken together, while the host potentially stands

to benefit from destroying RBCs by removing some iRBCs and taking the resource away from malaria

parasites, this “scorched-earth tactic” (Wale et al., 2019) could remove healthy RBCs in excess and

trigger severe anaemia that causes host mortality. The significant role of indiscriminate RBC clearance

on severe anaemia is empirically supported by a study that demonstrated a high turnover of transfused

RBCs in BALB/c mice infected with P. berghei (Evans et al., 2006). The clearance was likely immune-

mediated as severe anaemia was alleviated by depletion of immune cells (Evans et al., 2006). Another

study observed lower young RBC (i.e., reticulocyte) counts in A/J mice and postulated that these mice

are defective in the production of new RBCs during malaria infection (Chang et al., 2004). However,

their observation is also consistent with our model prediction that the A/J host excessively clears RBCs

because indiscriminate RBC clearance is another mechanism that would reduce the reticulocyte density.

The potentially negative impact of RBC clearance highlights vital implications for clinical interven-

tions against malaria. First, blood transfusion or erythropoietin (EPO) injection to treat severe anaemia



Chapter 2 39

−1.5 0.0 1.5

a

s

µR'

−1.5 0.0 1.5

s

µR''

−1.5 0.0 1.5

s

ρ

−1.5 0.0 1.5

s

ψN1

−1.5 0.0 1.5

s

ψN2

−1.5 0.0 1.5

s

φN1

−1.5 0.0 1.5

s

φN2

−1.5 0.0 1.5

s

β

−1.5 0.0 1.5

PWK/PhJ

A/J

NOD/ShiLtJ

CAST/EiJ

C57BL/6

NZO/HILtJ

129S1/SvImJ

WSB/EiJ

s

ω

0.00 0.04 0.08

b

µR'

0.000 0.030

µR''

0.00 0.15 0.30

ρ
0.0 0.2 0.4

ψN1

0 4 8

ψN2

0.000 0.070

φN1

0.00 0.01 0.02

φN2

0 6 12

β
0 4500000

ω

A
ct

iv
at

io
n 

ra
te

(ta
rg

et
ed

 re
sp

on
se

)

A
ct

iv
at

io
n 

ra
te

 

(in
di

sc
rim

in
at

e 
re

sp
on

se
)

D
ec

ay
 ra

te

(in
di

sc
rim

in
at

e 
re

sp
on

se
)

D
ec

ay
 ra

te

(ta
rg

et
ed

 re
sp

on
se

)
B
ur

st
 s

iz
e

R
at

io
 o

f m
er

oz
oi

te
 m

or
ta

lit
y

to
 in

va
si
on

 ra
te

E
ry

th
ro

po
ie

si
s

up
re

gu
la

tio
n 

ra
te

B
ac

kg
ro

un
d 

R
B
C
 m

or
ta

lit
y 

ra
te

(d
ur

in
g 

in
fe

ct
io

n)

B
ac

kg
ro

un
d 

er
yt

hr
op

oi
es

is
ra

te
 

(d
ur

in
g 

in
fe

ct
io

n)

Figure 2.3: Differences in within-host ecology parameters reveal functional diversity linked to re-
silience to malaria infection. a) Strain-specific variation, s, in each parameter of the set θ ∋
(µ′

R, µ
′′

R, ρ, ψN1
, ψN2

, φN1
, φN2

, β, ω). The eight strains are ordered according to survival percentage from
the top (see Fig. 2.1). The average parameter value across the eight strains is indicated by s = 0. b)
Ordered parameter stacks show functional similarities and differences between individual mice of differ-
ent strains (indicated by colours). Each slice of a stack represents the median estimate for an individual
mouse.
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Figure 2.4: Within-host ecological parameters differentiate mouse strains with varying degrees of re-
silience to malaria infection. The PCA biplots display the relationship between individual mice in the first
two principal components, which collectively account for 61.6% (panel a) and 70.7% (panel b) of the total
variance in parameters describing within-host malaria ecology, θ ∋ (µ′

R, µ
′′

R, ρ, ψN1
, ψN2

, φN1
, φN2

, β, ω).
The direction and length of the grey arrows indicate the contribution of each parameter to the principal
components. a) A full dataset with 80 mice from eight strains and b) a subset of poorly resilient mouse
strains (CAST/EiJ, NOD/ShiLtJ and PWK/PhJ; 69%, 40% and 5% survival, respectively) that cluster
together in panel a, thus are functionally similar to each other. Parameter descriptions are found in
Table 1.

may be most effective against patients that are particularly prone to indiscriminate RBC clearance. In

fact, timely EPO injection alleviates anaemia and improves survival in A/J mice (Chang et al., 2004).

However, the same treatment may be less effective against other poorly resilient strains (CAST/EiJ,

NOD/ShiLtJ and PWK/PhJ) whose mortality is attributed to insufficient immune responses (Fig. 2.3,

Fig. 2.4). Second, the potentially pathological consequence of indiscriminate RBC clearance should

be considered during the development of a blood-stage malaria vaccine. It is pertinent to ensure that

vaccine-triggered immunity that helps clear malaria parasites also avoid immunopathology, including

severe anaemia. Therefore, a better understanding of signalling pathways that trigger general RBC

clearance is desired. In summary, model predicted that mouse strains with immune activation that

was too weak (in CAST/EiJ, NOD/ShiLtJ and PWK/PhJ) or too strong (in A/J) was associated with

high host mortality. Thus, the host’s ability to maintain a healthy balance between protection and

immunopathology is likely a major determinant of host survival.

2.4.2 Cytokine assay supports model predictions

Pro- and anti-inflammatory cytokines play a pivotal role in regulating immune responses. Notably,

pro-inflammatory cytokines such as TNF-α and IFN-γ impact malaria parasite clearance, while anti-

inflammatory cytokines like IL-10 and TGF-β are crucial for regulating immune responses (Artavanis-

Tsakonas et al., 2003). We assayed the expression patterns of these four cytokines throughout the course

of infection to compare between host strains (Fig. 2.5).

First, the model predicted that the highly resilient mouse strains 129S1/SvImJ, NZO/HILtJ and to

a large extent C57BL/6, activate the targeted response more strongly. This prediction is in agreement

with the higher expression of pro-inflammatory cytokines in these strains (Fig. 2.5), in comparison to
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two of the lesser resilient strains (CAST/EiJ and PWK/PhJ) for which we predicted weak immune

responses (Fig. 2.3 and 2.4). Importantly, in the three strains that show higher survival (129S1/SvImJ,

NZO/HILtJ, and C57BL/6), the robust expression of TNF-α and IFN-γ was counterbalanced by equally

robust expression of IL-10 and TGF-β, which inhibits overproduction of immune effectors (Artavanis-

Tsakonas et al., 2003). It is worth noting that in these highly resilient strains, the balanced cytokine

expression was reached early (by day 3 to 5), and observed even in the absence of infection (especially in

129S1/SvIm). In contrast, the less resilient NOD/ShiLtJ strain achieved a similarly balanced cytokine

expression, but not until later in infections. In fact, the balance is observed only on day 8 or 9, while

individuals of this strain typically succumb to infection by day 10. Thus, these responses may have been

too late for controlling parasites effectively.

In less resilient CAST/EiJ and PWK/PhJ, which were estimated to weakly activate responses (Fig.

2.3), we observed a reduction in the expression of anti-inflammatory cytokines during infection (black;

Fig. 2.5) compared to the baseline (pink; Fig. 2.5). Since excess TGF-β hinders parasite clearance

through oversuppression of pro-inflammatory cytokines (Tsutsui and Kamiyama, 1999), lowering anti-

inflammatory pathways could potentially be beneficial. However, our results demonstrated that reducing

the expression of anti-inflammatory cytokines alone does not boost pro-inflammatory pathways (Fig.

2.5), nor does it facilitate adequate parasite clearance.

We found clear signs of pro-inflammatory bias in the cytokine expressions of NOD/ShiLtJ and A/J

(Fig. 2.5), both of which are poorly resilient at 40 and 20% survival, respectively (Fig. 2.1). In these

strains, we observed elevated expression of pro-inflammatory cytokines (TNF-α and IFN-γ) during infec-

tion without a corresponding change in anti-inflammatory responses, as was observed for better-surviving

strains (Fig. 2.5). For the A/J mice, our model predicted strong immune responses, both indiscriminate

and targeted (high ψN1
and ψN2

; Fig. 2.3), matching the expectation that a pro-inflammatory bias

leads to robust anti-parasite responses (King and Lamb, 2015). However, immunoregulatory imbalance

is also associated with immunopathology during malaria infections (King and Lamb, 2015). In particular,

overproduction of immune effectors could cause collateral host tissue damage and excessive indiscrim-

inate RBC clearance may lead to severe anaemia. In contrast to the A/J strain, our model predicted

NOD/ShiLtJ mice to trigger weaker than average indiscriminate and targeted responses (low ψN1
and

ψN2
; Fig. 2.3). This is despite the relatively strong expression of pro-inflammatory cytokines (Fig. 2.5).

Thus, our model prediction and cytokine assay together indicate that inflammatory responses at the

molecular level somehow failed to translate functionally to protection against malaria infection. This

is likely due to immunodeficiencies downstream of pro-inflammatory cytokines: e.g., NOD mice show

severely reduced natural killer cell activity (Kataoka et al., 1983), defective development of macrophages

(Serreze et al., 1993) and antigen-presenting dendritic cells (Pearson et al., 2003).

We observed low expression of both pro- and anti-inflammatory cytokines in WSB/Eij (Fig. 2.5),

for which our model predicted exceptional parasite control (through small parasite burst size and high

parasite clearance, low β and high ψN2) and resource suppression (heightened RBC mortality and lowered

erythropoiesis; high µ′

R and low µ′′

R) (Fig. 2.3 & 2.4). One interpretation is that mechanisms other than

inflammation are responsible for this strain’s resilience. This notion is supported by the relatively low

baseline cytokine expressions, compared to other resilient strains such as 129S1/SvImJ, NZO/HILtJ,

and C57BL/6 (Fig. 2.5). It is also possible that the effective, rapid parasite control in WSB/Eij means

that iRBC density (Fig. 2.2) and hence the cue for triggering cytokine production remains low.

Overall, our cytokine assay confirm that that host resilience to malaria infection is linked to a balanced
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Figure 2.5: Eight mouse strains show distinct expression patterns of pro- (TNF-α and IFN-γ) and anti-
inflammatory cytokines (IL-10 and TGF-β) that correspond to our model prediction that the balance
between immune protection and immunopathology impacts survival during malaria infection. The grey
lines represent the median expression value across available data for the respective cytokine pair. The day
post-infection is indicated by the numbers. The pink and black numbers indicate control and infected
mice, respectively. Shown are additive expressions (i.e., TNF-α + IFN-γ and IL-10 + TGF-β), but
multiplicative expression patterns (i.e., TNF-α× IFN-γ and IL-10×TGF-β) were qualitatively identical
(results not shown).

expression of pro- and anti-inflammatory cytokines, corroborating the importance of balanced immune

responses predicted by the mathematical model. Poorly resilient strains either showed stunted activation

of pro-inflammatory cytokines associated with insufficient parasite control, or pro-inflammatory bias that

has been implicated in immunopathology (Artavanis-Tsakonas et al., 2003).

2.5 Conclusion

Immune responses are a key host factor influencing protection from malaria infections (López et al.,

2010). However, it is difficult to relate health outcomes to the underlying variation in host immunity

because parasite load, immune regulation and host health are intertwined and are variable over time.

In other words, infections present complex and dynamic systems that demand rigorous quantitative

investigations. Also, the highly dimensional nature of immune systems demands quantitative mapping

of what is empirically measurable (e.g., immune molecules and cells) to what is functionally relevant to

infection dynamics (e.g., net effect of parasite clearance). Over the past two decades, several dynamical

models have inferred mechanisms of complex within-host ecological interactions from longitudinal data

of parasite load and host health in the rodent malaria system (e.g. (Haydon et al., 2003; Mideo et al.,

2008b; Miller et al., 2010; Kochin et al., 2010; Mideo et al., 2011; Santhanam et al., 2014; Wale et al.,

2019)). However, it remained difficult to apply the knowledge of molecular and cellular immunity to

predict clinically relevant infection phenotypes, in part because few models that quantitatively described

infection dynamics incorporated (semi-)mechanistic immune regulation (but see Chapter 1).
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By combining, dynamical modelling of infection and immunity with cross-sectional cytokine assays

in a rodent malaria system, the present study demonstrated that robust, and well-regulated immune

responses — more so than differences in RBC production or parasite-RBC interactions — are the pri-

mary functional motif of inbred mouse strains that survive malaria infections. The next progression

in mechanistic modelling of within-host ecology may be to incorporate explicit molecular mechanisms

and interactions that have been implicit in current modelling studies of malaria infection. In so do-

ing, empirical measurements of molecular and cellular components may be used directly for outcome

prediction.
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2.6 Appendix

2.6.1 Assessment of model fit

Our fitted model accurately describes the daily time course of RBCs and iRBCs during the acute phase

of malaria infection in mice (Fig. 2.6).

To provide a rigorous assessment of the model fit, we examined the standardised residuals for RBC

and iRBC densities following Miller et al. (2010). By integrating over the probability density of each

parameter, Φ, the marginal standardised residual of each data point i was defined as:

rx,i =
1

σx

∫

Φ

(xdata,i − xmodel,i(Φ))dΦ (2.10)

where σx is standard deviation of x, which is either RBC or iRBC density. The fit of the dynamical

model to RBC and iRBC density was accurate without a significant sign of bias (Fig. 2.7).
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Figure 2.6: The fit of the dynamical model to the density of RBCs (red) and iRBCs (blue). Each column
corresponds to a mouse strain. The crosses indicate data and grey bands correspond to 95% predictive
intervals of the model, incorporating uncertainty in parameter estimation and sampling.
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3.1 Abstract

Blood-feeding arthropods — like mosquitoes, sand flies, and ticks — transmit many diseases that impose

serious public health and economic burdens. When a blood-feeding arthropod bites a mammal, it

injects saliva containing immunogenic compounds that facilitate feeding. Evidence from Leishmania,

Plasmodium and arboviral infections suggests that the immune responses elicited by pre-exposure to

arthropod saliva can alter disease progression if the host later becomes infected. Such pre-sensitisation

of host immunity has been reported to both exacerbate and limit infection symptoms, depending on

the system in question, with potential implications for recovery. To explore if and how immune pre-

sensitisation alters the effects of vector control, we develop a general model of vector-borne disease. We

show that the abundance of pre-sensitised infected hosts should increase when control efforts moderately

increase vector mortality rates. If immune pre-sensitisation leads to more rapid clearance of infection,

increasing vector mortality rates may achieve greater than expected disease control. However, when

immune pre-sensitisation prolongs the duration of infection, e.g., through mildly symptomatic cases

for which treatment is unlikely to be sought, vector control can actually increase the total number of

infected hosts. The rising case burden may go unnoticed unless active surveillance methods are used to

detect such sub-clinical individuals, who could provide long-lasting reservoirs for transmission and suffer

long-term health consequences of those sub-clinical infections. Sensitivity analysis suggests that these

negative consequences could be mitigated through integrated vector management. While the effect of

saliva pre-exposure on acute symptoms is well-studied for leishmaniasis, the immunological and clinical

consequences are largely uncharted for other vector-parasite-host combinations. We find a large range

of plausible epidemiological outcomes, positive and negative for public health, underscoring the need

to quantify how immune pre-sensitisation modulates recovery and transmission rates in vector-borne

diseases.

3.2 Introduction

When a mammal is bitten by a blood feeding arthropod, it is injected with vasodilatory and immunomod-

ulatory compounds in the arthropod’s saliva that facilitate feeding (Charlab et al., 1999; Ribeiro and

Francischetti, 2003; Oliveira et al., 2013a; Chagas et al., 2014). The mammalian host is not a passive

recipient in this interaction, but rather mounts a variety of immune responses (Gomes and Oliveira,

2012). Local immune responses to an arthropod bite include inflammation, production of anti-salivary

protein antibody and recruitment of immune cells to the skin. These same arthropods can be vectors of

important parasites and a recent focus of research has been elucidating the influence of salivary proteins

on transmission of a wide array of diseases, including those caused by protozoan parasites such as Plas-

modium and Leishmania and arboviruses such as dengue and West Nile virus (Titus and Ribeiro, 1988;

Schneider et al., 2004; Brodie et al., 2007; Kebaier et al., 2010; Gomes and Oliveira, 2012; Machain-

Williams et al., 2013). In a majority of lab experiments, parasites that are co-inoculated with vector

saliva or salivary proteins show higher infection success than when parasites are injected alone (Ocken-

fels et al., 2014; Pingen et al., 2017). Co-inoculation can benefit parasite establishment through saliva

proteins that modulate host immune responses (e.g., downregulating particularly harmful pathways or

upregulating pathways that will inhibit parasite-specific responses) and can lead to the recruitment of

immune cells that those parasites exploit for replication (Schneider et al., 2004; Brodie et al., 2007;
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Gomes and Oliveira, 2012; Pingen et al., 2017).

In contrast, immune responses elicited by the bite of an uninfected vector appear to have diverse

effects on the outcome of disease manifestation if a host later becomes infected. In Leishmania, from

which the majority of empirical evidence is available, experimental rodent infections have demonstrated

that prior exposure to sand fly saliva partially protects against the symptoms of a subsequent infection

(Belkaid et al., 1998; Kamhawi et al., 2000; Thiakaki et al., 2005; Ahmed et al., 2010; Gomes et al., 2012).

A recent meta-analysis found a significant reduction in Leishmania lesion development and a marginally

significant reduction in parasite load due to pre-exposure to sand fly saliva (Ockenfels et al., 2014). Such

protective properties of exposure to uninfected saliva (“pre-sensitisation”) have garnered enthusiasm for

the development of anti-leishmaniasis vaccines using sand fly saliva proteins (Kamhawi et al., 2014). For

malaria, prior exposure to mosquito saliva has been shown to reduce Plasmodium burden in the liver-

and blood-stage (Donovan et al., 2007) while no pre-sensitisation effect was found for the infectivity of

sporozoites (i.e., the stage that is transferred from vector to host, Kebaier et al., 2010). In West Nile

virus, empirical evidence for the role of pre-exposure to mosquito saliva is mixed (Schneider et al., 2007;

Machain-Williams et al., 2013). The immunological mechanisms behind any protective effects remain

an open question (Oliveira et al., 2013a), but may include direct effects on parasites (e.g., polarisation

of the immune response towards microbial killing, Gomes and Oliveira, 2012) or indirect effects, like

neutralising saliva proteins that would otherwise facilitate parasite proliferation (Gomes and Oliveira,

2012).

Classic epidemiological models tend to ignore the effects of immune pre-sensitisation. These models

(e.g., Ross, 1911a; Macdonald, 1957; Anderson and May, 1991) predict that heightened adult vector

mortality can effectively control a vector-borne disease by reducing vector abundance, the number of

bites per vector, and the probability of surviving the extrinsic incubation period (i.e., the time it takes

for an exposed vector to become infectious; reviewed in Smith and McKenzie, 2004; Mandal et al., 2011).

These theoretical predictions encouraged the World Health Organization (WHO) to carry out a world-

wide insecticide spraying campaign against the mosquito vectors of malaria parasites, with successful

elimination of the disease reported in many countries by the late 1970s (Mendis et al., 2009). Insecticide

spraying remains a frontline prevention and control strategy against malaria and many other vector-

borne diseases, including dengue and leishmaniasis (Mendis et al., 2009; World Health Organization,

2012a; Bates et al., 2015). While insecticides have generally proven effective in reducing the incidence

of malaria (Kim et al., 2012), there is considerable heterogeneity in the efficacy of spraying reported:

interventions that target adult vector survival have failed to reduce the number of infections in some

host populations (Pluess et al., 2010; Corbel et al., 2012; Stockdale and Newton, 2013). These outcomes

have been attributed to a number of factors ranging from insecticide resistance, sublethal exposure,

behavioural alterations by arthropod vectors to avoid insecticides, the presence of a non-human reser-

voir, heterogeneity in vector life-history traits, and spatial and temporal variation in host and vector

populations (Corbel et al., 2012; Stockdale and Newton, 2013; Bellan, 2010; Hemingway, 2014; Brady

et al., 2016), though the relative role of each of these factors is unknown.

Here we develop mathematical models to determine the potential for pre-exposure to vector saliva

to affect between-host infection dynamics and modulate the consequences of interventions that target

vectors. Where vector-borne diseases are endemic, a significant proportion of individuals are likely pre-

sensitised by vector saliva; in one sample of individuals from Mali, 23% demonstrated a robust immune

response against sand fly salivary molecules (Oliveira et al., 2013b). Our work shows that the interplay
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between vector saliva and host immunity can produce a variety of epidemiological outcomes, depending

of the effect of pre-sensitisation on the duration of infection.

3.3 Methods

3.3.1 Model

We modelled vector-borne disease dynamics as a set of ordinary differential equations (ODE), and

alternatively, as a set of delay differential equations (DDE) that track the change in the abundance

of three vector (susceptible, exposed and infectious) and five host (näıve susceptible, pre-sensitised

susceptible, näıve infected, pre-sensitised infected and recovered) classes. We first describe the ODE

formulation as follows (Fig. 3.1; Eq. 3.1–3.8):

dVS(t)

dt
= φV − (µV + r(TV HHI(t) + TV H′H ′

I(t)))VS(t) (3.1)

dVE(t)

dt
= r(TV HHI(t) + TV H′H ′

I(t))VS(t)− (µV + σV )VE(t) (3.2)

dVI(t)

dt
= σV VE(t)− µV VI(t) (3.3)

dHS(t)

dt
= −(rPHV (VS(t) + VE(t) + (1− THV )VI(t)) + rTHV VI(t))HS(t)

+θH′H ′

S(t) + τHHR(t) (3.4)

dH ′

S(t)

dt
= (rPHV (VS(t) + VE(t) + (1− THV )VI(t)))HS(t)

−(rTH′V VI(t) + θH′)H ′

S(t) (3.5)

dHI(t)

dt
= rTHV VI(t)HS(t)− γHHI(t) (3.6)

dH ′

I(t)

dt
= rTH′V VI(t)H

′

S(t)− γH′H ′

I(t) (3.7)

dHR(t)

dt
= γHHI(t) + γH′H ′

I(t)− τHHR(t). (3.8)

While the process of vector input into the population is complex and likely important for predicting

disease dynamics, data on the potentially density-dependent processes in vector population dynamics

are scarce (Beck-Johnson et al., 2013). Therefore, we assumed that susceptible vectors (VS) are born at

a constant rate, φV . We also assumed that all vectors experience the same mortality rate, µV , regardless

of their infection status. In our model, vectors are equally likely to bite a host of any class, so hosts get

bitten by a given vector at the rate r, which is calculated as the per vector biting rate, b, divided by

the total host population size, HT (where HT = HS +H ′

S +HI +H ′

I +HR). This formalisation makes

transmission frequency-dependent (Keeling and Rohani, 2008). A susceptible vector becomes exposed

(VE) to parasites when it bites a näıve infected host (HI) or a pre-sensitised infected host (H ′

I) with

the probability TV H or TV H′ , respectively. In this ODE model, exposed vectors are assumed to become

infectious (VI) at a constant incubation rate, σV , which is the inverse of the mean extrinsic incubation

period (EIP, 1/σV ). Thus, EIP follows an exponential distribution with large variance (σ−2
V ), leading

to an implicit assumption that the parasite can complete development in the vector at any time, even

immediately after a vector becomes exposed. Empirical estimates of the variability in the EIP are rare,

but it is known to vary on the order of days in dengue (approx. 5-33 days at 25C, Chan and Johansson,
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Figure 3.1: Schematic of vector-borne disease dynamics model when host immunity can be pre-sensitised
through vector saliva pre-exposure. Susceptible hosts (HS) may become pre-sensitised (H ′

S) when bitten
by either a susceptible vector (VS), an exposed but non-infectious vector (VE), or an infectious vector
(VI) if parasite transmission is unsuccessful. Susceptible hosts that are pre-exposed to vector saliva
remain sensitised until the protective status is lost over time. Susceptible pre-sensitised and näıve hosts
(H ′

S and HS respectively) can become infected (H ′

I and HI respectively) when bitten by an infectious
vector. Upon recovering from infection, the host gains immunity against future infections (HR), but
that immunity wanes over time. Further details can be found in Methods. Infection routes of hosts are
shown in thick black; pre-sensitisation routes in grey; infection of vectors in thin black. The movement
between classes is shown in solid lines and the interactions that lead to that movement are shown by
dashed lines.

2012) and malaria (approx. 5-14 days at 24C, Paaijmans et al., 2011) and that variation is thought to

influence disease transmission (Paaijmans et al., 2011). To examine whether our results are sensitive to

the assumption of large variability in the duration of the EIP, we also formulated the model as a system

of delay differential equations (DDEs), which assumes the opposite extreme of no variation in EIP: all

exposed vectors require exactly the length of the mean EIP, or 1/σV days to become infectious, though

some vectors may not survive that period.

The DDE formulation differs from the ODE counterpart in two equations (ODE: Eq. 3.2 & 3.3;

DDE: Eq. 3.9 & 3.10), which describe the dynamics of exposed and infectious vectors, respectively:

dVE(t)

dt
= r(TV HHI(t) + TV H′H ′

I(t))VS(t)− µV VE(t)

−r(TV HHI(t− EIP ) + TV H′H ′

I(t− EIP ))VS(t− EIP )e−µV EIP (3.9)

dVI(t)

dt
= r(TV HHI(t− EIP ) + TV H′H ′

I(t− EIP ))VS(t− EIP )e−µV EIP

−µV VI(t) (3.10)

where e−µV EIP is the probability that an exposed vector survives the length of the extrinsic incuba-

tion period (EIP, i.e., 1/σ) to become infectious. The simulation starts with a population of susceptible

vectors and one infectious vector; there are no exposed vectors initially, so e−µV EIP needs only be defined
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for t > 0. Note that this DDE system can be written in terms of only dVS and dVI , but we retain an

exposed vector equation for clarity and ease of comparison with the ODE model.

As in most models of vector-borne diseases (reviewed in Mandal et al., 2011), we kept the host

population size constant by ignoring host birth and death. The assumption of constant population size

is reasonable over the time scale of vector control. Note that our analyses focus on equilibrium conditions

of the model (see below). As such, we refer to the equilibrium quantity of a given host class as abundance,

number, or cases throughout the manuscript (e.g., abundance of pre-sensitised infected hosts); however,

changes in these quantities are concomitant with changes in the proportion or prevalence of the host class

as the total host population size is held constant. A susceptible host becomes pre-exposed to vector saliva

and pre-sensitised (H ′

S) when bitten by a susceptible or an exposed vector (VS and VE , respectively)

with the probability PHV , or by an infectious vector (VI) with the probability PHV (1−THV ), i.e., when

parasite transmission fails upon contact but pre-sensitisation is successful. Alternatively, a susceptible

host becomes infected (HI) when bitten by an infectious vector with the probability THV . Pre-sensitised

susceptible hosts lose their protected status at a rate θH′ . Once infected, näıve infected hosts recover

from infection at a rate γH . After a host is pre-sensitised, a bite from an infectious vector creates a

pre-sensitised infected host, H ′

I with the probability TH′V . As a host recovers from infection (HR), it

becomes temporarily immune to future infections until acquired immunity wanes, which occurs at a rate

τH .

We focus primarily on the effect of vector saliva pre-exposure on the duration of infection by assuming

that pre-sensitised infected hosts recover at a unique rate, γH′ . The available data indicate that immune

pre-sensitisation through pre-exposure to vector saliva has a likely role in altering parasite growth and

density (Donovan et al., 2007; Schneider et al., 2007; Oliveira et al., 2008; Machain-Williams et al., 2013;

Ockenfels et al., 2014). This could lead, respectively, to reduced or amplified symptoms during a future

infection, with knock on consequences for the duration of that infection. For example, if patients with

more severe symptoms are more likely to seek treatment, their infections may be shortened by clinical

interventions. Therefore, if pre-sensitisation to vector saliva leads to exacerbation of disease symptoms,

then this could lead to shorter infections. A similar outcome might be expected if pre-sensitisation

leads to increased resistance of the host. Alternatively, disease mitigation through pre-sensitisation may

increase the duration of infection if pre-exposure to vector saliva only provides partial resistance, i.e.,

parasite growth is hindered, but infections are not cleared — a scenario that is consistent with a meta-

analysis on Leishmania (Ockenfels et al., 2014) and some studies on Plasmodium (Donovan et al., 2007)

and West Nile virus (Machain-Williams et al., 2013). If pre-sensitised infected patients experience less

severe symptoms due to lower parasite burdens, they may also be less likely to seek clinical treatment,

thereby prolonging the time to recovery. We also investigated the effect of vector saliva pre-exposure on

susceptibility, TH′V , and infectiousness, TV H′ as part of a sensitivity analysis (see Analysis for details).

While a reduction in infection-induced host mortality is another potential consequence of immune pre-

sensitisation, a meaningful interpretation of such an effect would rely on understanding how host death

affects the recruitment of susceptible hosts, a complication outside the scope of the present study.

3.3.2 Analysis

First, using the ODE model, we derived the abundance of each vector class at quasi-equilibrium to

examine the effect of control measures on vector demography. The quasi-equilibrium approach assumes

that the lifespan of a vector is much shorter than that of a host so that the vector population quickly
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reaches a steady state (Keeling and Rohani, 2008). Mathematically, this means that the rates of change

of vector populations, i.e., dVS(t)
dt

, dVE(t)
dt

and dVI(t)
dt

(Eq. 3.1–3.3), are set to zero and by solving for VS ,

VE and VI , we find the quasi-equilibrium vector abundances:

V̂S =
φV

r(HITV H +H ′

ITV H′) + µV

, (3.11)

V̂E = V̂S
r(HITV H +H ′

ITV H′)

µV + σV
, (3.12)

V̂I = V̂E
σV
µV

. (3.13)

Second, we numerically simulated both the ODE and DDE model (Eq. 3.1–3.8 & 3.9 & 3.10)

to a stable equilibrium and investigated how the demographic shift in the vector population driven by

increased vector mortality affects the abundance of hosts in different classes, in the presence and absence

of pre-sensitisation effects of pre-exposure to vector saliva. We performed numerical simulations in R

Version 3.2.4 (R Core Team, 2018), using the package deSolve (Soetaert et al., 2010) to solve for a

steady state. The stability of steady states in the ODE model was assessed using the package rootSolve

(Soetaert, 2009) while we simulated the DDE model forward in time until the derivatives approached

zero with a threshold of 10−4. The simulations were initialised with disease-free equilibrium conditions

for susceptible vectors and hosts (Appendix 3.7.1) and one infected vector (VI(0) = 1). Whenever we

simulated the dynamics in the presence of an intervention targeting vector survival, vector mortality was

elevated from the onset of a disease outbreak, mimicking, for example, indoor residual spraying regimes.

Parameter values used in our simulations are listed in Table 1. Where possible, default parameter values

were chosen from within the range of parameters explored in previous iterations of the Ross-McDonald

model of leishmaniasis and malaria dynamics (reviewed in Rock et al., 2015; Mandal et al., 2011); a wider

range of values were explored for parameters describing the process of saliva immune pre-sensitisation

due to a paucity of estimates. We also investigated the short term infection dynamics by analysing

the effect of saliva pre-exposure on R0, which characteristically describes the early infection dynamics

(Appendix 3.7.1) and by simulating the transient infection dynamics in the presence and absence of a

control (Appendix 3.7.2). Finally, using the ODE model, we graphically explored parameter sensitivity

of the key findings to identify factors that influence the interaction between vector saliva pre-sensitisation

and interventions targeting vector survival (Appendix 3.7.3).

3.4 Results

3.4.1 Interventions targeting vector survival facilitate immune pre-sensitisation

through pre-exposure to vector saliva

Before making any assumptions about the immunological consequences of pre-sensitisation through pre-

exposure to vector saliva, we first assume that there are none: pre-sensitised and näıve infected hosts

are assumed to have the same rates of recovery and probabilities of onward transmission. From quasi-

equilibrium conditions (Eq. 3.11–3.13), we can infer the effect of increased vector mortality on the

abundance of vectors in different classes, and the subsequent influence on the abundance of infected

hosts that are pre-exposed to vector saliva. As expected from the classical Ross-MacDonald model
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Table 3.1: Model parameters and their values (defaults and ranges explored for parameter sensitivity are listed).
Rates are in units of per day unless otherwise indicated.

Symbol Description Default (Range)

φV Vector birth rate 1500 (100, 5000)
µV Vector mortality rate 14−1 (14−1, 14−1 + 2.5−1)
r Rate at which a host gets bitten by a vector b

HT

b Biting rate per vector 0.15 (0.05, 0.5)
σV Parasite incubation rate in vector (1/EIP) 14−1 (30−1, 2−1)
PHV Pre-sensitisation probability upon contact 0.1 (0, 1)
HT Total number of hosts HS +H ′

S +HI +H ′

I +HR, 1000
θH′ Rate of loss of immune pre-sensitisation through saliva pre-exposure effect 0 (0, 14−1)
THV Transmission probability from vector to näıve host 0.5
TH′V Transmission probability from vector to pre-sensitised host 0.5 (0.05, 0.5)
TV H Transmission probability from näıve host to vector 0.5
TV H′ Transmission probability from pre-sensitised host to vector 0.5 (0.05, 0.5)
γH Recovery rate with acquired immunity of näıve hosts 60−1 (150−1 , 20−1 )
γH′ Recovery rate with acquired immunity of pre-sensitised hosts γH

5
( γH

5
, 2γH)

τH Rate of loss of acquired immunity 2 years−1 (10 years−1, 1
2
year−1)

(reviewed in Smith and McKenzie, 2004; Mandal et al., 2011), our model shows that heightened vector

mortality incurs multiplicative effects on parasite transmission in the vector population. First, vector

abundance declines with vector mortality (Eq. 3.11). Second, the number of times a vector bites during

its lifetime is a function of its lifespan, so increased vector mortality reduces the likelihood that a vector

bites an infected host and becomes exposed to a parasite (Eq. 3.11). Third, a parasite must survive

the extrinsic incubation period in the vector in order for the exposed vector to become infectious and as

vector mortality increases, exposed vectors are less likely to survive that period (Eq. 3.12). Additionally,

once becoming infectious, vectors are shorter living (Eq. 3.13). Taken together, an increase in vector

mortality reduces the total vector abundance, and increases the ratio of non-infectious to infectious

vectors by disproportionately reducing the abundance of infectious vectors (Fig. 3.2a).

The impact of control measures on the host population is more nuanced. First, as expected, the

reduction in the total vector abundance reduces the rate of contact between hosts and vectors, leaving

more hosts in the näıve susceptible class. Second, the processes of infection and saliva pre-sensitisation

‘compete’ for the common resource, näıve susceptible hosts. Thus, the increased ratio of non-infectious

to infectious vectors increases the likelihood of vector saliva pre-sensitisation over that of infection. To-

gether with the increase in the number of susceptible hosts, the increasing likelihood of pre-sensitisation

increases the abundance of pre-sensitised susceptible hosts as control reduces vector survival. As in-

tuition would suggest, the force of infection from vectors monotonically decreases with the intensity of

vector control (Fig. 3.2a). However, over a range of vector mortality values, the increasing availability of

pre-sensitised susceptible hosts outweighs the decreasing force of infection from vectors. Consequently,

when the increase in vector mortality is moderate, the number of pre-sensitised infected hosts can ac-

tually increase (H ′

I , Fig. 3.2b; pink). More generally, vector control increases the number of hosts

that become pre-exposed to vector saliva prior to an infectious bite. Thus, the proportion of infected

hosts that are pre-sensitised always increases with heightened vector mortality (Fig. 3.2b), assuming

that the probability of transmission from the vector to host is unaffected by the saliva pre-exposure. In

summary, without assuming any effect of vector-saliva pre-exposure on host recovery rate, the overall

infection abundance (HI +H ′

I) always declines with increasing vector mortality when facing vector con-

trol. Importantly, even while the total abundance of infected hosts declines, the number and proportion
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Figure 3.2: Interventions targeting vector survival, such as insecticide spraying, increase the likelihood of
immune pre-sensitisation through pre-exposure to vector saliva. Shown are the equilibrium abundances
in the ODE model of (a) susceptible (VS ; blue), exposed (VE ; purple) and infectious (VI ; red) vectors,
and (b) infected hosts that are not pre-exposed (HI ; red) and that are pre-exposed (H ′

I ; pink) to vector
saliva. Here, the x-axis is the daily rate of vector mortality imposed by vector control. Pre-sensitised
and näıve infected hosts are assumed to have the identical recovery rates (γH = γH′ = 60−1 per day) and
transmission probabilities (THV = TH′V = TV H = TV H′ = 0.5). Note that the force of infection from
vectors, rTHV VI , is proportional to the abundance of infectious vectors, and the rate of immune pre-
sensitisation through vector saliva pre-exposure, rPHV (VS +VE +(1−THV )VI), is roughly proportional
to the abundance of susceptible vectors (notice that VS is at least one order of magnitude larger than
VE or VI

of infected hosts that are pre-exposed to vector saliva can increase due to the increased availability of

susceptible hosts that are pre-exposed to vector saliva.

3.4.2 A moderate increase in vector mortality can elevate infection cases

When pre-exposure to vector saliva mitigates disease manifestation and prolongs the time until recovery

through clinical intervention, we find that, in the short term, vector control suppresses the peak number

of infections in both host and vector populations and slows the spread of infection (Appendix 3.7.2).

At equilibrium, increased vector mortality reduces the abundance of infectious vectors (Fig. 3.3a) and

the abundance of näıve infected hosts (i.e., those assumed to show clinical symptoms, Fig. 3.3b). The

previous section demonstrated that vector control can increase the abundance of pre-sensitised infected

hosts (Fig. 3.2b), an increase that is amplified when pre-sensitisation results in longer durations of

infection (Fig. 3.3c; cool colours).

This scenario presents a dilemma where vector control can successfully decrease the abundance of

infectious vectors and symptomatic hosts (Fig. 3.3a & b) while counterintuitively — and counterproduc-

tively — increasing the number of pre-sensitised infections and even the total abundance of infectious

hosts (in both ODE and DDE models; Fig. 3.4a & b, respectively). Further increases to vector mortal-

ity eventually outweigh the increase in the availability of pre-sensitised susceptible hosts, reducing the

total number of infected hosts. If we assume the opposite effect of pre-exposure to vector saliva, i.e.,

pre-sensitisation increases the recovery rate either by promoting natural recovery or by exacerbating

disease symptoms and ensuring earlier treatment, then the efficacy of vector control is enhanced by the

pre-sensitisation effect (Fig. 3.3 warm colours).
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Figure 3.3: Increasing vector mortality can elevate pre-sensitised and total infection cases when pre-
exposure to vector saliva prolongs the time to recovery. Shown are (a) the abundance of infectious
vectors, (b) näıve infected hosts, and (c) pre-sensitised infected hosts in the ODE model. The total
infection cases in the host population (the sum of b and c) can increase with vector mortality, since
pre-sensitised infections are more abundant (note the difference in scale between b and c). The dashed
grey line shows the result when pre-exposure has no effect (i.e. γH′ = γH). Shown in cool colours are
the results when pre-sensitisation causes decreased recovery rates with the strength of pre-sensitisation
reflected in the intensity of blue: recovery rates of pre-sensitised infected hosts equaling 1

2 ,
1
3 , and

1
5 th

of the recovery rate of näıve infected hosts. Conversely, the effects of pre-exposure as increased recovery
rate are shown in warm colours reflecting 2, 3, and 5 times the recovery rate of näıve infected hosts.

3.4.3 Sensitivity to modelling assumptions and parameters

Our model predicts that a moderate increase in vector mortality can elevate infection cases due to the

change in the ratio of non-infectious to infectious vectors. Because large variability in the EIP assumed

by the ODE model is expected to support a higher level of parasite transmission (because more vectors

will survive the EIP when it is sometimes short), the severity of the adverse effect might be influenced

by the assumption about the distribution of the EIP. Thus, we simulated the DDE model in which we

expect fewer infectious vectors because the EIP is assumed to be fixed in duration. We find that both

models predict the same qualitative outcome that a moderate increase in vector mortality can lead to

an increase in infection cases when pre-sensitisation prolongs the time to recovery (Fig. 3.4). However,

eliminating the variation in the EIP reduces the parameter space over which control might be expected to

increase the total number of infected hosts. Furthermore, the DDE model predicts that a lower intensity

of control is needed than in the ODE model to achieve a 90% reduction in the number of infected hosts

— a global target by 2030 set by WHO in the fight against malaria (World Health Organization, 2015)

(Fig. 3.5a). Both models, nonetheless, predict that the intervention-driven vector mortality required

to achieve this goal increases steeply if saliva pre-sensitisation decreases the rate of host recovery. It is

noteworthy that the DDE model predicts that the initial response to vector control (e.g., the number of

infected hosts after a small reduction in vector lifespan) can be exaggerated compared to the ODE model

depending on how strongly saliva pre-sensitisation reduces the recovery rate (Fig. 3.5b). Therefore, the

adverse effect may occur regardless of the assumption about variability in parasite development, but the

severity of the effect will likely change depending on the variability in the EIP.

Returning to the ODE model, we explored the parameter sensitivity in order to identify factors that

influence the adverse interaction between vector saliva pre-sensitisation and interventions targeting vector

survival. First, the unintended increase in pre-sensitised infected hosts is augmented when parameters
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Figure 3.4: Both ordinary (ODE) and delay (DDE) differential equation models point to the possibility of
an adverse consequence of moderate vector control interventions. Shown are the percentage of infection
cases relative to the pre-intervention level predicted by (a) the ODE model and (b) the DDE model
plotted against the intensity of intervention-driven vector mortality. The colour keys are as described in
Fig. 3.3.

associated with the vector population are favourable for parasite transmission, i.e., when vectors are

born at a high rate, parasite incubation in the vector is fast, or the vector biting rate is high (b,

σV and φV , respectively; Appendix 3.7.3). Second, experimental evidence from a rodent model of

leishmaniasis suggests that the immunological effects of pre-exposure to vector saliva wane over time

(Rohoušová et al., 2011); we find that if immune pre-sensitisation wanes fast enough, vector control is

not predicted to increase the abundance of infected hosts (Fig. 3.7, θH′). Third, and counterintuitively,

the vector control-driven increase in pre-sensitised infection is most pronounced when the probability of

pre-sensitisation upon contact is low (but non-zero; Fig. 3.7, PHV ). At high probability, the number

of pre-sensitised hosts is already high in the absence of vector control interventions, and increasing

vector mortality through control decreases the force of infection more than it increases the likelihood

of pre-exposure to vector saliva. Whereas at low probability, the increasing availability of susceptible

pre-sensitised hosts due to control can outweigh the decreasing force of infection. Fourth, the increase

in the pre-sensitised infections can be minimised by increasing the recovery rate of näıve, infected hosts,

which in turn limits the overall parasite transmission (Fig. 3.7, γH). In addition, the vector control-

mediated increase in pre-sensitised infections is minimal when immune memory is long lasting, because

immune-waning provides a source of susceptible hosts that helps sustain parasite transmission (Fig. 3.7,

τH). Finally, understanding the contribution of pre-sensitised hosts to parasite transmission is the key

to estimating the impact of saliva pre-sensitisation on epidemiology: our model predicts that the adverse

consequence of vector control can be avoided if the probability of transmission to and from pre-sensitised

hosts is considerably smaller than for näıve hosts (Fig. 3.7, TH′V and TV H′).

3.5 Discussion

Prior exposure of mammalian hosts to uninfected vector bites can alter host immune responses against

a variety of parasites (Ockenfels et al., 2014). While this three-way interaction between hosts, vectors,

and parasites has been shown to influence progression of a wide range of vector-borne diseases (Ockenfels

et al., 2014; Pingen et al., 2017), the detailed biology of this interaction remains an active area of research

and the epidemiological consequences are not obvious. Therefore, mapping the possible epidemiological
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Figure 3.5: The severity and detectable signs of the adverse interaction between vector saliva pre-
exposure and increased vector mortality are likely to be influenced by the effect of saliva pre-sensitisation
in reducing the rate of recovery and the assumption about the variability in parasite development. Shown
are (a) the level of intervention-driven vector mortality (“effort”) required to achieve a 90% reduction
in the number of infected hosts and (b) the percentage of the pre-intervention number of infected hosts
after a small reduction (25%) in vector lifespan due to vector control. The x-axis denotes the assumed
effect of saliva pre-exposure on recovery as the proportional reduction in recovery rate.

implications relies on mathematical models (Lee and Bartsch, 2017). Using a generic model of vector-

borne diseases, we have shown that interventions targeting adult vector survival may increase the number

of hosts that are pre-exposed to vector saliva. When pre-sensitisation mitigates disease symptoms as

reported for Leishmania, Plasmodium and West Nile virus (Donovan et al., 2007; Machain-Williams

et al., 2013; Ockenfels et al., 2014) and, as a consequence, prolongs the time to recovery through clinical

interventions, we predict that a moderate increase in vector mortality can increase the infection cases in

the host population. Alternatively, if immune pre-sensitisation leads to more rapid clearance of infection,

we find that increasing vector mortality rates may achieve greater than expected disease control.

If the sole effect of a disease intervention is a modest increase in vector mortality, then our model

predicts it could actually increase the public health burden when pre-sensitisation leads to milder and,

ultimately, untreated infections. One might ask if an increase in sub-clinical infections is truly a concern

for public health. The answer depends on patient health and transmission potential of those hosts.

Evidence from a range of vector-borne diseases suggests that asymptomatic or sub-clinical patients suffer

substantial viability and reproductive costs associated with carrying parasites (Guzman and Vazquez,

2010; Rassi and Marin-Neto, 2010; Michel et al., 2011; Scott et al., 2011; Cunnington et al., 2012).

From a population perspective, sub-clinical infections maintain a reservoir of active transmission, which

may seed periodic outbreaks (Stauch et al., 2011; Babiker et al., 2013). Indeed, our analysis of R0

confirms that vector saliva pre-exposure can facilitate disease outbreaks under the assumption that the

immunological effect of pre-exposure prolongs the duration of infection (Appendix 3.7.1).

Immune sensitisation triggered by pre-exposure to vector saliva has been hypothesised to involve

both antibody-based and cell-mediated immunity (Gomes and Oliveira, 2012) with the two arms of im-

munity exhibiting distinct functional roles. For example, the suggested role of anti-salivary antibodies

is to neutralise salivary proteins (Gomes and Oliveira, 2012), which would otherwise facilitate parasite

infection (Ockenfels et al., 2014). In contrast, cell-mediated responses at the site of an uninfectious

bite are thought to hinder future nearby parasite infection as collateral damage (Gomes and Oliveira,

2012). The relative importance of different arms of immunity, and whether they lead to different disease
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outcomes and parasite transmission remain open questions (Andrade and Teixeira, 2012; Gomes and

Oliveira, 2012). However, with the majority of experimental studies reporting quantitative effects (e.g.,

changes in parasite density and lesion size), it is unclear whether pre-sensitisation affects the probabil-

ity of initial parasite establishment. Therefore, there is little direct evidence to suggest that immune

sensitisation triggered by pre-exposure to vector saliva is powerful enough to offer complete protection

from infection. On the other hand, the consensus finding from leishmaniasis, that pre-exposure leads to

disease mitigation (Ockenfels et al., 2014), is consistent with the notion that pre-exposed patients are

more likely to remain sub-clinical (Andrade and Teixeira, 2012). Further understanding of the immuno-

logical pathways involved in pre-sensitisation, as well as the success of parasites in pre-sensitised hosts

(e.g., probability of establishment and transmitted parasite density) and the clinical outcome for the

host (e.g., recovery and mortality) will open possibilities for predictions of epidemiological patterns.

Theories on vaccination and immune priming predict that mechanisms that improve host health (and

hence prolong infection), but do not block transmission can increase disease prevalence in host popula-

tions (Vale et al., 2014; Tate, 2017). Supporting the theory, a recent experimental study demonstrated

that vaccination of chickens against Marek’s disease virus leads to increased cumulative transmission

of highly virulent viral strains because vaccination prolongs infection without preventing transmission

(Read et al., 2015). These previous findings as well as the results presented here invite careful examina-

tion of clinical consequences associated with saliva-derived vaccines (reviewed in Kamhawi et al., 2014)

so that vaccination achieves a desired goal both clinically and epidemiologically over a long timescale.

Our study suggests that caution is warranted in interpreting empirical estimates regarding the impact

of interventions. First, the efficacy of vector control is rarely reported at the human population level

(Stockdale and Newton, 2013); instead, studies often rely on signals from vector populations. Our

model shows that an optimistic signal from the vector population – reduced vector abundance and

reduced proportion of infected individuals in the vector population – can coincide with increasing sub-

clinical cases and an overall increase in infection cases in the host population. Therefore, estimates of

infection cases in the host population are crucial for assessing intervention efficacy. Second, parasite

prevalence in a population is often inferred from the number of clinical cases, which is inevitably limited

to symptomatic patients who seek treatment. Our results demonstrate that even when vector control

decreases the force of infection, it may simultaneously increase the abundance of infected hosts pre-

sensitised by vector saliva whose infections may go undetected due to milder symptoms. In light of

growing evidence that sub-clinical hosts are infectious to arthropod vectors (Duong et al., 2015; Molina

et al., 1994), our results reinforce the need for active surveillance in order to accurately estimate parasite

transmission in a given population.

Our findings highlight the importance of both thorough spraying programmes and integrated vector

management approaches, especially when control is expected to achieve only moderate increases in vector

mortality. Fortunately, vector control tools are rarely used in isolation; rather, multiple intervention

approaches are integrated to target different components of the parasite transmission cycle (World Health

Organization, 2012b). Our parameter sensitivity analysis underscores the importance of integrated vector

management by showing that parameters associated with conventional methods for combatting vector-

borne diseases – reduced vector birth rate (e.g., removing standing water where female vectors lay

their eggs), reduced vector-biting rate (e.g., use of bednets), and increased recovery of symptomatic

hosts (e.g., treatment efficacy) – all help limit the risk that increased vector mortality will elevate the

number of pre-sensitised infections. Finally, predictions about the consequences of integrated control
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might require better quantitative knowledge about the underlying density-dependent processes in the

vector population. For example, increased adult mortality should lead to reduced egg laying, which may

ultimately reduce adult recruitment (Brady et al., 2016). However, increased adult mortality could also

relax larval competition, leading to greater subsequent adult recruitment (Beck-Johnson et al., 2013).

Which of these effects prevails will likely be system- (and possibly environment-) specific, but will likely

impact epidemiological outcomes.

3.6 Conclusion

We demonstrated that pre-exposure to vector saliva alters epidemiological outcomes in a manner that

could be positive or negative to public health. It is currently not possible to make precise epidemiological

predictions due to the gaps of detailed knowledge about the effect of pre-sensitisation on clinical outcomes

and parasite transmission, and more generally in vector ecology. Filling in these gaps will be crucial

for delineating the potentially negative interaction between pre-exposure to saliva and vector control,

and for deploying saliva-based vaccines effectively in the future. Our work underscores the importance

of considering the interplay among vector biology, host immunity, and control measures so that the

combined effect of interventions yield desirable disease control outcomes.
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3.7 Appendices

3.7.1 Disease-free equilibrium and calculating R0

In the ODE model, when a vector population is free of parasites, the change in the number of vectors,

VS , is described simply by:
dVS(t)

dt
= φV − µV VS(t)

where φV and µV are the rates of vector birth and death respectively. By setting dVS(t)
dt

equal to zero,

we obtain the disease-free vector equilibrium, i.e. V̂S = φV

µV
.

Similarly, in the absence of parasites, the change in the number of näıve susceptible, HS , susceptible

hosts is described as
dHS(t)

dt
= −rPHV VS(t)HS(t) + θH′(HT −HS(t))

where r is the rate at which a host gets bitten by a vector (defined as b
HT

where b is the biting rate per

vector and HT is the constant total host population size), PHV is the probability of pre-sensitisation per

biting event, and θH′ is the rate of loss of the saliva pre-exposure effect. Note that HT −HS(t) is the

number of susceptible hosts that are pre-exposed to vector saliva. By setting dHS(t)
dt

equal to zero, we

obtain the disease-free susceptible host equilibrium,

ĤS =
θH′HT

2

bPHV V̂S + θH′HT

,

and the equilibrium number of pre-sensitised susceptible hosts, Ĥ ′

S , is simply HT − ĤS .

The risk of an epidemic outbreak is conventionally expressed as the basic reproductive number,

R0, which is the number of secondary infections produced when one infected individual is introduced

to an entirely susceptible population of hosts. Here we calculate R0 using the next generation method

(Diekmann et al., 1990), which is a general approach to calculate R0 for infection cycles involving multiple

infected compartments as the dominant eigenvalue of the next generation matrix (refer to Heffernan et al.

(2005) for an accessible overview of this approach). Following the notation of Heffernan et al. Heffernan

et al. (2005), the infection matrix, F and the transition matrix, V for our ODE model (Eq. 3.1–3.8) are

described as follows:

F =





0 0 rTV HVS rTV H′VS

0 0 0 0

0 rTHVHS 0 0

0 rTH′VH
′

S 0 0




,

V =





µV + σV 0 0 0

−σV µV 0 0

0 0 γH 0

0 0 0 γH′




.

The next generation matrix is then calculated as the product of the infection matrix and the inverse

of the transition matrix, FV −1 as follows:
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FV −1 =





0 0 rTV HVS

γH

rT
V H′VS

γ
H′

0 0 0 0
σV rTHV HS

µ2
V
+µV σV

rTHV HS

µV
0 0

σV rT
H′V

H′

S

µ2
V
+µV σV

rT
H′V

H′

S

µV
0 0




.

Then the dominant eigenvalue of the matrix FV −1 gives R0:

R0 =
r
√
VS

√
σV

√
HSTHV TV HγH′ +H ′

STH′V TV H′γH′

√
γH

√
γH′

√
µV (µV + σV )

.

The effect of saliva-induced pre-sensitisation on the chance of a disease outbreak can be assessed by

taking the partial derivative of R0 with respect to the probability of successful pre-sensitisation upon

contact, i.e., PHV . While the full expression of ∂R0

∂PHV
is rather large and not shown here, we find the

following proportional relationship:

∂R0

∂PHV

∝ TH′V TV H′γH − THV TV HγH′ .

The sign of this expression determines the directional influence of saliva pre-sensitisation probability

onR0: when positive, pre-sensitisation increases the chance of an outbreak and when negative it decreases

the same chance. This term can be rearranged to give a condition for when pre-sensitisation increases

R0:

TH′V TV H′

THV TV H

>
γH′

γH
.

This expression simply tells us that pre-sensitisation facilitates disease outbreaks if the ratio of the

product of the transmission probabilities (i.e., vector to host and host to vector transmission) of pre-

sensitised hosts to näıve hosts is greater than the relative recovery rate of pre-sensitised hosts to näıve

hosts. Such a scenario is foreseeable if pre-exposure to saliva leads to milder infections that are rarely

treated, and susceptibility and infectivity of pre-sensitised hosts remain sufficiently high.
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3.7.2 Transient dynamics with and without control

We simulated the transient infection dynamics of the ODE model to investigate the short term conse-

quences of vector control in the presence of saliva pre-sensitisation (Fig. 3.6). In the short term, vector

control suppresses the peak number of infections for both näıve and pre-sensitised hosts (i.e., Fig. 3.6a

& b) and the proportion of vectors that are infectious (Fig. 3.6d). However, vector control can increase

the equilibrium abundance of pre-sensitised infected hosts and even the overall infection cases when

pre-exposure to vector saliva prolongs the time to recovery (Fig. 3.6b & c).
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Figure 3.6: A moderate increase in vector mortality reduces the peak, but can increase the equilibrium,
number of infections in hosts. The solid lines represent a moderate increase in vector mortality through
control efforts (µV = 7−1 per day compared to the baseline mortality of 14−1 presented as dashed
lines). Shown are (a) the number of näıve infected hosts (HI) and (b) pre-sensitised infected hosts
(H ′

I), (c) number of all hosts that are infected, regardless of pre-sensitisation status and (d) number of
infectious vectors. The x-axes are on a log10 scale. Disease introduction and an intervention targeting
vector survival take place simultaneously at the beginning of the simulations. The recovery rate of the
pre-sensitised hosts is set to be 1

5 th that of näıve hosts, who recover at a rate of 60−1 per day.

3.7.3 Parameter sensitivity

We explored the parameter sensitivity of the result that pre-sensitised infections can increase in response

to vector control targeting vector survival using the ODE model (Fig. 3.7). The change in the number

of pre-sensitised infections due to control is driven by the change in 1) the availability of pre-sensitised

susceptible hosts, and 2) the force of infection. Therefore, the increase in the number of pre-sensitised

infections is most pronounced in parameter spaces where the change in the availability of pre-sensitised

susceptible hosts due to control is large (e.g., low rate of loss of saliva pre-exposure effect, θH′) and the

force of infection is high (e.g., high vector biting rate, b).
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Figure 3.7: Parameter sensitivity. Contour plots show the change of the number of pre-sensitised in-
fections as a function of the rate of intervention-driven vector mortality (µV ; x-axis) and a parameter
of interest labelled on each y-axis. Parameters explored in the ODE model are vector birth rate (φV ),
parasite incubation rate in the vector (σV ), vector biting rate (b), rate of loss of saliva pre-exposure
effect (θH′), pre-sensitisation probability upon contact (PHV ), recovery rate of näıve hosts (γH), rate
of loss of acquired immunity (τH), transmission probability from näıve host to vector (TV H) and trans-
mission probability from pre-sensitised host to vector (TV H′). Areas in red show increasing number
of pre-sensitised infections in response to vector control, while areas in blue decreasing pre-sensitised
infections. (The y-axes delineates the baseline conditions of no vector control and only natural vector
mortality). The parameter ranges explored are given in Table 3.1. Parameters that are not explicitly
varied in each panel are set as defaults in Table 3.1 .
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Temperature-dependent variation in

the extrinsic incubation period

elevates the risk of vector-borne

disease emergence

This work was carried out in collaboration with Megan Greischar (University of Toronto), Kiran Wad-
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Contents of this chapter have been published in Kamiya et al.,. Temperature-dependent variation in the

extrinsic incubation period elevates the risk of vector-borne disease emergence. Epidemics. 2020, 30,

100382.
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4.1 Abstract

Identifying ecological drivers of disease transmission is central to understanding disease risks. For vector-

borne diseases, temperature is a major determinant of transmission because vital parameters determining

the fitness of parasites and vectors are highly temperature-sensitive, including the extrinsic incubation

period required for parasites to develop within the vector. Temperature also underlies dramatic differ-

ences in the individual-level variation in the extrinsic incubation period, yet the influence of this variation

in disease transmission is largely unexplored. We incorporate empirical estimates of dengue virus ex-

trinsic incubation period and its variation across a range of temperatures into a stochastic model to

examine the consequences for disease emergence. We find that such variation impacts the probability of

disease emergence because exceptionally rapid, but empirically observed incubation — typically ignored

by modelling only the average — increases the chance of disease emergence even at the limits of the

temperature range for dengue transmission. We show that variation in the extrinsic incubation period

causes the greatest proportional increase in the risk of disease emergence at cooler temperatures where

the mean incubation period is long, and associated variation is large. Thus, ignoring EIP variation will

likely lead to underestimation of the risk of vector-borne disease emergence in temperate climates.

4.2 Introduction

Temperature is a key climatic feature driving the risk of vector-borne diseases, impacting the vital

performance of arthropod vector species (Dell et al., 2011) as well as the development of parasites

within those vectors (Paaijmans et al., 2011; Liu et al., 2017). Many traits of vectors and parasites

exhibit unimodal thermal performance curves, with the peak performance observed at some intermediate

temperature (Mordecai et al., 2013). Mathematical models taking into account these relationships

have predicted that the estimates of disease risks are highly temperature-sensitive (Mordecai et al.,

2013; Johnson et al., 2015; Mordecai et al., 2017a), and their predictions have been instrumental in

understanding the expanding threat of vector-borne diseases in the context of climate change.

A growing body of experimental studies documents the time-course of pathogen incubation and

maturation in arthropod vectors, showing considerable variation in the time it takes for a vector to

become infectious following exposure, known as the extrinsic incubation period (EIP) (e.g., West Nile

virus (Reisen et al., 2006; Johansson et al., 2010); malaria (Paaijmans et al., 2011); bluetongue virus

(Carpenter et al., 2011); dengue (Carrington et al., 2013; Chan and Johansson, 2012)). The process

of extrinsic incubation involves a journey through several vector tissues and organs. For example, in

dengue virus, the mosquito stage of the virus’s lifecycle starts when the mosquito ingests a blood meal

from an infectious host. After the virus spreads and multiplies in the midgut, viral particles migrate

to various tissues before reaching the salivary gland, from where the virus can be transmitted, and the

vector thus becomes infectious (Guzman et al., 2016). For many vector-borne parasites, the timing

of incubation is crucial for their success because the average adult lifespan of a female mosquito is

comparable to the average EIP. Empirical data for dengue show that the timing is particularly tight at

both temperature extremes, where the expected EIP is the same or longer than the expected lifespan

(Fig. 4.1a). Under these conditions, the odds are stacked against a “typical” parasite in a “typical”

vector (i.e., infection with the expected EIP duration) to successfully complete incubation before the

vector dies due to extrinsic causes. The probability of successfully completing incubation, and the vector
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Figure 4.1: At low and high temperatures, dengue viruses face a tight race against time to complete
incubation before the vector dies. a) The difference between the expected lifespan of female adult
mosquitoes and the expected duration of EIP. Below the grey line, the average incubation period exceeds
the average vector lifespan. b) The proportion of exposed vectors that become infectious calculated
based on the population average EIP, e−µE[EIP] (solid lines), and the proportion calculated with realistic
distribution of EIP duration, E[e−µEIP] =

∫
∞

0
e−µEIPPDF (EIP)dEIP where PDF (EIP) refers to the

probability density function of the EIP distribution. For dengue virus, PDF (EIP) is best described by
the log-normal distribution for a given temperature (Chan and Johansson, 2012) (black dashed lines).
c) The elevated proportion of exposed vectors that become infectious due to incubation variation peaks
at both ends of the temperature range suitable for dengue transmission. The colours, yellow and purple,
indicate the two primary mosquito vectors of dengue, Aedes aegypti and A. albopictus, respectively. The
estimates for mosquito mortality and EIP distributions were adopted from Mordecai et al. (2017a) and
Chan and Johansson (2012), respectively.

becoming infectious to the next vertebrate host, diminishes exponentially with every passing moment

after infecting a mosquito because the vector is expected to suffer extrinsic mortality due to, for example,

pollutants, solar radiation, and predation. As a result, there is an accelerating benefit in reducing EIP,

and hence parasites with a short EIP enjoy a disproportionate fitness advantage through increased

incubation success.

Crucially for understanding temperature-dependent disease risks, temperature affects both the mean

and variability of the duration of EIP: in dengue virus, it has been shown that both the expected duration

of EIP and the variation around that expectation decrease with increasing temperature (Fig. 4.2, Chan

and Johansson, 2012). The understanding of how temperature mediates EIP variation is important for

its impact on the proportion of exposed vectors that survive to become infectious (i.e., probability of

successful incubation), an effect that can be explained mathematically by Jensen’s Inequality (reviewed

in Denny, 2017). Assuming a constant rate of extrinsic mortality, µ, the probability that an exposed

vector survives a period of time, e−µ t, decays exponentially with time, t. Therefore, the probability that

an exposed vector survives to become infectious, e−µEIP, is a convex function of time, as supported by

mark-recapture data of female Aedes aegypti in the field (Harrington et al., 2014). Due to this convex

relationship, Jensen’s Inequality implies that the expected proportion of exposed vectors that become

infectious for a distribution of EIP values, E[e−µEIP], is greater than, or equal to, the conventional

estimate, e−µE[EIP], which is the same proportion calculated based on the population average EIP

(Fig. 4.1b). Failing to incorporate realistic EIP variation (Chan and Johansson, 2012) will, therefore,

lead to underestimating the proportion of vectors that survive to become infectious. Focusing on two

primary mosquito vectors of dengue, Figure 4.1c shows that the maximum difference between E[e−µEIP]
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Figure 4.2: Both the mean and variation of the duration of dengue extrinsic incubation period (EIP) are
temperature-sensitive. The lines indicate the log-normally distributed duration of EIP estimated in Aedes

mosquitoes by Chan and Johansson (2012) with colours (blue, yellow, and red) representing temperatures
(20C, 25C, 30C, respectively). The arrows indicate the average EIP at the corresponding temperature.
The dataset used to estimate the temperature-dependent probability distributions contained both Aedes

aegypti and A. albopictus, though A. aegypti was overrepresented in the data (140 versus 6 observations,
Chan and Johansson, 2012).

and e−µE[EIP] is estimated at approximately 5%. The biological intuition behind this increase is that

exceptional cases completing incubation faster than the population average have greater odds of surviving

the duration of EIP.

Despite being a key component of the vector-borne disease lifecycle, a large fraction (∼38%) of

epidemiological models ignore extrinsic incubation altogether (Reiner et al., 2013). Furthermore, even

models that consider the process often opt for mathematically convenient simplifications of the biology,

for example by ignoring variation (i.e., assuming EIP follows a Dirac delta distribution, e.g., Paaijmans

et al., 2009), or assuming that EIP is exponentially distributed (e.g., Carvalho et al., 2019). Importantly,

these contrasting assumptions about EIP variation can quantitatively alter the estimation of disease risks

(Chapter 3; Kamiya et al., 2017). With growing attention to the causes and consequences of variability

in extrinsic incubation (Rudolph et al., 2014; Christofferson et al., 2016; Ohm et al., 2018), several recent

epidemiological models have relaxed conventional assumptions of EIP distribution to reflect empirical

evidence. For example, realistic EIP variation has been shown analytically to elevate conventional

disease risk estimates (Brand et al., 2016), and variation has been incorporated into differential equation

models of disease dynamics by assuming a Gamma distribution (i.e., using a linear chain trick, Robert

et al., 2019). An increasing number of studies make use of the distributions of viral and vector traits

to estimate uncertainty in epidemiological properties such as the basic reproductive number, vectorial

capacity, generation interval and epidemic growth (Karl et al., 2014; Perkins et al., 2016; Siraj et al.,

2017; Codeço et al., 2018). Furthermore, empirically measured EIP variability has been incorporated

into individual-based simulations to reveal variation in disease risks among dengue genotypes (Fontaine

et al., 2018).

Here, we use dengue virus as a case study to illustrate the impact of temperature-dependent EIP

variation on disease emergence using a stochastic individual-based simulation approach. We take ad-

vantage of the meta-analytic estimates of empirical EIP distributions published by Chan and Johansson

(2012) who compiled EIP data for dengue virus from 35 studies to determine that the variation in EIP

is best described by the log-normal distribution (Fig. 4.2). We predict the probability of dengue virus
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emergence and epidemic size in a human population given the introduction of a single infected human

across a range of temperatures and mosquito-to-human ratios. We find that variation in the EIP elevates

the disease risk because exceptionally rapid incubation — which would be ignored by modelling only

the average — increases the chance of disease emergence, even outside the temperature range where

dengue transmission is commonly expected. We show that the proportional increase in the risk of dis-

ease emergence due to EIP variation is greater at cooler temperatures where the mean EIP is long, and

its variation is large. This finding has implications for predicting the geographical distribution and the

transmission season of dengue virus.

4.3 Methods

We used a stochastic algorithm to simulate a classic Ross-Macdonald model as a system of delay differ-

ential equations that mirror the epidemiology of dengue virus in a human population (reviewed in Smith

et al., 2012). Following Barrio et al. (2006), we implemented a fixed duration process (viral incubation

within mosquitoes) in an otherwise standard method for stochastically simulating ordinary differential

equations (i.e., Gillespie algorithm). The dynamics of the mosquito population are governed by:

dMS(t)

dt
= λMT (t)− (µ+ rTMHHI(t))MS(t) (4.1a)

dME(t)

dt
= rTMHHI(t)MS(t)− µME(t) (4.1b)

−r(TMHHI(t− EIP)MS(t− EIP)e−µEIP

dMI(t)

dt
= r(TMHHI(t− EIP))MS(t− EIP)e−µEIP − µMI(t). (4.1c)

In this model, susceptible mosquitoes, MS , were born at a per-capita rate, λ. We kept the mosquito

population size constant (so, λ = µMT , where MT and µ are the total population size and the rate of

mosquito extrinsic mortality, respectively), in order to forgo the vast complexity of processes governing

the larval mosquito dynamics (Beck-Johnson et al., 2013), for which there is a dearth of data on Aedes

mosquitoes. We assumed that all mosquitoes experience the same mortality rate, µ, regardless of their

infection status. In our model, mosquitoes were equally likely to bite a host of any class, so hosts get

bitten by a given mosquito at the rate r, calculated as the per mosquito biting rate, b, divided by the

total host population size, HT , making disease transmission frequency-dependent (Keeling and Rohani,

2008). A susceptible mosquito becomes exposed, ME , to the virus when it bites an infected host, HI ,

with the probability TMH . If a mosquito gets exposed to the virus, the process of viral incubation — i.e.,

transition from exposed, ME , to infectious, MI (Eq. 4.1b & c) — takes the exact duration of EIP. In the

stochastic simulation, the duration of EIP was assigned to each mosquito at birth, making the model

individual-based with respect to the duration of EIP. An exposed mosquito survives the duration of

EIP with probability e−µEIP. The individual EIP value in a polymorphic population (with realistic EIP

variation) was determined by randomly sampling from the empirically derived lognormal distribution

estimated by Chan and Johansson (2012) who compiled EIP data for dengue virus from 35 studies.

From their model (their Eq. 1 and Table 1; Chan and Johansson, 2012) and parameter estimates (their

Table 2, 4th row; Chan and Johansson, 2012), we obtained the distribution of EIP across a range of

temperatures (Fig. 4.2). In a mosquito population monomorphic for the duration of EIP (i.e., ignoring

EIP variation), the average duration of EIP (often referred to as EIP50, Christofferson et al., 2016) at
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the appropriate temperature was assigned to every mosquito at birth.

The host population was modelled as a compartmental susceptible-exposed-infected-recovered (SEIR)

model,

dHS(t)

dt
= −rTHMMI(t)HS(t) (4.2a)

dHE(t)

dt
= rTHMMI(t)HS(t)− θHE(t) (4.2b)

dHI(t)

dt
= θHE(t)− γHI(t) (4.2c)

dHR(t)

dt
= γHI(t), (4.2d)

where THM , θ and γ are the probability of mosquito-to-human viral transmission, viral incubation rate

in humans and human recovery rate, respectively. The average latent period of dengue virus in humans

has been estimated at 5.9 days (Chan and Johansson, 2012, i.e., θ = 5.9−1 per day) and patients

typically recover from dengue fever after a week (Guzman et al., 2016, i.e., γ = 7−1 per day). Robust

immune responses against dengue confer life-long protection for a given serotype (Guzman et al., 2016);

thus we did not consider waning immunity in this model. The human population size was set to 1000

and we explored a range of values for the total mosquito density, MT , as reliable estimates of the

mosquito-to-human ratio are rare. We parameterised the rest of the model with temperature-dependent

empirical estimates published by Mordecai et al. (2017a). Specifically, we used GraphClick (Arizona-

Software, 2010) to extract the estimated dengue virus trait values from their Fig. 1 and Fig. A in

Supporting information 1 for A. aegypti and A. albopictus, respectively (Mordecai et al., 2017a). We list

the parameter values used in the simulations in Supplementary Information 1. The complete collection

of data by Mordecai et al. (2017a) are available online (Mordecai et al., 2017b).

We estimated the probability of disease emergence as the fraction of runs (of 10000 replicates) for

which the introduction of a single infected human to the entirely susceptible population led to at least

one secondary human infection. We quantified the relative effect of EIP variation as the log risk ratio

(lnRR, also known as relative risk) of the probability of disease emergence in simulations with realistic

EIP variation to the probability of disease emergence in simulations only considering the population

average EIP, keeping all other parameters constant.

4.4 Results & Discussion

Using a stochastic simulation model parameterised for dengue virus, we found that realistic variation

in EIP across exposed mosquitoes elevates disease emergence risks in human populations (Fig. 4.3).

Specifically, our results demonstrate that EIP variation in either of the primary dengue vector species,

Aedes aegypti or A. albopictus, increases the chance that the introduction of a single infected host causes

secondary human infections in a fully susceptible population, at a given temperature. As a consequence,

EIP variation extends the temperature range over which disease emergence can occur, particularly at

the lower extreme. These effects are amplified with increasing mosquito-to-human ratios (Fig. 4.3).

The relative impact of EIP variation was most pronounced at the fringe of the temperature range

that allows for dengue emergence (Fig. 4.4), meaning that assuming a constant, average EIP will

underestimate the risk. When the climatic conditions are sub-optimal for dengue transmission — for
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Figure 4.3: Variation in viral EIP elevates the risk of dengue emergence in human populations. The
model that incorporates realistic incubation variation (outlined in black) predicts elevated risk of disease
emergence for human populations assuming dengue is vectored by either Aedes aegypti or A. albopictus,
compared to the conventional approach that ignores variation (no outline). The probability of disease
emergence (indicated by colours) given the introduction of a single infected host (i.e., production of one
or more secondary human infection(s)) was calculated assuming a mosquito population comprised solely
of either A. aegypti and A. albopictus across a range of temperatures (x-axis) and mosquito-to-human
ratios, m (y-axis).

example, when the race between incubation and mosquito mortality is tight — disease transmission

is largely carried out by a small fraction of exceptional vectors that complete EIP faster than the

population average. This phenomenon is ignored in a conventional fixed-EIP approach. The finding

that variation in EIP has a stronger impact at low temperatures is due to the interplay between the

distribution of EIP and other temperature-dependent vital parameters. First, the distribution of dengue

EIP for a given temperature is best explained by the log-normal distribution, for which the variance

increases with the mean (Chan and Johansson, 2012). Therefore the variation in EIP is larger at lower

temperatures where the mean duration in EIP is also long. Second, a number of other factors governing

the interaction between dengue virus and mosquitoes are temperature-dependent, and so they also

shape the temperature range suitable for disease emergence. For example, the spike in the proportion

of exposed vectors that become infectious due to variation in A. aegypti at the high temperature range

(Fig. 4.1c ∼37C) has little effect since the probability of an exposed mosquito becoming infectious tends

towards zero beyond 35C for this species (Mordecai et al., 2017a, Fig. 4.1b ∼37C). Thus, the influence

of incubation variation at the high-temperature end, in particular, is buffered by a sharp decline in other

vital parameters of the mosquito and virus.

Our model was parameterised with the most comprehensive estimates of temperature-dependent

dengue EIP variation and mosquito vital parameters published by Chan and Johansson (2012) and

Mordecai et al. (2017a), respectively. While primary observations are rather sparse at high temperatures

in these studies, our finding that the relative impact of EIP variation is largest at lower temperatures is

likely robust as parameter estimates were based on relatively more data at the lower temperature range

(Mordecai et al., 2017a; Chan and Johansson, 2012). Because the relationship between mosquito and

human densities is highly complex (Romeo-Aznar et al., 2018), we explored the impact of EIP variation
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Figure 4.4: The impact of EIP variation on dengue emergence is strongest at the lower fringe of the
temperature range that allows for dengue transmission. The log risk ratio (lnRR, shown in colours)
was calculated as the natural logarithm of the ratio between the probabilities of disease emergence when
taking EIP variation into account versus not, i.e., the values presented in Fig. 4.3 with and without
the black outline, respectively. The colour legend shows lnRR (in black) with the corresponding linear-
transformed risk ratio in parentheses (in grey): for example, lnRR = 2 indicates a 7.4-fold increase in the
probability of disease emergence. In calculating lnRR, we focused on simulations where the probability
of disease emergence with EIP variation exceeded 1% to disregard extremely rare events.

across a range of mosquito-to-human ratios. We find that the impact of EIP variation increases with the

mosquito-to-human ratio, indicating that incorporating EIP variation is most important for accurate

prediction of disease risk in areas of high relative mosquito density (Fig. 4.4).

We next explored the size of additional epidemics expected due to EIP variation. We found an over-

representation of minor epidemics — defined as those in which less than 10% of the human population

becomes infected — under sub-optimal conditions for dengue transmission (e.g., low mosquito-to-human

ratio and fringe temperatures, Fig. 4.5). This result suggests that EIP variation — and the few excep-

tionally rapidly incubating infections that result from it — increases the chance of short transmission

chains involving a small handful of humans even when the deterministic force of infection is too weak

to sustain transmission. These epidemics, which are small and rare, yet still concerning from a public

health perspective, would be overlooked by the conventional approach that ignores EIP variation. Put

another way, EIP variation reduces the chance of disease extinction due to demographic stochasticity.

As a consequence, the model that takes into account EIP variation predicts the more frequent occurrence

of epidemics across the entire temperature range (Fig. 4.5).

To highlight the impact of temperature-dependent EIP variation in a geographical context, we pre-

dicted the probability of disease emergence across the continental United States, using average temper-

ature in July (Matsuura and Willmott, 2018), the warmest month in North America. We note that our

projection here offer insight about relative (rather than absolute) risk: while we allow temperature to

determine EIP variation and other virus and vector traits, we assume all else is equal across this geo-

graphic range. Figure 4.6 shows that ignoring the variation would lead to underestimation of dengue risk

in its entire geographical range, but particularly at the expanding northern edge, for example in cities

like Indianapolis (IN) and Philadelphia (PH), but less so in Austin (AU) — three US cities within the

range of A. albopictus predicted by the Center for Disease Control (CDC, 2017). Furthermore, since EIP

variation increases the risk at low temperatures and never reduces it (Fig. 4.4), the standard approach

is likely to underestimate the duration of dengue transmission seasons. Again, the predicted pattern

demonstrates that the impact of EIP variation increases with the mosquito-to-human ratio, indicating

that ignoring EIP variation also leads to a severe underestimation of disease risk in areas with high
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Figure 4.5: Realistic EIP variation uncovers epidemics unaccounted for by the conventional approach
that ignores EIP variation. Plotted in stacked histograms is the difference in the frequency of epidemics
between simulations with and without EIP variation across a range of temperatures and mosquito-to-
human ratios, m, for Aedes aegypti and A. albopictus. The colours indicate the epidemic size measured
as the proportion of the human population cumulatively infected during an epidemic, with blue and
purple indicating minor (≤ 10%) and major (≥ 90%) epidemics, respectively.
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Figure 4.6: Ignoring EIP variation underestimates the disease risk in its entire geographical range, but
particularly at the temperate edge, for example in cities like Indianapolis (IN) and Philadelphia (PH),
but less so in Austin (AU) where the climate is warmer. The colour indicates the impact of EIP variation
(measured as lnRR of the probability of disease emergence with and without realistic EIP variation; as
shown in Fig. 4.4, which uses the same scale) on the probability of disease emergence by A. albopictus

in July. In calculating lnRR, we focused on simulations where the probability of disease emergence with
EIP variation exceeded 1% to disregard extremely rare events.

relative mosquito density (Fig. 4.4 & 4.6). However, since mosquito abundance is climate-driven and

generally lower in the fringes of the species’ ranges (Li et al., 2019), the actual elevated risk may not be

as exaggerated as our most extreme predictions indicate (Fig. 4.6, right panel). Nonetheless, accurate

prediction of the risk of dengue emergence locally will rely on a fine-scale understanding of local mosquito

abundance, and ultimately, the mosquito-to-human ratio.

In the present study, we assumed that female adult mosquitoes experience constant mortality due

to extrinsic causes, as assumed by the standard approach in vector-borne disease modelling. In reality,

extrinsic sources of mortality most likely operate alongside intrinsic causes, which leads to senescence and

age-dependent mosquito survival (Harrington et al., 2014). Per Jensen’s Inequality, the impact of EIP

variation would differ qualitatively if young adult female mosquitoes rarely experience mortality such

that mosquito survival is a concave function of time. However, we believe such a situation is unlikely

because field mark-recapture data support a convex relationship between mosquito survival and time

(Harrington et al., 2014), and the finding that estimated mosquito survival is lower in mark-recapture
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experiments carried out in the wild compared to laboratory experiments also supports the role of extrinsic

mortality in wild mosquito populations (Ryan et al., 2015). Little is known about the relative importance

of different sources of mortality in the wild and it appears context-dependent (e.g., with respect to the

climate, Hugo et al., 2014). Future predictive models will benefit from an understanding of mosquito

survival in the wild with respect to both temperature and age, information that, to our knowledge, is

currently only available for malaria vectors in a laboratory setting (Shapiro et al., 2017).

Recent years have seen sporadic re-emergence of vector-borne diseases in temperate regions where

they had been absent for decades (Bouri et al., 2012; Tomasello and Schlagenhauf, 2013; Schaffner

and Mathis, 2014; Lai et al., 2015). Because major dengue epidemics are unlikely to occur in these

areas (Mordecai et al., 2017a), our primary focus was to better understand the impact of temperature-

dependent individual heterogeneity on stochastic occurrences of small disease outbreaks that would be

overlooked by deterministic modelling. Our individual-based simulations demonstrated that failing to in-

corporate variability in the duration of EIP across individual vectors can lead to a severe underestimation

of the risk of minor epidemics and duration of potential dengue exposure in cooler climates. Although re-

searchers should also consider more analytically tractable modelling approaches (e.g., branching process

theory and Kolmogorov equations, Lloyd et al., 2007), stochastic individual simulations are appealing

for studying the impact of heterogeneities in vector-borne diseases due to their ability to accommodate

comprehensive empirical knowledge (Perkins et al., 2019).

Dengue virus offers the most comprehensive documentation on temperature-sensitive measures of

mosquito and pathogen traits and EIP variation to date. Nonetheless, we expect that the basic mathe-

matical principle underlying the inflation of disease risk due to variation — Jensen’s Inequality due to

the convex relationship between the duration of EIP and extrinsic incubation success — applies widely

across vector-borne diseases. Thus, variation in EIP is likely to elevate disease risks in other vector-

borne diseases, though the exact quantitative impact is likely to vary across diseases and vector species,

as we found in our comparisons of A. albopictus and A. aegypti. Furthermore, while we here focused

solely on temperature-dependent variability in EIP, a future challenge is to characterise and integrate

the knowledge of variability in multiple vector and parasite life-history traits and their covariation across

a range of temperatures (Vazquez-Prokopec et al., 2016). Individual-based simulations, together with

a growing body of experimental data, will offer further opportunities to achieve a more comprehensive

understanding of the role of individual heterogeneity in vector-borne disease epidemiology.
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The research presented in this thesis uncovered within-host origins, and explored the between-host

consequences, of heterogeneities in vector-borne diseases. In the first half, I examined how differences

in within-host ecological processes generate variation in the parasite dynamics and health outcomes of

malaria infection across an environmental gradient (Chapter 1) and host genetic backgrounds (Chapter

2). In the latter half, I presented host population-level consequences of variation generated by tri-trophic

interactions between parasites, hosts, and arthropod disease vectors (Chapter 3), and of temperature-

dependent heterogeneity in within-vector processes that govern the timing of infectivity (Chapter 4).

Each chapter of this thesis highlighted the benefits of an exchange of ideas and methodologies across

study disciplines. For instance, in Chapter 1, I formulated parameters of a dynamical model as reaction

norms — a classic concept in evolutionary ecology — to infer patterns of host and parasite phenotypic

expression across an environmental gradient, i.e., initial infection dose. I demonstrated that a quantita-

tive genetics framework to analyse reaction norms is a powerful tool to study processes of within-host

infection, which are usually influenced by environmental variables. In Chapter 2, I adopted a hierarchical

Bayesian approach to fit a mechanistic within-host infection model to experimental infection data. Hier-

archical modelling integrates multiple levels of variation; for example, in this case, variation among mouse

strains, and nested within it was variation among individuals of the same mouse strain. By modelling

individual heterogeneity as samples from a distribution, and estimating properties of the distribution

under a Bayesian framework that incorporates prior knowledge, a hierarchical Bayesian approach excels

at explaining complex datasets. While many of the cutting-edge concepts and methodologies of this

approach have been developed in social sciences (Gelman, 2006, 2011; Gelman et al., 2013; Carpenter

et al., 2017), applications in biological sciences are growing in recent years. The work presented in Chap-

ter 2 demonstrated that it is an ideal approach for modelling experimental within-host infection data.

Throughout this thesis, I approached infectious disease systems with the lens of an ecologist. In Chapter

3, I explored the epidemiological consequence of non-infectious bites of arthropod vectors that “prime” or

pre-sensitise host immunity. Although every vector-borne disease system involves at least three species

(i.e., vectors, hosts and parasites), interactions between vectors and hosts are relatively overlooked in

the epidemiology literature. In contrast, other areas of ecology have paid a more equal attention to each

interaction of tri-trophic relationships (e.g., plant-herbivore-predator interactions (Turlings and Erb,

2018)). Having a broader ecological perspective, therefore, was a valuable asset for discovering lines

of questions previously unexplored. Finally, in Chapter 4, I adopted a modified Gillespie algorithm of

biochemical reactions (Barrio et al., 2006) to develop an individual-based model that simulates infec-

tion events with an exact waiting time. This approach is more flexible than the conventional stochastic

simulation used in epidemiology because it can simulate samples from any probability distribution and

direct empirical measurements of modelled parameters. Also, since the approach is individual-based, it

is likely more accessible to biologists and epidemiologists, who may be less familiar with derivations of

analytical stochastic models.

To a large extent, clinical and public health applications guide research questions asked by infec-

tious disease scientists. Yet, the ability to find applied solutions — for better treatment, control and

prevention — stems from the foundation of basic knowledge about the biology of parasites and their

hosts. The work presented in this thesis sought fundamental understandings of within- and between-

host ecology of vector-borne diseases, keeping in mind implications for clinical and public health. For

example, I found that the host clears malaria parasites most effectively at an intermediate infection dose

due to a non-monotonic impact of the infection dose on immune responses (Chapter 1). This finding



Thesis conclusion 77

has potential implications for optimal dosing of anti-malaria vaccines, as the maximum possible antigen

dose may not result in optimal protection. In Chapter 2, I uncovered the functional diversity of host

resilience to malaria infections, finding that malaria-induced mortality in mice is associated with insuf-

ficient or excessive immune responses depending on the host genetic background. My work, therefore,

suggests that immunotherapy and symptom mitigation treatments ought to be individually tailored to

maximise safety and efficacy. In Chapter 3, I demonstrated that moderate-intensity insecticide spraying

could inadvertently increase vector-borne disease transmission when uninfected vector bites mitigate

disease symptoms. Finally, the epidemiological model presented in Chapter 4 cautioned that ignoring

temperature-dependent variation in parasite development within vectors likely underestimates the risk

of vector-borne disease emergence in temperate climates.

The work carried out during my PhD inspired new avenues of research. Below I discuss two potential

extensions of the work presented in this thesis:

Identifying the genetic basis of host responses Host defences shape within-host par-

asite dynamics. Therefore, characterising the genetic markers of interactions between host

responses and parasites is likely key to better understanding why some hosts suffer more

than others from the same infectious agent. I am currently working on characterising the

functional diversity of host responses by fitting dynamical models developed in this the-

sis (Chapters 1 & 2) to a large panel of laboratory mice, whose chromosomes are fully

mapped. By conducting quantitative trait locus (QTL) analysis, I plan to identify re-

gions of the mouse genome that are linked to variation in host functional responses against

malaria infection.

Measuring and incorporating realistic trait distributions in all parameters of

an epidemiological model The quest for a fuller understanding of heterogeneity is not

unique to epidemiology, but universal to population ecology. In Chapter 4, I have demon-

strated the epidemiological consequence of empirically informed temperature-dependent

variation in one parameter (i.e., extrinsic incubation period) of an epidemiological model

of vector-borne diseases. However, realistic distributions in multiple, let alone all param-

eters, of an epidemiological system are rarely considered simultaneously. Given that the

spread of clinically relevant diseases is impacted by specific assumptions about trait vari-

ation (e.g., infectiousness; Lloyd-Smith et al., 2005), a better understanding of the extent

and impact of realistic heterogeneity in multiple traits (e.g., time to encounter, recovery and

death) is warranted in more disease systems. It is important to obtain a multi-dimensional

understanding of trait heterogeneity also because trait heterogeneities are often coupled

(Vazquez-Prokopec et al., 2016). Thus, ignoring heterogeneity in one trait could bias the

estimation of others. From a modelling perspective, it is straightforward to extend the

flexible individual-based modelling approach that I developed in Chapter 4 to incorporate

the exact waiting time sampled from multiple empirical distributions. A major challenge,

however, lies currently in the dearth of detailed data of multiple trait heterogeneities. A

promising avenue is to measure trait variation and epidemiological dynamics in a tractable

laboratory system (e.g., Daphnia; Kirk et al., 2018) where distributions of individual traits

and the time course of an epidemic can be measured experimentally. Using such data, one

could study the relative importance of heterogeneity in different traits.
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A retelling of human history would be incomplete without mentioning infectious diseases. They are

a significant part of the present, and will probably be of the future. Perhaps that is not particularly

surprising considering half of all life forms adopt a parasitic lifestyle (Poulin and Morand, 2014). Yet,

one cannot be blamed for feeling anxious about a future riddled with microscopic creatures that are

sometimes deadly. An optimist may instead highlight major innovations in infectious disease sciences

that led to the vaccine that eradicated smallpox and the anti-viral therapy that prevents HIV positivity

from being a death sentence. With the growing availability of large datasets and computational resources,

I have no doubt that data-driven modelling — including approaches presented in this thesis — will be

an integral part of future innovations to manage, if not eradicate, infectious diseases.
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