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Abstract 
Economic load dispatch is a non linear optimization problem which is of great importance in power systems. While analytical 

methods suffer from slow convergence and curse of dimensionality particle swarm optimization can be an efficient alternative 

to solve large scale non linear optimization problems. This paper presents an overview of basic PSO to provide a comprehensive 

survey on the problem of economic load dispatch as an optimization problem. The study is carried out for three unit test system 

and then for six unit generating system for without loss and with loss cases. 

Keywords:  Classical particle swarm optimization (CPSO), Swarm intelligence, non smooth cost functions   

1. INTRODUCTION 

Economic load dispatch (ELD) is an constraint based optimization problem in power systems that have the objective 

of dividing the total power demand among the online participating generators economically while satisfying the 

essential constraints. The conventional methods include the lambda iteration methods [1, 2], base point and 

participation factors, etc. Among these methods lambda iteration is the most common method because of ease of 

implementation.  The ELD is a non-convex optimization problem required rigorous efforts to solve by traditional 

methods. 

Moreover, evolutionary and behavioural random search algorithms such as genetic algorithm (GA) [3], particle 

swarm optimization (PSO) [4] have been implemented on the ELD problem. GAs does possess some weaknesses 

leading to larger computation time premature convergence [5].  

This paper proposes CPSO as an optimization technique to solve constraints based quadratic cost function with 

generator constraints and power loss. Algorithm is tested for three generator units and then for six generators. Results 

are compared with GA and lambda iteration method. The proposed methodology emerges as robust optimization 

techniques for solving the ELD problem for different size power system. 

2. PROBLEM FORMULATION 

The classic ELD problem minimizes the following incremental fuel cost function associated to dispatch able units [6]; 

 

        FT   =                                       (1) 

The cost characteristics are shown as 

 

     Fi(Pi) = aiPi
2
 + biPi + ci                (2) 

 

Where ai, bi, ci are coefficients 

 

(a) real power balance; 

 

     = PLoss +PD  

 

Where PLoss calculated using the B-Matrix loss coefficients and expressed in the quadratic form as given below: 

 

                                           (3) 

 

 

(b) Real power generation limit: 
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  Pimin < Pi < Pimax                                                                                 (4) 

 

Where FT total production cost (R/h); Fi(Pi), is incremental fuel cost function (R/h); Pi,  is real power output of  the ith 

unit (MW); N is number of generating units; PD is power demand (MW); PLoss is power loss (MW); Bmn is transmission 

loss coefficients;  

Pi min is minimum limit of the real power of the ith unit (MW); 

Pi max is maximum limit of the real power of the ith unit (MW). 

 

The problem of economic dispatch generation of real power is to be done to the required load demand by satisfying the 

above constrains. 

  

3. Classical Particle Swarm Optimization (CPSO) 
 

Particle swarm optimization was first introduced by Kennedy and Eberhart in the year 1995. It is an exciting new 

methodology in evolutionary computation and a population-based optimization tool like GA. PSO is motivated from the 

simulation of the behaviour of social systems such as fish schooling and birds flocking.  

The PSO algorithm requires less memory because of its inherent simplicity. PSO is similar to the other evolutionary 

algorithms in that the system is initialized with a population of random solutions, call particle (swarm), flies in the  

d-dimension problem space with a velocity, which is dynamically adjusted according to the flying experiences of its 

own and colleagues. Swarms collect information from each other through an array constructed by their positions using 

the velocity of particles. Position and velocity are both updated by using guidance from particles’ own experience and 

experience of neighbours. 

The position and velocity vectors of the ith particle of a d-dimensional search space can be represented as  

Xi = (xi1,xi2,…..xid) and Vi = (vi1,vi2,…….vid), respectively. On the basis of the value of the evaluation function, the best 

previous position of a particle is recorded and represented as pbesti= (pi1,pi2,…….pid).If the gth particle is the best among 

all particles in the group so far, it is represented as   Pbestg = G-best= (pg1,pg2,…….pgd).The particle tries to modify its 

position using the current velocity and the distance from pbest and gbest. The modified velocity and position of each 

particle for fitness evaluation in the next, that is, (k +1)th iteration, are calculated using following equations:    

vid
(k+1) = [W*vid

k + c1 *Rand1()*(Pbestid– xid
k) +  

               c2 *Rand2()*(G best gd – xid
k)]                                   (5) 

                                                               

 xid
(k+1) = xid

k + vid
k+1                         (6) 

Here W is the inertia weight parameter which controls the global and local exploration capabilities of the particle. c1 

and c2 are cognitive and social coefficients, respectively, and Rand1(),Rand2() are random numbers between 0 and 1. c1 

pulls the particles towards local best position and c2 pulls towards the global best position. Usually these parameters are 

selected in the range of 0 to 4.  

    In the procedure of the particle swarm paradigm, the value of maximum allowed particle velocity Vmax
 determines 

the resolution, or fitness, with which regions are to be searched between the present position and the target position. If 

Vmax is too high, particles may fly past good solutions. If Vmax is too small, particles may not explore sufficiently beyond 

local solutions. Thus, the system parameter Vmax has the beneficial effect of preventing explosion and scales the 

exploration of the particle search.  

    Suitable selection of inertia weight W provides a balance between global and local explorations, thus requiring less 

iteration on an average to find a sufficiently optimal solution. Since W decreases linearly from about 0.9 to 0.4 quite 

often during a run, the following weighing function [27] is used in equation (5) 

             (7) 

Where,  

              Wmax is the initial weight, 

 Wmin is the final weight, 

  itermax is the maximum iteration number, 

  iter is the current iteration number.  

    The equation (5) is used to calculate the particle's new velocity according to its previous velocity and the distances of 

its current position from its own best experience (position) and the group's best experience. Then the particle flies 

towards a new position according to equation (6). The performance of each particle is measured according to a 

predefined fitness function, which is related to the problem to be solved. 

A. Basic PSO Algorithm 

The step by step procedure of PSO algorithm is given as follows: 
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1. Initialize a population of particles as           

 Pi = (Pi1, Pi2, Pi3……………... Pi N)                                  (8) 

             ‘ N’ is number of generating units. 

               Population is initialized with random values and velocities within the d-dimensional search space. Initialize 

the maximum allowable velocity magnitude of any particle Vmax. Evaluate the fitness of each particle and 

assign the particle's position to P-best position and fitness to P-best fitness. Identify the best among the P-best 

as G-best and store the fitness value of G-best.  

2. Change the velocity and position of the particle according to equations (5) and (6), respectively.  

3. For each particle, evaluate the fitness, if all decisions variable are within the search ranges. 

4. Compare the particle's fitness evaluation with its previous P-best. If the current value is better than the 

previous P-best, then set the P-best value equal to the current value and the P-best location equal to the current 

location in the d-dimensional search space.  

5. Compare the best current fitness evaluation  

              with the population G-best. If the current value is better than the population G-best, then reset the  

              G-best to the current best position and the fitness value to current fitness value.  

6. Repeat steps 2-5 until a stopping criterion, such as sufficiently good G-best fitness or a maximum number of 

iterations/function evaluations is met.  

              

                 The general flowchart of Classical PSO is illustrated as follows: 

 

 

 
 

Figure - 1: Flow Chart of Classical PSO 

 

 

B. Implementation of Classical PSO for ELD solution 

The main objective of ELD is to obtain the amount of real power to be generated by each committed generator, while 

achieving a minimum generation cost within the constraints. The details of the implementation of PSO components are 

summarized in the following subsections. 

The search procedure for calculating the optimal generation quantity of each unit is summarized as follows: 

 

1. Initialization of the swarm: For a population size P, the particles are randomly generated in the range 0-1 and 

located between the maximum and the minimum operating limits of the generators. If there are N generating 

units, the ith particle is represented as  
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              Pi = (Pi1, Pi2, Pi3……………... PiN). 

             The jth dimension of the ith particle is allocated a value of Pij as given below to satisfy the constraints. 

             Pij = Pjmin + r (Pjmax - Pjmin )                                                                 (9) 

                      Here r  [0,1] 

                                              

         

         2. Defining the evaluation function: The merit of each individual particle in the swarm is found using a fitness 

function called evaluation function. The popular penalty function method employs functions to reduce the 

fitness of the particle in proportion to the magnitude of the equality constraint violation. 

              The evaluation function is defined to minimize the non-smooth cost function given by equation (2).The 

evaluation function is given as 

              Minf(x)=f(x)+  

               

        3.   Initialization of P-best and G-best: The fitness values obtained above for the initial particles of the swarm are 

set as the    initial Pbest values of the particle. 

              The best value among all the Pbest values is    

              identified as G-Best  . 

        4. Evaluation of velocity: The update in velocity  is                              

               Done by equation (5). 

        5. Check the velocity constraints of the members of each individual from the following conditions [25]: 

          If, Vid
(k+1) > Vd

max, then Vid
(k+1) = vd

max,  

               Vid
(k+1) < Vd

min 

         then, Vid
(k+1)=vd

min                                                        (10) 

          Where, Vdmin = -0.5 Pg
min, Vdmax = +0.5 Pg

max 

       6. Modify the member position of each individual Pg [25] according to the equation 

 Pgid
(k+1) = Pgid

(i) + Vid
(k+1)                                          (11) 

Pgid 
(k+1) must satisfy the constraints, namely the generating limits. If Pgid

 (k+1) violates the constraints, then Pgid
 

(k+1) must be modified towards the nearest margin of the feasible solution. 

      7. If the evaluation value of each individual is better than previous P-best, the current value is set to be P-best. If 

the best P-best is better than G-best, the best P-best is set to be G-best. The corresponding value of fitness 

function is saved. 

      8. If the number of iterations reaches the maximum, then go to step 10. Otherwise, go to step-2. 

      9. The individual that generates the latest G-best is the   

              optimal generation power of each unit with the 

              minimum total generation cost.    

                              

           The flowchart of implementation of PSO for ELD problem is illustrated as: 

 

 
 

Figure - 2: Flow Chart of Implementation of Classical PSO for ELD problem 
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4.  NUMERICAL EXAMPLES AND RESULTS 
To verify the feasibility of  the proposed classical PSO method three unit test system is taken for without transmission 

loss and with transmission loss cases. 

A. Case-1   3-unit system 

 The system contains 3 thermal units[1]. The data is given below 

 

              F1 = 0.00156 P1
2 + 7.92 P1 + 561 R/h 

 F2 = 0.00194 P2
2 + 7.85 P2 + 310 R/h 

 F3 = 0.00482 P3
2 + 7.97 P3 + 78   R/h 

where ‘R’ is any arbitrary money value. 

The unit operating ranges are  

 100 MW < P1 < 600 MW; 

 100 MW < P2 <400 MW; 

                 50 MW   < P3   < 200 MW;  

    The economic load dispatch for the first test case with the corresponding loads is given as 585 MW, 700 MW and 

800 MW, respectively [25]. The proposed PSO method is applied to obtain the minimum generation cost. Table 4.2 

provides the results of optimal scheduling of generators obtained by Classical PSO method for three thermal unit 

system losses are neglected. 

Table-1 Optimal scheduling of generators for 3-unit system neglecting losses Classical PSO 

 

(i). Simulation Results for Different Loads for 3 Unit Loss Neglected Case 
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Figure 3-Graph between No. of Iterations and Cost in R/hr for load of 585 MW 

     

The below graph shown in Fig.4 shows the behaviour of P-best solutions for a load of 585 MW for a three unit thermal 

system without considering transmission losses.This plot is for one iteration. 
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Figure 4: Graph between P-best solutions and Cost in  R/hr for a load of  585 MW 
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  The above figure  shows the behaviour of 50 P-best solutions with respect to the cost.  

  The below figure 5 shows the G-best solutions for a load of 585 MW for a three unit thermal system without 

considering transmission line losses. 
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Figure 5-Graph between G-best solutions and Cost in R/hr for a load of 585 MW 

The above graph shown in Fig.5 is plotted between 

 G-best solutions and cost in R/hr.We can see from the above graph that cost is monotonically decreasing untill the 

convergence is achieved. 
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Figure 6-Graph between No. of Iterations and Cost in R/hr for load of 700 MW 
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Figure 7-Graph between No. of Iterations and Cost in R/hr for load of 800 MW 

These graphs shown in Fig.5, Fig.6, and Fig.7 are plotted between number of iterations against cost in R/hour.We can 

compare these results obtained from PSO method with conventional method and GA method[25].This comparison is 

shown in the below Table . 

Table 2-Comparison of different methods for 3-unit system loss neglected 

 
     

 From the above table we can see that PSO method is providing better results. 

(ii) Three-Unit Thermal System with Transmission Losses 

    When the above system is tested for a load demand of 585.33 MW and 812.57 MW [25] using the proposed PSO 

method including transmission losses which can be calculated with the help of loss matrix Bmn provided in section then 

the results. 

Table 3- Optimal Scheduling of Generators for 3-Unit System including Losses for Classical PSO 
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B. Simulation Results for Different Loads- 3 unit Loss included case 
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Figure 8-Graph between No. of Iterations and Cost in R/hr for load of  585.33 MW 
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Figure 9-Graph between No. of Iterations and Cost in R/hr for load of  812.57 MW 

 

     From the above simulation results we can compare the results with Conventional Method and GA Method the 

results are shown in the below Table 4. 

Table 4- Solution of different methods including losses – 3-unit system 

 
 

Case-2 : Six Unit Thermal System 

The system tested consists of six-thermal units [25]. The cost coefficients of the system are given below in R/h. 

F1 = 0.15240P1
2 + 38.53973 P1 + 756.79886 R/h 

F2 = 0.10587P2
2 + 46.15916 P2 + 451.32513 R/h 

F3 = 0.02803P3++ 40.39655 P3 + 1049.9977 R/h 

F4 = 0.03546P4
2 + 38.30553 P4 + 1243.5311 R/h 
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F5 = 0.02111P5
2 + 36.32782 P5 + 1658.5596 R/h 

F6 = 0.01799P6
2 + 38.27041 P6 + 1356.6592 R/h 

The unit operating ranges are  

 10 MW < P1 < 125 MW;    

               10 MW < P2 < 150 MW; 

 35 MW < P3   < 225 MW;    

               35 MW < P4 < 210 MW; 

             130 MW < P5    <  325 MW;    

              125 MW < P6 < 315 MW; 

 

Bmn Coefficient matrix: 

 

 C. Six-Unit Thermal System with Loss 

The economic load dispatch for the second test case is solved for the corresponding loads given as 700 MW and 800 

MW, respectively [25]. The proposed PSO method is applied to obtain the minimum generation cost.  

Table 5 provides the result of optimal scheduling of generators obtained by proposed PSO method for six thermal unit 

system when losses are included.  

 

Table 5- Optimal Scheduling of Generators for 6-Unit System including losses for Classical PSO 

 
 

Simulation results for the load of 700 MW and 800 MW are shown. 

 

D.  Simulation Results for Different Loads- 6 unit Loss Included Case- 
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Figure 10- Graph between No. of Iterations and Cost in R/hr for load of 700 MW 
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  Figure 11-Graph between No. of Iterations and Cost in R/hr for load of 800 MW 

Table 6 provides a comparison of economic load dispatch results obtained by various optimization methods for a six 

unit thermal system with losses included. 

 

Table 6 - Solution of different methods including losses 6 -units system 

 

 

5. CONCLUSIONS 
We can draw important conclusions on the basis of the work done. Some important conclusions are given below  

Three Unit Systems: 

     In PSO method selection of parameters c1, c2 and W is very much important. It is stated in various research papers 

that the good results are obtained when c1 = 2.0 and c2= 2.0 and W value is varied from 0.9 to 0.4 for both cases loss 

neglected and loss included. We can see from Table 4.3 and Table 4.5 that Classical PSO gives better result than GA.  

    In PSO method numbers of iterations are not much affected when the transmission line losses are considered. In both 

cases for loss included and loss neglected it is approximately 50 iterations for Classical PSO method.  

 

Six Unit Systems: 

    The selection of parameters is same as c1=2,c2=2,W is varying from 0.9 to 0.4.We can see from the Table 4.7 that 

Classical PSO method gives better result than the Genetic Algorithm method as the cost is reduced. 

    Overall we can conclude that today when there is competition amongst power generating companies, fast emerging 

difference between demand and supply then we need to develop a requisite for proper operation policies for power 

generating companies. It can be accomplished only when a proper mathematical formulation of ELD problem is there 

and all practical constraints are taken into account.PSO has paid a lot of attention for solution of such problems, as it 

does not suffers from sticking into local optimal solution, dependability on initial variables and curse of dimensionality.  
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