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The Internet service provider market is very competitive. Small and medium-size Internet service 
providers (ISPs) are competing for customers, while, at the same time, they are under price 
pressure from upstream providers. Therefore, these ISPs have to reduce their overall cost of 
interconnection. In order to address this issue, Internet exchange points (IXPs) have been built up 
in recent years, which allow small and medium-size ISPs to go into public or private peering with 
other ISPs. However, those ISPs do not have sufficient information to select the optimal set of ISPs, 
with which they should go into private peering agreements. In this paper, we describe an 
approach, which provides ISPs with the information about the most economical interconnections to 
other ISPs. This approach helps small and medium-size Internet service providers to reduce their 
interconnection costs for upstream connectivity and to improve network performance for their 
customers. To achieve that, our approach uses Internet topology information in close 
neighborhood of the ISP (which is determined by the set of ISPs connected to the IXP), 
measurement information about the number of bytes transmitted, and traffic pricing schemes. 
Based on real data, our analysis results demonstrate that our approach provides the necessary 
information to ISPs for locally optimizing their interconnection agreements (e.g. peering, sibling, 
transit agreements). 

Keywords: ISP interconnection, peering agreements, transit agreements, traffic measurements, 
business intelligence, traffic analysis, routing inefficiencies, pricing, autonomous systems. 

1. Introduction 
The work presented in this paper will provide business intelligence support for small and medium-

size Internet service providers (ISPs). Small and medium-size ISPs offer network services to their 
customers (e.g. end-users, enterprises, or small ISPs) by connecting them to upstream service providers 
(tier-1 or tier-2 service providers). These small and medium-size ISPs have to compete for customers 
and, at the same time, are under high price pressure from their upstream ISPs. For example, currently, 
ATT and BellSouth, which control a large portion of the USA backbone, are planning to differentiate 
their network services by offering two different network quality levels to their customers, such as small 
and medium-size ISPs and data center providers (Paczkowski, 2006). This plan is an attempt to extract 
the surplus of their customers. Therefore, this situation challenges tier-2 ISPs to find the optimal price-
quality offerings for their upstream connectivity. 



The use of Internet exchange points (IXP) is one way to address this issue. IXPs provide an 
infrastructure to ISPs to lower the setup cost for interconnections. It also allows small ISPs to go into 
public peering agreements. However, it is still difficult for medium-size ISPs to find the most 
appropriate interconnection partner among a set of ISPs that are connected to the IXP. Lack of this 
knowledge leads to peering/transit agreements that are uneconomical for these ISPs. 

This paper shows how a medium-size ISP that is connected to an IXP can determine the optimal set 
of upstream service providers. This information would lower the cost and improve the network 
performance. Our approach does not try to determine the topology of the entire Internet and provide a 
global optimum, as it is done in previous research (Vazquez, et al., 2002)(Chang, et al., 2001)(Mao, et 
al., 2003)(Ubramanian, et al., 2002). Instead, we only determine all ASs and the AS topology in close 
neighborhood of a single ISP. This information together with the amount of traffic exchanged between 
those ASs is used to find a set of interconnection agreements that is locally optimal. 

The current ISP interconnection agreements (contracts) are established based on trust relationships, 
the reputation of providers, the price, and the network performance. Aspects such as the routes of 
packets and the amount of bytes exchanged between ASs have not been considered yet. 

To determine the AS-level forwarding paths as seen by a single ISP, we use a well-known 
approach. First, Traceroute is executed to the destination IP addresses of traffic of the analyzing ISP. 
Then, the resulting IP addresses are mapped to AS numbers. 

For the analysis, our approach measures the number of bytes exchanged between the analyzing ISP 
and all destination ISPs. Then, these numbers of bytes are added up for each AS that is involved in the 
traffic forwarding. The result is a weighted tree structure with ASs as nodes and number of bytes 
exchanged as link weights. Using this approach, the analyzing ISP can visualize the flow pattern of its 
traffic. This enables small and medium-size ISPs to economize their interconnection agreements based 
on the price, the route, the market situation, and the byte volume exchanged. 

The rest of the paper is organized as follows: In the next section, we give an overview about the 
different types of ISP interconnection agreements, the pricing schemes between ISPs, and related work. 
The third section explains the methodology for establishing economical interconnections. The software 
architecture of our approach and how it can be used in making economical decisions for 
interconnection agreements is described in the fourth section. The fifth section illustrates our 
measurement environment and presents some measurement results, which demonstrate that our 
approach reduces the cost of upstream connectivity and improves network performance. 

2. State-of-the-Art 

2.1. Internet Topology 
Today’s Internet is hierarchically structured. Some ISPs, which are called tier-1 ISPs, act as the 

Internet backbone and provide global connectivity. Others provide regional connectivity, which are 
called tier-2 or tier-3 ISPs. In order to provide end-to-end network service, an ISP establishes peering 
and/or transit agreements with other ISPs. In peering agreements, two equal-sized ISPs agree on 
exchanging their traffic with each other (Norton, 1999). That means, traffic, which originates in one 
ISP, is terminated in the network of the other ISP and vice versa. It is a mutual agreement without any 
flow of money. In case of transit agreement, a customer-provider relationship exists. The provider ISP 
allows transit of traffic of the customer ISP, which pays for that service. Therefore, in transit 
agreements, a flow of money from the customer to the provider exists. In addition to these categories of 
interconnection agreements, two ISPs can also undergo a sibling interconnection agreement. A sibling 
relationship is defined for a pair of ISPs, which have a common upstream provider. It is a mutual 
transit agreement in which both siblings provide connectivity to the rest of the Internet for each other. 
This type of interconnection usually exists between two small ISPs (or for example universities), which 
are located close to each other and which cannot afford to upgrade their upstream Internet connectivity. 
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In order to provide a platform for these agreements, various Internet exchange points (IXPs) have 
come into existence throughout the world. IXPs are physical locations where ISPs can connect to each 
other via a shared infrastructure. Each participating ISP has to simply buy a connection to the exchange 
point and has to co-locate a router at this location. An IXP can be a commercial company or a non-
profit organization. 

Figure 1 illustrates the different interconnection agreements between ISPs as well as the current 
Internet topology. Tier-1 ISPs are located at the top of the hierarchy, providing global connectivity. 
Down the hierarchy, we find regional ISPs, which business is purely based on revenues from end-user 
or enterprises. Peering agreements exist between ISPs of the same level (e.g. between tier-3 ISPs), and 
transit agreements exist between ISPs that belong to different levels (e.g. between a tier-2 ISP and a 
tier-3 ISP). 
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Fig. 1 Example of interconnected ISPs 

However, despite the existence of infrastructure such as IXPs, there are no criteria for an ISP to 
choose an appropriate upstream ISP or an appropriate peer. Currently, an ISP bases its decisions only 
on its trust relationship to other ISPs, the size of their networks, the reputation of the other ISPs, the 
price, the market situation, and the network performance. 

2.2. Pricing of ISP Interconnections 
Peering agreements are business relationship whereby ISPs reciprocally provide access to each 

other’s customers. Under this agreement, both ISPs do not charge each other. Peering agreements can 
be established in two ways. Most common is “Public Peering”, under which ISPs openly announce 
their routes to all others. The other type of peering is “Private Peering”. It is defined as peering 
between two parties that have a private agreement to terminate each other’s traffic. In practice, the 
interconnection is established by using the network infrastructure (LAN) of the IXP or by having a 
direct point-to-point interconnection. Public peering is common at Internet exchange points. 

Since there is no money transfer if ISPs are in peering agreements or sibling agreements, they only 
have to cover the cost for interconnecting the two networks. This process is quite inexpensive if both 
ISPs are already connected to an IXP. The monthly costs for connecting to a non-profit IXP range from 
$200 to $3000. It depends on the type of connection and the one time installation cost (DE–CIX, 2005). 

Transit relationships are based on business arrangements, whereby an upstream ISP sells access to 
the global Internet. After a transit agreement is in place, the upstream service provider is responsible 
for providing access to the global Internet for their ISP customers (Hwang, et al., 2002). The cost of 
transit varies, depending on the size of the two ISPs involved in the agreement. Typically, the traffic is 



metered and charged, using traffic-sampling techniques. A small network service provider might have 
one to four contracts with upstream providers. 

The current pricing scheme for interconnections to upstream ISPs is based on the capacity of the 
line. Within the transit agreement, the two-network service providers agree on the price for a minimum 
transmission rate that the downstream Internet service provider will consume (flat rate pricing scheme 
component) and on the price if the transmission rate is exceeded (usage-based pricing component) 
(Altmann and Chu, 2001). Table 1 shows a sample of a tiered flat rate pricing scheme for transit traffic. 

Table 1  Example of a tiered flat rate  pricing scheme for transit traffic 

 Mbps/month                 Flat Rate 
 

1-15                              $425 
16-30                            $395 
31-45                            $365 
46-60                            $325 

Regarding the usage-based pricing component, there are two kinds of pricing, which are offered by 
ISPs: 95%ile pricing and average-usage pricing. 

In case of the 95%ile pricing scheme, the contract might state that the downstream network service 
provider has to pay a certain price per Mbps, if he exceeds the minimum transmission rate. The 
bandwidth consumed is measured in 5-minute (or 10-minute) time intervals. For example, the price of 
50 $/Mbps has to be paid for each Mbps exceeding the threshold of 60 Mbps within the charging time 
interval (which is usually a week or month). The Mbps exceeding the threshold are calculated using the 
95%ile pricing. Under 95%ile pricing, the 5 (or 10) minutes measuring intervals are sorted according to 
the Mbps rate consumed. In order to determine the Mbps value that has to be paid, the 5% of the 
highest Mbps rates are discarded. This means that the customer only has to pay for 95% of this usage. 
This pricing scheme charges the customer for the amount of bytes transmitted but also for the quality 
of the connection, namely the available capacity on the network. 

The average-usage pricing scheme considers only the average Mbps rate that has been used over the 
charging time interval. This pricing is used for large customers that generate constantly the same traffic 
load. 

2.3. Related Work 
Recent research focused on inferring the topology of the Internet. The outcome can be classified 

into tools for discovering the topology at router-level and tools for discovering the topology at AS-
level. 

An early attempt started with discovering the router-level topology by executing Traceroute to a list 
of 5,000 destinations from a single network node (Pansiot and Grad, 1998). Govindan and 
Tangmunarunkit improved this basic tool by developing a heuristic for generating an Internet topology 
map (Govindan, Tangmunarunkit, 2000). Their tool, which is called Mercator and runs on a single 
host, uses informed random address probing to find destinations instead of using a list of hosts. 
However, their map of the Internet only shows the interconnection between routers. It does not classify 
the routers to an AS. The map provides a time-averaged topology, not an instantaneous view of the 
topology. In (Spring, et al, 2002), Spring et al. presented an Internet mapping technique, Rocketfuel, to 
directly discover router-level ISP topologies. Instead of determining the topology for the entire 
Internet, they focused on individual ISP networks to improve the completeness of the map within an 
ISP network. 

Chang et al. use BGP tables to infer AS-level Internet topology from router-level path traces 
(Chang, et al., 2001). After generating a router-level topology from Traceroute results, they transferred 
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the router-level topology into an AS-level path, using BGP tables. From those AS paths, they generated 
an AS-level Internet topology. Mao et al. improved this method further by creating route maps that 
have extremely few invalid BGP paths (Mao, et al., 2004). Once the AS-level forwarding path is 
determined, it is important for some analysis to determine business relationship between adjacent ASs, 
which can be done by analyzing BGP announcement (Gao, 2000)(Battista, 2003). 

Apart from above-mentioned tools, there are various network-monitoring tools for determining 
network performances like delay, jitter, bandwidth, response time, and retransmission rate. CAIDA has 
provided a number of tools in this area. Skitter, a topology discovery project at CAIDA, uses BGP 
tables and a database of Web servers to find destination prefixes (Claffy and McRobb, 2005). It is a 
tool that measures the forward path and the round trip time (RTT) to a set of destination hosts by 
sending probe packets through the network. It probes the Internet from about 20 different locations 
worldwide. Another tool is the InMon Traffic Server (InMon, 2006). This workload tool is a web-based 
sFlow and NetFlow analyzer that provides access to real-time and historical traffic information. 

Another workload tool of interest is ASPATH (NCNE, 2005). It is a suit of tools, which work in 
conjunction with the trace files produced by Coral. It can determine the total number of bytes 
transferred across an AS path fragment in a specified time period. It takes raw network trace 
information and distills it into an IP matrix. This matrix includes source and destination IP addresses, 
ports, protocol used, packets, bytes and a time stamp for the monitored flow. Using a local BGP table, 
a lookup is then performed on each destination IP to determine the AS level path and calculate the 
number of bytes transmitted. 

Our work differs from the above approaches in how AS topology information is used. Instead of 
determining the full Internet topology either at router level or AS level, we are interested in the AS-
level forwarding paths as seen by an ISP in its close network neighborhood. While ASPATH is used to 
determine DoS attacks, patterns of network abuse in the form of suspect FTP sites, high traffic web 
sites, or peer-to-peer clients, our approach uses the information about the AS-level topology along with 
network load and pricing schemes to determine the most economical connections for an ISP. Our 
approach provides guidance to an ISP for its interconnection agreements.

3. Method for Economizing Interconnection Agreements between ISPs 
The inter-domain traffic engineering approach that we propose analyzes the traffic of its customers 

with respect to the routes of the packets, the actual destinations of packets, and the number of bytes 
sent. The analysis of the path of the packet reveals the distinct ASs that are involved in the transport of 
the packet. Combining this information with the number of bytes that has been sent, the ISP gets a tree-
shaped AS topology graph with weights representing the number of bytes sent across the AS and the 
number of bytes which are terminated within the AS. Data can be collected for any time period. An 
example of this tree structure is given in Figure 2. 

In detail, Figure 2 illustrates the topology of the Internet as seen from an analyzing ISP, the total 
average transmission rate to an AS, the average transmission rate that terminates at an AS, as well as 
the transmission rate z over a certain link. Note, instead of the average transmission rate, the 95%ile 
transmission rate could also be used. ISP F, which is the upstream provider for ISP E and ISP C, 
receives data at an average transmission rate of xF. Local data arrives at a transmission rate of yF. 

Beside this information, our method for determining the most economical interconnections needs 
two additional kinds of information: First, the charging information, namely the transmission rate xj in 
Mbps (based on average usage pricing or 95%ile pricing) that is sent to ISP j and the flat-rated 
threshold value tj; second, the list of partners that are available for interconnection at an IXP. A cost C 
is associated with each of the possible interconnections. The cost is composed of a fixed component 
and a usage-based component. The fixed component cj takes into consideration the monthly location 



charge of the IXP, the initial fixed cost for establishing the physical line to the IXP (or the upstream 
ISP), and the cost for managing the network. 
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Fig.2  Internet topology and average transmission rate from the perspective of the analyzing ISP 

For calculating the usage-based component, the ISP needs to know the prices pj of the available 
upstream providers and the prices for the flat-rated component fj. Based on these parameters, the 
network service provider can calculate the cost for each possible interconnection. Note, only those ISPs 
j of the tree-shaped AS topology graph are considered which belong to the list J of ISPs connected to 
the IXP. Therefore, the charge Cj that an ISP has to pay to an upstream provider is calculated as: 

 
             ((xj – tj) pj + fj + cj ) , if tj < xj         
              fj + cj   , if tj >= xj       { Cj =                                                                       (1) 

If there is no connection between the analyzing ISP and the ISP j є J, the cost Cj = 0. If a peering 
agreement is possible at the Internet exchange point, the cost is calculated to: 

                   Cj = cj         (2) 

The optimization that an ISP has to perform is to calculate the cost S’ for each possible combination 
of interconnection agreements K. The combination with the lowest cost S’ is S, as shown in the 
following formula: 

                   S = min  Σ  Cj        (3) 
 j∈ K K

Note, the brute force method of trying all possible combination will work. However, the 
classification of all ISPs according to being potential peers, potential upstream service providers, or 
potential customers could reduce the calculation time. Moreover, this method of classifying the 
neighboring ISPs will give an operator some means to influence the optimal solution. This might be 
desirable because of certain business conditions. 

Once the optimal solution has been found, the analyzing ISP can initiate establishing peering/transit 
agreements with those ISPs. 

For illustration, we consider the example of Figure 2, assuming that most of the traffic of analyzing 
ISP A is forwarded to ISP F via the upstream providers (i.e. ISP B and ISP C). Although it can also be 
assumed that all of these ISPs are connected to a common Internet exchange point, there is no direct 
connectivity between the traffic-analyzing ISP and ISP F (Figure 3). Since the cost per Mbps goes 
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down with a higher transmission rate (progressive pricing), a high-bandwidth connection could be less 
expensive than two low-bandwidth connections. The network performance could simply improve 
through a single connection, since all packets would have to traverse less number of hops. However, 
currently, there is no way for the analysing ISPs to find out, due to the lack of technology for 
combining information about topology, pricing, and the amount of traffic exchanged.  

Traffic  
& Topology 
Analyzer 

Analyzing 
ISP A 

ISP B 
Customer ISP E 

ISP F 

ISP C 

Global 
Internet 

IXP Customer 

Customer 

Fig.3  Example of neighboring ISPs at an interconnection at IXP 

In the following, we give two examples that demonstrate how inefficiencies that can be detected 
and resolved with this analysis. The first example assumes that the analyzing ISP has a transit 
connection of 32 Mbps for $1185 with ISP B and another transit connection of 10 Mbps for $425 with 
ISP C (Table 1). In total, it is spending 1610 $/month for a 42 Mbps connection. More economical 
solutions would be to consolidate the connections into one, either with ISP B, ISP C, or ISP F (if most 
of the traffic is going to ISP F anyway, see Figure 3). This could result in a saving of 425$/month 
according to Table 1. Since information about the traffic flow to ISP F is available now, the analyzing 
ISP can negotiate with ISP F and with both upstream providers (ISP B and ISP C) for better peering or 
transit agreements. 

The second example is based on the fact that a capacity upgrade for a connection is very expensive. 
An upgrade requires the purchase of an expensive, high-bandwidth network card. Considering this, we 
can assume a situation in which the analyzing ISP is connected to ISP F initially. Over time, however, 
its traffic grew such that its connection had to be upgraded. Knowing the pricing and traffic 
information, the analyzing ISP went for sibling agreement with another ISP, the most economical 
solution, and not for upgrading the network card. So, a purchase of a low-capacity network card was 
sufficient, resulting in a substantial saving. 

The above two examples were based on economizing transit connections. If an ISP is connected to 
an Internet exchange point, it has the chance to go for peering agreements. A peering agreement is 
usually more economical than a transit agreement, since it only requires the purchase of a network 
card. However, due to business policies and lack of knowledge about the actual traffic flow, ISPs 
usually cannot find easily potential partners for private peering agreements. Consequently, ISPs have to 
undergo transit agreements to provide their customer with connectivity to potential private peering 
partners. Knowing the actual flow of traffic and its traffic flow pattern could help an ISP to choose its 
peers, saving costs from a lower load on the transit connection, and increasing the QoS of the network 
(lower number of routers that a packet has to travel). 

Therefore, we can state that, using this method of analyzing the transmission rate to other ISPs 
connected to its IXP, an ISP can discover potential peering partners and reduce its cost for upstream 
connectivity. 



4. Measurement Environment 
Our approach, iGuide, is implemented on top of NeTraMet (Figure 4). NeTraMet is a metering and 

accounting tool that runs on Windows and UNIX (NeTraMet, 2005). It builds up packet and byte 
counts per traffic flows. The kinds of traffic flows, which have to be processed by NeTraMet, are 
specified in a user-defined rule set. The resulting flow data can be accessed through SNMP. 
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Fig.4  iGuide data processing architecture 

An IP usage table is distilled from the raw NeTraMet data. This table includes source IP address, 
destination IP address, destination IP prefix, average Mbps sent, average Mbps received, number of 
bytes send, and number of bytes received (Table 2). The information about destination IP prefixes is 
taken from RISWhois database (RISwhois, 2005). The IP usage table, which is maintained in a local 
database, is updated every 5 minutes.  

Table 2  Example of the IP usage table 
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The local database provides both persistent storage of measurement results and a substrate for inter-
process communication between asynchronously running processes (Figure 4). Each new destination IP 
address is checked asynchronously on whether the corresponding IP level path already exists in the 
Traceroute result table. If it exists, Traceroute has already been executed. If not, Traceroute will be 
executed to a randomly chosen IP address of the corresponding destination IP prefix. The IP address 
and the resulting IP-level path, obtained from Traceroute, are stored in the table (Traceroute result 
table). This technique is sufficient for determining the AS-level path and it reduces the number of 
Traceroute executions significantly. In order to cope with the high rate of new destination IP addresses 
that has to be added to the database, Traceroute executions are performed in parallel. 

The period of time for updating the IP-level paths depends on the frequency of path fluctuations. 
However, stored IP-level path information can be updated after the expiration of a timeout, which can 
be set. Currently, the timeout is set to 15 days. 

To infer the AS-level connectivity, we determine the AS of each router hop of the IP-level path and 
extract AS adjacency information from the resulting sequence of ASs associated with the IP-level path. 
The IP-to-AS mapping is performed with the help of the BGP Table from the remote RISwhois 
database. The mapping information is also stored in the local database (AS-mapping table) so that 
future queries to the same IP address are not made. The RISwhois database, which maintains BGP 
sessions of 14 BGP routers on the Internet, provides updated version of its BGP routing table every 
8 hours (RISwhois, 2005). This guarantees that the information is up-to-date. Unlike conventional BGP 
routing tables, it retains not only the “best” AS path but also each advertised AS route. Therefore, it is 
essentially a collection of BGP routing tables of all its peers. Sometimes, a single prefix is mapped to 
more than one AS from the BGP routing tables because of hardware failure or configuration errors of 
some ISPs. In such cases, we remove the paths containing those prefixes from our database. An 
example of an AS-level path table is shown in Table 3. 

Table 3  Example of an AS-level path table 

 
After the AS-level forwarding path is available, the number of bytes sent and the number of bytes 

received by each AS are calculated based on the AS-level forwarding path information and the IP 
destination usage information. Based on this information, the transmission rates (i.e. average number of 
Mbps sent / received) of each AS are calculated (Table 4). 



Table 4  Example of the result table 

 
In addition to this, our approach can also provide information about the average transmission rate 

(i.e. number of Mbps exchanged) along a certain path. 

5. Measurement Results 
The results that are presented here are based on the entire traffic passing through the external 

gateway of our university over the course of 15 days. Our university is a customer of the ISP with the 
autonomous system number AS5409. Although the measurement experiments have been conducted at 
the gateway of our university, the measurement results still represent how ISP AS5409 and its 
upstream ISP (AS286) route their packets into the Internet (Table 5). The traffic accounting and traffic 
analysis have been performed using our approach. The ISP AS5409 is a tier-3 ISP and is connected to 
DE-CIX (DE–CIX, 2005). DE-CIX is an Internet exchange point in Frankfurt, Germany. 145 ISPs are 
connected to DE-CIX for private peering, public peering, or transit agreements. Out of those 145, 53 
are not connected to any other IXP. We classified these 53 ISPs as small ISPs. Every external packet 
originating from AS5409 is routed to the location of DE-CIX, where it gets forwarded to upstream 
service providers or peers.  

Table 5  Specific AS-level-forwarding paths observed 

A S  c o n n ec te d  to  D E -C IX  A S  E x te rn a l to  D E -C IX  

D e s tin a tio n  IP  
P r e f ix e s  
1 9 8 .1 4 6 .0 .0 /1 6  

1 3 7 .7 8 .0 .0 /1 6  

2 1 3 .4 2 .3 2 .0 /1 9  

8 2 .1 5 0 .1 3 4 .0 /2 3  

8 1 .2 2 .3 2 .0 /2 4  

6 9 .3 1 .1 0 .0 /2 1  

1 3 2 .7 0 .2 1 6 .0 /2 1  

8 1 .2 1 4 .2 3 6 .0 /2 2  

1 9 4 .2 4 6 .1 1 4 .0 /2 3  

2 1 2 .6 6 .9 6 .0 /2 0  

F if th  
A S  
A S 6 3 8 9  

A S 2 2 6  

A S 8 9 6 1  

A S 2 9 5 0 2  

 

A S 4 4 3 6  

A S 2 4 5 8 7  

A S 9 0 3 5  
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A S 9 1 2 1  
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A S 2 8 6  

A S 2 8 6  

A S 2 8 6  

A S 2 8 6  

A S 2 8 6  

A S 2 8 6  

A S 2 8 6  

A S 2 8 6  

S e c o n d
A S  

T h ir d  
A S  
A S 2 0 9  

A S 2 0 9  

A S 2 0 9  

A S 5 4 1 7  

A S 5 4 1 7  

A S 1 2 3 9  

A S 1 2 9 9  

A S 8 7 6 3  

A S 8 7 6 3  

A S 8 7 6 3  
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Table 5 presents some specific AS-level forwarding paths, starting from AS5409 via AS286. These 
routes are found by checking each route for two criteria: First, existence of an AS that does not belong 
to the IXP but its neighbors in the AS forwarding path do; second, existence of an AS forwarding path 
with more than two ASs belonging to the IXP. Looking at Table 5, it becomes immediately clear, that 
this constitutes a routing inefficiency. The routes shown in Table 5 are a very good example for 
situations, in which a physical interconnection between two ASs (e.g. AS286 and AS3356) exists but 
no business relationship. AS286 and AS3356 are both connected to DE-CIX but do not have an 
interconnection agreement. The light-gray highlighted cells of Table 5 indicate an Autonomous System 
that is connected to DE-CIX (i.e. is a member of DE-CIX). Otherwise, they are not. 

For our analysis, we are only interested in the first 4 ASs that a packet crosses after leaving our 
university gateway. Therefore, we specified within iGuide to aggregate all AS-routes that we obtained 
(see Table 3) with respect to the first 4 ASs. Note, there can be a high number of AS-forwarding paths 
beginning with the same 4 ASs. While aggregating traffic data, the average transmission rate (Mbps) is 
calculated for incoming and outgoing traffic of all those aggregates on the fly. The results obtained are 
shown in Table 6. 

Table 6  Transmission rates for some specific routes 

F i r s t  
A S  

S e c o n d  
A S  

T h i r d  
A S  

F o u r t h  
A S  

A v e r a g e  
M b p s  s e n d  

A v e r a g e  
M b p s  r e c e i v e d  

A S 5 4 0 9  A S 2 8 6  A S 2 0 9  A S 3 3 5 6  0 .0 4 1  0 .2 4 6  
A S 5 4 0 9  A S 2 8 6  A S 2 0 9  A S 2 9 1 4  0 .0 2 8  0 .0 3 6  
A S 5 4 0 9  A S 2 8 6  A S 2 0 9  A S 6 4 5 3  0 .0 0 1  0 .0 0 6  
A S 5 4 0 9  A S 2 8 6  A S 1 2 3 9  A S 3 5 4 9  0 .0 0 2  0 .0 1 2  

While Table 6 provides a detailed view on different paths through the close neighborhood of the 
analyzing ISP, Figure 5 provides a broader view on the traffic pattern between those ISPs.  
 

2 8 0 G B  

A S 5 4 0 9  
6 2 4  G B / 0 . 2 G B  

P a t h  n o t  g o i n g  i n t o  t h e  s a m e  I X P  P a t h  c o n n e c t i n g  I S P s  a t  s a m e  I X P  

1 7 G B

3 3 1 G B  

1 6 G B

3 7 G B

7 G B

0 . 2 G B  

5 G B

1 . 6 G B

0 . 2 G B

0 . 9 G B

1 5 . 1 G B

A S 7 0 2  
5  G B / 1 G B  

A S 3 2 5 7  
7  G B / 3 G B  

A S 1 2 9 9  
3 7  G B / 1 0 G B  

A S 3 5 6 1  
1 6  G B / 1 5 G B  

A S 3 3 5 6  
1 6  G B / 7 . 4 G B  

A S 6 4 6 1  
1 . 8  G B / 0 . 4 G B

A S 8 7 6 3  
2 9 8  G B / 2 0 G B

A S 2 8 6  
3 3 1  G B / 4 0 G B

A S 5 6 6 9  
1 2  . 8 G B / 2 G B

A S 1 2 9 5 6  
0 . 2  G B / 0 . 1 G B

Fig. 5  Internet topology from the perspective of AS5409 



Figure 5 presents a graph that represents information about the network topology (i.e. its business 
relationship) and the number of bytes sent to an AS. Nodes of the graph represent different ASs. Links 
between nodes denote an interconnection agreement between two ASs. The three weights are defined 
as described before: The two node weights represent the number of bytes that are sent to the AS and 
the number of bytes that do not get forwarded. The link weight indicates the total number of bytes sent 
across that link. ASs that are connected to DE-CIX are shown by solid arrows. Dotted arrows represent 
external links. 

Based on the information in Table 6, Figure 5, and the pricing scheme from Table 1, our approach 
can provide suggestions about economical routes. It helps to find the most appropriate set of upstream 
providers, peers, or siblings. Note, since our experiments are carried out on our university gateway 
(and we did not have access to other networks), we extrapolate the amount of data (respectively the 
transmission rate) that the provider (AS5409) of our university and its upstream provider (AS286) deal 
with. Without loss of generality, we assume that AS5409 has 100 customers of the size of our 
university and AS286, which is bigger than AS5409, has 1000 such customers. In the following, four 
scenarios are presented, demonstrating how ISPs can optimize their interconnection agreements by 
using our approach.  

5.1. Scenario 1 
Figure 5 visualizes the traffic flow from the perspective of AS5409. Information about the amount 

of bytes transferred on a particular link and the amount of bytes terminated at a particular AS is shown. 
AS5409 can use this information to optimize its interconnection agreements. Figure 5 shows that 1.8 
GByte of data is forwarded from AS5409 to AS6461 via 2 ASs (AS286 and AS8763). AS5409 could 
reduce its interconnection cost by establishing a peering agreement with AS6461. Since AS6461 is 
already connected to the same IXP, the interconnection cost would be low. This peering agreement 
would also lower the cost for the transit agreement with AS286 and AS8763. Besides, the agreement 
would improve the network performance for data directed to AS6461, because of the fewer number of 
hosts traversed. 

5.2. Scenario 2 
Assuming the case in which traffic of AS286 has gone up to such a level that it needs to upgrade its 

network card with AS209. In the absence of our analysis results, AS286 would have considered 
upgrading its network card as the economical solution (which is expensive). With the help of our 
approach, AS286 can analyze its data traffic. Using the information given in Table 6, AS286 
recognizes that, in average, 0.041 Mbps are sent to AS3356 and 0.028 Mbps are sent to AS2914; 
respectively, after extrapolating, 41 Mbps are sent to AS3356 and 28 Mbps are being sent to AS2914. 
Since both of them are connected to the same IXP as AS286, AS286 can go into sibling agreements 
with either of them. If AS286 goes for this solution, it will not only save the upgrading cost but also the 
usage-based charges for not sending the traffic to AS3356 and AS2914 through its upstream provider 
(AS209). This could sum up to a saving of about 2000 $/month according to the transit cost in Table 1. 
Although it may still be possible that agreements with AS3365 and AS2914 cannot be reached due to 
business policies, it enabled AS286 to start those negotiations. This has not been possible before 
because of the simple lack of this kind of information. 

5.3. Scenario 3 
Although peering is free, many ISPs feel reluctant to go for peering. This is due to lack of 

information about whom to peer with and the effort involved in maintaining a peering connection. Our 
approach provides the required information to make informed decisions. Assuming that AS5409 has a 
usage-based transit agreement with AS286, AS5409 finds out from Table 6 that it is sending 0.106 
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Mbps per customer to AS8763 through this interconnection. According to our assumption that AS5409 
has 100 customers, 10.6 Mbps (average transmission rate) is being sent to AS8763 in total. This would 
result in a saving of about $400 per month (Table 1), if AS5409 entered a peering agreement with 
AS8763. 

5.4. Scenario 4 
Our approach can also be used to find the most appropriate upstream providers. After analyzing its 

traffic flow pattern in a graph similar to Figure 5, AS286 found that a large amount of packets goes to a 
certain destination. Therefore, AS286 checks whether it is possible to improve the performance (with 
respect to the number of ASs that AS286’s packets have to cross) to this certain destination for its 
customers. This improvement could be achieved by selecting a more appropriate upstream provider. If 
such an interconnection could be found but increases the cost, then AS286 has to decide based on its 
policies whether it wants to improve its customer service or go for a low-cost solution. We are unable 
to produce concrete data for this scenario, as we could only take measurements at our university, which 
is not multi-homed. Measurement would have to be done at larger ASs, such as AS286. 

6. Conclusions 
Our approach (iGuide) that we presented helps small and medium-size ISPs to find appropriate 

peering partners, siblings, and upstream providers for optimizing their network interconnectivity. The 
approach guarantees that the best possible set of transit and peering partners are found, which 
consequently results in low cost for upstream connectivity at desired quality. 

In order to optimize the interconnectivity of a small or medium-size ISP, the approach needs AS-
level topology information, measurement information about the number of bytes transmitted 
(respectively, the average transmission rate), and pricing scheme information. We demonstrated the 
effectiveness of our approach by presenting analysis results of real measurement data. Besides this, the 
analysis of 4 different scenarios showed how actual measurement information could be used to select 
the optimal set of interconnection agreements between ISPs. In all four scenarios, small or medium-
size ISPs could lower their cost for interconnection or improve the network performance. 

Previous work on analyzing the data traffic to a certain AS has focused on detecting DoS attacks or 
patterns of network abuse of certain applications. Our work is novel in the sense that data traffic (i.e. 
the amount of bytes transmitted) is analyzed with respect to the business interest of small or medium-
size ISPs. 
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