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Recent years have witnessed the widespread popularity of Internet of things (IoT). By providing sufficient data
for model training and inference, IoT has promoted the development of artificial intelligence (Al) to a great
extent. Under this background and trend, the traditional cloud computing model may nevertheless encounter
many problems in independently tackling the massive data generated by IoT and meeting corresponding
practical needs. In response, a new computing model called edge computing (EC) has drawn extensive at-
tention from both industry and academia. With the continuous deepening of the research on EC, however,
scholars have found that traditional (non-AlI) methods have their limitations in enhancing the performance
of EC. Seeing the successful application of Al in various fields, EC researchers start to set their sights on Al,
especially from a perspective of machine learning, a branch of Al that has gained increased popularity in the
past decades. In this article, we first explain the formal definition of EC and the reasons why EC has become
a favorable computing model. Then, we discuss the problems of interest in EC. We summarize the traditional
solutions and hightlight their limitations. By explaining the research results of using Al to optimize EC and
applying Al to other fields under the EC architecture, this article can serve as a guide to explore new research
ideas in these two aspects while enjoying the mutually beneficial relationship between AI and EC.
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1 INTRODUCTION

Cloud computing has been widely used since its inception and has greatly changed people’s
lifestyle. Many large companies, including Google, Amazon, and Microsoft, have launched their
own cloud computing services (Google Cloud, Amazon Web Services, Microsoft Azure, respec-
tively). Equipped with a large number of remotely located servers, cloud computing can intelli-
gently provide users with computing, storage, and network services in real time according to user
needs in terms of resource type, quantity, and so on [1]. In this case, users can easily obtain these
cloud services with a small fee or totally for free [2].

1.1 Edge Computing

The development of Internet of things (IoT) has driven the production and application of a large
number of hardware devices/sensors worldwide. These hardware devices/sensors have the ability
to sense the surrounding physical environment and transform the environmental information into
data. After these massive data are transmitted to the cloud for computing or storage, data con-
sumers can access cloud data according to their individual needs and then extract the information
they need [3].

However, with the continuous development and widespread application of IoT, cloud com-
puting has begun to expose more and more problems. For instance, if the data generated by
global terminal devices are computed and stored in a centralized cloud, then it will cause a se-
ries of problems, including low throughput, high latency, bandwidth bottlenecks, data privacy,
centralized vulnerabilities, and additional costs (such as transmission cost, energy cost, storage
cost, calculation cost). In fact, many application scenarios in 10T, especially Internet of vehicles
(IoV), have requirements of high speed and low latency for data processing, analyzing, and result
returning [4].

To address these challenges of cloud computing mentioned above, a new computing paradigm,
called edge computing (EC), has attracted widespread attention. Simply put, the core idea of the
EC model is to offload the data processing, storage, and computing operations that were originally
required by the cloud to the edge of the network near terminal devices. This helps to reduce data
transmission time and device response times, reduce the pressure on network bandwidth, reduce
the cost of data transmission, and also achieve decentralization [5].

1.2 Artificial Intelligence

Artificial intelligence (AI) is a kind of technology that endows the machine with certain intelli-
gence so that the machine has the same ability to solve tasks as human beings [6]. While heuristic-
based algorithms and data mining (DM) [7] have both played an important role in Al solutions
to IoT in the past decades, we mainly focus on machine learning (ML), a recently popular area in
AL It is worth mentioning that, though DM and ML share similarities in utilizing massive data, ML
focuses on mimicking the human learning process, but DM is designed to extract the rules from
data [8, 9]. In contrast to DM, ML is a higher-level intelligence and represents the future direction
of AL
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The widespread application of Al, especially ML, has clearly become an inevitable trend in the
“big data era” brought by IoT. It is worth noting that this article focuses on the new generation Al
algorithm, e.g., deep learning (DL), and so on. Note that some of these applications have high
requirements for latency and network stability, but these requirements are often not guaranteed
by cloud computing. In contrast, the new EC model can meet these requirements by deploying
Al at the edge and delegating some computing and storage resources to edge devices close to
the terminal. Although EC brings benefits such as reduced latency, improved data privacy, and
enhanced security, the limited computing and storage capacity of edge devices has brought new
problems. Using Al to optimize EC and solve the problems faced by EC has become a new trend
in related research [10].

1.3 Combination of Edge Computing and Artificial Intelligence

The motivations of combining Al and EC in recent works can be roughly divided into two aspects,
which fully illustrate the mutual benefit between Al and EC:

(1) The development of EC still faces many challenges, e.g., task scheduling, resource allocation,
delay optimization, energy consumption optimization, and privacy and security. In response,
many researchers have adopted Al-based solutions to promote the development of EC.

(2) In spite of the rapid development of Al its application relies on strong computing power.
Traditional cloud computing can provide abundant computing and storage resources, but
cloud-based Al reasoning and training may lead to significant delay as well as data privacy
and security issues. By executing Al tasks in edge nodes closer to the user side, EC can greatly
alleviate the aforementioned issues with improved stability, reliability, and user experience.

At present, researchers have made many great achievements in the above research problems.
This article summarizes these results, hoping that readers can quickly get updated with the latest
research status and relevant results.

1.4 Review of Existing Surveys

EC and AI are very popular research fields, and some related reviews have been published. In
Reference [11], authors focus on the motivation and research work of deploying Al algorithm on
the edge of the network. The latest development of ML in mobile EC is reviewed in Reference
[12], which includes the development of 5G network in automatic adaptive resource allocation,
mobility modeling, security, and energy efficiency. Survey work [13] reviews the application of
DL in EC, and it focuses on how to use DL to promote the development of edge applications, e.g.,
intelligent multimedia, intelligent transportation, intelligent city, and intelligent industry. Various
methods of fast implementation of DL reasoning in the combination of end devices, edge servers
and cloud, and the methods of training DL models in multiple edge devices are also discussed
in Reference [14]. To achieve the best performance of DL training and reasoning, Reference [15]
comprehensively discusses how to design EC architecture with communication, computing power,
and energy consumption constraints. From the perspective of algorithms and systems, [16] csys-
tematically summarizes the latest approaches to overcome the communication challenges caused
by Al reasoning and training at the edge of the network.

Nonetheless, the mutually beneficial relationship between EC and AI (especially traditional ML,
DL, reinforcement learning (RL), and deep reinforcement learning (DRL)) are seldom dis-
cussed in previous surveys. From this point of view, this article reviews existing works on EC
performance optimization and different application scenarios of Al In addition to the DL methods
discussed in References [13-15], other ML algorithms, especially RL and DRL, are also discussed
in this article.
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Fig. 1. Structure of the survey.

1.5 Our Contributions

Our main contributions in this article are as follows:

(1) We first outline the basic definition and architecture of EC and discuss the necessity of EC
in the presence of cloud computing. We also describe the problems studied by EC.

(2) We discuss the motivations for combining Al and EC from two perspectives:

o Al algorithms can be utilized to optimize EC;

e EC enables Al to be deployed on the edge to bring faster response speeds and network
stability for AI applications in different fields.

We summarize three ideas of deploying Al training and reasoning tasks in the EC architec-

ture based on existing studies and analyze their advantages and disadvantages.

(3) We mainly introduce popular ML algorithms in the field of Al and analyzes their respective
advantages. We summarize the latest research on solving the problems of EC and optimizing
the performance of EC by using Al algorithms. We also review the latest research on applying
Al to other fields under the EC architecture.

Roadmap. The remainder of this article is organized as follows: Section 2 introduces the defini-
tion of EC, discusses why we need EC, and enumerates the challenges faced by EC and correspond-
ing traditional (non-Al) solutions. In Section 3, we combine EC and AI. We first discuss the trends
and reasons for the combination of the two, then introduce the corresponding Al algorithms, and
finally conduct a comprehensive review of the research on using Al algorithms to optimize EC. In
Section 4, we summarize recent works on applying Al to other fields under EC. We summarize this
article in Section 5. The diagram in Figure 1 shows a clear picture of the structure of this article.

2 INTRODUCTION OF EDGE COMPUTING

Cloud computing has been a very popular or even a household concept for the past decade. Cloud
computing brings many conveniences. For example, small- and medium-sized enterprises only
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need to purchase cloud server resources at a relatively low cost, without the need of purchasing
their own hardware and equipment at high prices. This greatly reduces the cost of business oper-
ations and the threshold for companies to engage in technology research and development.

The centralized computing, storage, and network resources of cloud computing has exposed a
series of problems with the development of the times. In this context, EC, a new computing para-
digm, has begun to attract the attention of all areas. In this section, we will give a brief overview of
EC. We will first discuss why EC is needed, and then introduce what EC is. Finally, we will discuss
the problems of EC and corresponding traditional solutions, and point out the shortcomings of
these traditional solutions.

2.1 Why We Need Edge Computing

We will explain the necessity of EC from the following three aspects: the “big data era” caused by
IoT, more stringent requirements of high network stability and response speed, and the consider-
ation of privacy and security.

2.1.1 The Big Data Era Caused by Internet of Things. The concept of IoT was proposed in 1999
for supply chain management, but now IoT covers a much wider area [17]. With the integration
of IoT into traditional industries, many new application areas have been spawned, such as smart
home, smart grid, smart traffic, and intelligent manufacturing. The idea of IoT is that things con-
nected to the Internet form a huge network, achieving the interconnection of these things at any
time and place. With the continuous development of IoT, the number of various sensors, smart-
phones, healthcare applications and online social platforms is soaring, and the resulting global
data will increase to 175 zeta bytes (ZB) by 2025 according to the prediction of International
Data Corporation (IDC) [18]. This huge data volume has facilitated the world of big data [19].

In the era of big data, the most direct and simple method for handling those data is to transfer
the data to the cloud for processing. The annual global cloud IP traffic of 2016 was 6.0 ZB, and it is
expected to reach 19.5 ZB in 2021, reported by Cisco in 2018 [20] . However, the computing power
of the cloud is increasing linearly [21], which is much slower than the current rate of data growth.
With the rapid growth of data, cloud computing will no longer be fully trusted.

2.1.2  More Stringent Requirements of Network Stability and Response Speed. There are some
IoT application scenarios that require extremely fast response speeds. For example, in the scenario
of intelligent driving, sensor devices such as cameras are installed in autonomous vehicles. These
sensor devices can continuously obtain data from the surrounding environment during the au-
tonomous driving mode. In the cloud computing model, these data will be uploaded to the cloud
for computing, and the results will be returned back to the vehicle’s control chip. Considering the
complicated driving environment of a vehicle, this method is actually very time-consuming, and
it may even cause the smart vehicle to fail to make the right decision in a timely manner, resulting
in serious consequences [3].

In the fields of augmented reality (AR) and virtual reality (VR), mobile AR/VR applications
need to continuously transmit high-resolution videos, so they have high requirements for data
computing capabilities, network stability, and response speed [22]. At the current rate of data
growth, the cloud’s computing power becomes less and less proficient in meeting these require-
ments. However, uploading all the data to the cloud will cause serious network congestion. Due to
the limited network bandwidth, the data generated by a large number of IoT devices will impose a
lot of pressure on the network bandwidth, causing cloud computing to no longer meet the require-
ments of latency and response speed in these scenarios. In addition, these data may have a large
proportion of noise and errors. Some survey shows that only one third of the data obtained by
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most sensors are correct [23]. Putting these worthless data into the cloud will cause a huge waste
of cloud server resources and a waste of network bandwidth.

2.1.3  Privacy and Security. Cloud computing has outsourcing features. Users need to host local
data to the cloud when using cloud computing. This leads to a series of data security and privacy
issues [21]. The data loss during long-distance transmission between devices and the cloud can
damage the integrity and accuracy of the data. In addition, highly centralized computing and stor-
age can also become serious problems. When one device in a centralized system goes wrong due
to benign errors or malicious attacks, other devices will be negatively affected. The data privacy
problem refers to the theft and utilization by other unauthorized persons, companies or organiza-
tions. Actually, data owners have lost control of their data uploaded to the cloud, so it is difficult
to guarantee data privacy [24].

2.2 The Definition of Edge Computing

The origin of EC can be traced back to 1999 when Akamai proposed content delivery networks
(CDN) for web page caching near the clients, aiming to improve the efficiency of web page load-
ing [25]. The concept of EC was borrowed from the cloud computing infrastructure to expand the
concept of CDN [26].

EC now has many different definitions. For example, Openstack defines EC as a model that
provides application developers and service providers with cloud services and IT environmental
services at the edge of the network [27]. In Reference [28], the authors believe that the “edge” in
EC refers to any computing and network resources between the data source and the cloud, such
as smart phones, gateways, micro data center, and cloudnet. It can also be understood that EC
offloads some cloud resources and tasks to the edge near users and data sources.

It should be noted that EC cannot replace the roles and advantages of cloud computing due to
the indispensable computing power and storage capacity of the cloud. The emergence of EC is
to make up for the limitations of cloud computing, and the relationship between EC and cloud
computing should be complementary. Therefore, how to coordinate the relationship between the
cloud and the edge so that the two can cooperate more efficiently and securely is a problem that
needs to be studied.

EC’s general architecture is three-layered, as shown in Figure 2, which are end, edge, and
cloud [29].

e End. This layer has two main functions. The first is to perceive the world, which is to ob-
serve, obtain and digitize the information of the physical world. This function is completed
by various types of sensors, such as speed sensors on smart cars, or cameras in smart cities.
The second is to receive information or data from the edge or cloud and perform the cor-
responding tasks. Data obtained from the end is processed by the edge and the cloud, and
then the results will be fed back to the end according to user needs, such as control signals
in smart driving or video traffic accepted by smartphones. Devices in this layer may have
some but very limited computing and storage capabilities.

Edge. The edge layer is between the cloud and the end. This layer contains certain computing,
storage, and network resources, so some tasks that were originally performed in the cloud
can be delegated to this layer for execution. Since this layer is closer to end devices, EC has
the advantages of low latency. Generally, the edge layer is composed of gateways, control
units, storage units, and computing units.

Cloud. This layer actually refers to cloud servers that has been widely used in practice. In
addition to its powerful computing and storage capabilities, the cloud also has the ability to
macro-control the entire EC architecture.
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Fig. 2. Architecture of EC. Gray arrows indicate the data transmission between the end, the edge, and the
cloud. Blue and gray boxes indicate that the task is scheduled to the edge and the cloud, respectively.

EC has advantages in offloading some resources and tasks on the cloud to the edge. The edge
layer is closer to end users and data source, so the transmission distance is greatly shortened, and
the corresponding transmission time is greatly reduced. This effectively improves the response
speed of user requests. At the same time, the shortened transmission distance also reduces the
cost and data security issues caused by the long-distance transmission. From the perspective of
the cloud, large-scale raw data will be processed on the edge to filter out a large number of useless
and erroneous data first, and then the edge uploads important data or information to the cloud.
This greatly reduces the bandwidth pressure, the transmission cost, and the possibility of user
privacy leakage.

2.3 Problems Studied in Edge Computing

Next, we will describe three problems studied in the field of EC in detail: computing offloading,
resource allocation, and privacy and security. We will also explain the shortcomings of traditional
solutions to these problems.

2.3.1 Computing Offloading. Computation offloading was originally proposed in cloud com-
puting. The definition is that the terminal devices with limited computing power delegates part
or all of the computing tasks to the cloud for execution. Similarly, computing offloading in EC
refers to the problem that terminal devices with limited computing power delegate part or all of
its computing tasks to the edge [30]. The main considerations are whether terminal devices will
offload, how much they will offload and to which nodes they will offload. Computing offloading
solves the problems of insufficient resources and high energy consumption in terminal devices.

Traditional methods of computing offloading applied to cloud computing are based on many
assumptions, including that the default server has sufficient computing power and does not care
about its energy consumption or network condition. However, traditional methods based on
the above assumptions are not suitable for solving the computing offloading in EC where edge
devices and servers have limited computing capabilities [31]. Reasonable computing offloading

ACM Computing Surveys, Vol. 55, No. 9, Article 184. Publication date: January 2023.



184:8 H. Hua et al.

strategies are able to reduce energy consumption and latency. Therefore, computing offloading is
an important research topic for optimizing EC.

2.3.2 Resource Allocation. Compared to traditional cloud computing, the most prominent ad-
vantage of EC is that it does not need to upload all the data to the cloud for computing and storage
tasks, which largely frees up network bandwidth and other resources occupied by cloud comput-
ing. In the meanwhile, since tasks are distributed on each edge node with limited resources, an
intelligent and efficient solution for resource management is crucial for EC.

2.3.3  Privacy and Security. EC also faces new challenges regarding data security and pri-
vacy [32]. Some of these challenges come from the inherent problems of cloud computing, and
others come from the distributed and heterogeneity nature of EC itself [33]. Traditional solutions
for data security and privacy issues of cloud computing are not applicable to the non-centralized
computing model of EC. Therefore, further improving data security and further protecting data
privacy is a problem worthy of researchers’ attention.

2.4 Summary

Aiming at the problems described above, many studies based on traditional methods have made
good progress. In solving the problem of resource allocation and computing offloading in EC,
some researchers adopt Lyapunov optimization algorithm [34] to find the optimal decision [35, 36].
Some studies also regard resource allocation and computing offloading as optimization problems
such as linear programming [37] and mixed integer non-linear programming [38-40]. Other tra-
ditional methods include alternating direction method of multipliers (ADMM) [41], Stack-
elberg game [42], and so on. In terms of security, Jing et al. [43] adopt a linear programming
method to reduce data loss. Kang et al. [44] use blockchain technology to protect the security of
data storage and sharing. In terms of privacy protection, traditional methods include differential
privacy [45], wavelet transform [46], and so on.

Although traditional methods above have achieved good results in optimizing EC, they still have
some shortcomings. First, the underlying model needs to be known, which is not an easy task due
to the complexity and dynamics of EC itself. Second, they are easy to converge to local optima,
and their efficiency is usually very low. Moreover, they lack the ability to perform deep and high-
dimensional data mining, automatically extract important features to make fast optimal decisions,
and make prediction. Note that these are all advantages of Al algorithms, and we will describe
how they optimize EC in the next section.

In summary, this section mainly focuses on the concept and motivation of EC. At the same time,
the problems and challenges faced by the development of EC are also described. It is worth noting
that traditional methods have achieved good results in solving these problems, but they still suffer
some shortcomings. In the future, Al algorithms might become more adaptable to new situations,
able to change inputs, outputs, and constraints more easily, and do not need mathematical models
when data are sufficient [12].

3 WHEN EDGE COMPUTING MEETS ARTIFICIAL INTELLIGENCE

In this section, we will first analyze the respective development of Al and EC and the motiva-
tion for the combination of the two, and then we will give an overview of related Al algorithms.
Finally, we will summarize Al-based algorithms for topics such as computing offloading optimiza-
tion, non-computing offloading methods to reduce energy consumption, EC security, data privacy,
and resource allocation optimization.
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Fig. 3. Mutually beneficial relationship between Al and EC. The right-to-left arrow indicates that the opti-
mization and development of EC require the assistance of Al algorithms (e.g., computation offloading opti-
mization). The left-to-right arrow indicates that EC needs to be deployed closer to terminal devices to meet
the requirements of some latency-sensitive Al applications (e.g., smart city).

3.1 Motivations of Combining Edge Computing and Artificial Intelligence

Artificial intelligence is a very critical technology in the era of big data. It brings intelligence and
reasoning capabilities to a large number of terminal devices in [oT. At present, many studies and
applications have combined the two hot areas of Al and EC, and their motivations can be roughly
divided into two aspects:

e The optimization and deployment of EC requires the assistance of Al algorithms;
e EC provides necessary computing functions for Al applications that need to be deployed
close to terminal devices for low latency and high network stability [47].

It can be seen that the development of Al and EC is mutually beneficial (see Figure 3 for a straight-
forward description), and the combined development of the two has attracted the attention of
many researchers.

3.1.1 Edge Computing Benefits Artificial Intelligence. In detail, EC brings benefits to the appli-
cation of AL With the advent of the big data era, the widespread application of Al in people’s
daily lives has become an irresistible trend. Of course, this trend still faces challenges. For exam-
ple, AT’s reasoning and training requires strong computing power and sufficient energy support,
but terminal devices often do not meet these two requirements. In recent years, cloud computing
has fulfilled these needs by offloading Al model training and reasoning tasks that terminal devices
cannot perform to the cloud server. However, relying solely on cloud computing will cause prob-
lems like insufficient bandwidth and high latency when a large number of Al models are used by a
large number of terminal devices [48]. With the advent of EC, Al can be deployed near terminal de-
vices and users on the edge and terminal with certain computing resources and storage resources,
therefore meeting the needs for low latency and high network stability [11].

In return, EC also brings three ideas to the application of Al in other fields (visually represented
by Figure 4).

(a) Massive data are preprocessed and then uploaded to the cloud for Al training and reason-
ing [49]. Although this idea has greatly reduced the pressure of massive data on bandwidth
and transmission costs, it does not meet the requirements of many applications in terms of
latency (e.g., IoV and AR/VR applications).

(b) To reduce the latency of applications, Al reasoning tasks are performed on the edge or the
end, while model training tasks are still performed in the cloud [50].
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Fig. 4. Hierarchical modes for deploying Al in EC. The figure is divided into three parts by two vertical dotted
lines, which correspond to three hierarchical modes. Neural networks and cylinders represent training tasks
and reasoning tasks, respectively. (a) The leftmost part describes that both training and reasoning tasks are
deployed in the cloud. (b) The blue part in the middle describes that the training tasks are performed in the
cloud, but the reasoning tasks are performed in both cloud and edge. The red part in the middle describes
that the training tasks are in the cloud, while the reasoning tasks are performed completely on the edge.
(c) The blue part in the rightmost part indicates that both training and reasoning tasks are deployed in both
cloud and edge. The red part describes the training and reasoning tasks performed only on the edge.

(c) Delegate part or all of Al training and reasoning tasks to the edge [51]. With distributed
characteristics, this idea helps enhance the location awareness of Al models while reducing
the latency and bandwidth pressure [33]. Note that the requirements for energy consumption
and computing power of edge devices will also increase as the number of tasks devolved to
the edge side increases.

As can be seen from the above, these three ideas have their own advantages and disadvantages, so
existing studies are more inclined to choose the best idea according to the specific situation.

3.1.2  Artificial Intelligence Benefits Edge Computing. Al is playing an important role in the opti-
mization of EC [52]. Since EC is distributed and the workload of each edge device changes dynam-
ically with time and location, this uncertainty and unpredictability have brought huge obstacles
to the application of EC. In this sense, EC still needs to be optimized and improved in many as-
pects, such as optimizing computing offloading, optimizing resource allocation, reducing latency
and energy consumption, and improving user experience.

Many optimization problems in EC are very complex non-convex problems. As the number of
devices and users increases, the scale of these problems will also rapidly increase [53]. Compared
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to traditional methods, ML is more suitable for solving optimization problems of EC and has better
results [54]. In addition, Al algorithms are also good at effectively mining hidden information and
laws from data in complex and noisy EC environments, which has plagued traditional optimization
methods for a long time.

3.2 Introduction of Artificial Intelligence Algorithms in Edge Computing

We are going to introduce these Al algorithms used in EC, namely, traditional ML algorithms, DL,
RL and DRL algorithms. We will also provide some examples of application accordingly. In this
article, we mainly focus on the field of ML in Al algorithm. Other algorithms such as evolutionary
algorithm are not the focus of this article, but are briefly introduced in this section.

3.2.1 Traditional Machine Learning. The traditional ML algorithms in this work particularly
refer to those ML algorithms other than DL and RL. Given the availability of label information,
the traditional ML algorithms can be divided into supervised learning, semi-supervised learn-
ing, and unsupervised learning. Among them, supervised learning requires labeled data to train
the model, while unsup