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Abstract

In this paper, the edge detection using fuzzy neural network is described. The input features
are fuzzy sets and a learning algorithm employs fuzzified delta rule. To increase the efficiency
during the training, the varied learning rate and the momentum is applied instead of fixed
values. In addition, instead of pixel-based inputs, the texture-based inputs are fed into the
fuzzy neural network to facilitate and determine the quality of an edge feature. Experimental
results have been tested for the case of both step edges and real world images with noise. The
performance of a fuzzy neural network edge detector is compared with the neural network and
the traditional  techniques such as Sobel, LoG, Gabor function, and relaxation.
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1. Introduction

Neural networks and fuzzy set are both well suited for nonlinear and time-
varying system, especially, they can estimate a function without an explicit
analytical model of how outputs depend on inputs [1]. The aims of combining
fuzzy set and neural networks are to speed up the learning and generalize input
features to generate appropriate output values. The fuzzy neural network,
abbreviated FNN, has three models [2] which are grouped via input signals and
weight of a network. The first model has real number input signals but fuzzy set
weights. The second model has fuzzy input values and weights are real number.
The last model both the input signals and weights are fuzzy set.

For edge detection, the applied scheme is the second model that the inputs
of FNN are fuzzy values and the normalized real number weights. The learning
algorithm of FNN is the fuzzified delta rule [3]. Both the varied learning rate
and the momentum [4] are applied instead of the arbitrary fixed values to
reduced the convergence time and avoided the local minima. The learning rate is
varied following the variance of each training pattern and the momentum factor
is changed depending on the standard deviation of each epoch. The presented
FNN is a four-layer topology with nine nodes for an input layer, twenty nodes
for the 1st hidden layer, fifteen nodes for the 2nd hidden layer, and one node for
the output layer.

The purpose of this paper is an edge detection which is one of an important
task in computer vision. Edge detection is the front-end process of object
recognition and image understanding systems. Most edge detection operators
are usually based on one of the following approaches: gradient operators,
Laplacian-of-Gaussian (LoG) operator, Gabor function, and relaxation. The
gradient operator [5] such as Sobel, the edge pixels are defined to be those
where the first-order derivative of the pixel intensity values exceeds an arbitrary
threshold. The Laplacian-of-Gaussian operator [6] is based the edge pixels by
the second-order derivative of pixel intensity values undergoes a zero crossing.
In the case of Gabor function [7], an edge image is achieved by the carefully
defined threshold. The edge detection by relaxation [8-10] is an iteration
process that the probability of each pixel is calculated starting from an initial
guess value to defined edge pixels. If neighboring pixels support this conjecture
the probability value is increased and will be iterated until a stable probability.

In our scheme, both synthetic and natural images have been employed to
compare the performance of the proposed algorithm with the four
aforementioned traditional techniques and also neural network using the
backpropagation learning method. An edge detector figure of merit [11] is
quantitatively used for a performance metric to evaluate the edge images. This
performance merit is defined by

  P
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where IN = MAX(II, IA), II  and IA represent the number of ideal and actual edge
map points, a is a scaling constant; and d is the separation distance of an actual
edge point normal to a line of ideal edge points. The rating factor (P) is
normalized so that P = 1 for a perfectly detected edge.

2. Fuzzification

The edge points are determined by the edge possibility that compares with the
neighboring points; when the intensity change immediately the possibility (grade
or degree of membership) [12-14] of the edge will be high. Instead of using a
pixel-based feature as input, the texture-based input is applied. In our proposed
scheme, the three simple texture variables that consist of the entropy,
dispersion, and the standard deviation is used on trial to detected edge pixels.
Each variable is fuzzified [15] and fed into an FNN one at a time. The results of
this trial are shown in the Figure 1.

      

        (a) input   (b) entropy          (c) dispersion    (d) standard deviation

Figure 1: The effect of each variable on edge detection.

Figure 1(d) has shown more a complete edge so the standard deviation has
been chosen as an input feature. This texture-based input, the standard deviation
value in 2 × 2 mask, is a fuzzy variable which is fuzzified with the S function
[16]. The results from S function are the edge possibilities. An S function is
given by
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Where x is a standard deviation, min and max denote the minimum and
maximum values of standard deviation of pictures, and mid = (min + max) / 2.
The membership values, µA(x) ∈ [0, 1] are the edge possibilities that are fed into
an FNN to detect edges.
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3. FNN Edge Detector

The topology of  an FNN edge detector is shown in Figure 2. Xp = {x1, x2, x3,
..., x9} represents a  pth input pattern vector. Each element is a local standard
deviation value of 2 × 2 sub-image. Input vector Xp is fuzzified by Equation (2).
The membership values of an edge possibility are fed into an input layer of a
network. A next step is the learning algorithm of the FNN edge detector to
define an edge pixel on an output layer.
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Figure 2: FNN edge detector topology.

Fuzzifier

µ(x
1
) µ(x

2
) µ(x

3
) µ(x

4
) µ(x

5
) µ(x

6
) µ(x

7
) µ(x

8
) µ(x

9
)

h1
1

h2
1

h3
1

h1
2

h2

2
h3

2

h20

1

h15

2

0.9

0.1

0.5     f(net)

Input
Layer

1st Hidden
Layer

Output Layer

EDGE

NON EDGE

EDGE POSSIBILITY

2nd Hidden
Layer

                                                Transactions on Information and Communications Technologies vol 16, © 1996 WIT Press, www.witpress.com, ISSN 1743-3517 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                           
 
 
                                                                                  
 
                                                                      
 
                                                                                  
 
 
 
 
 
 

                            
                                                                                  
                                                                                  
                                                                                  
 
 

 
                                                                                                                                         
                                                        

 
                   

 
 
 



The learning algorithm of an FNN is the fuzzified delta rule. A training set

of this algorithm is { }   T X Dp p p= , ; p = 1, 2, 3, ..., P. Where P is all patterns for

the network training. For a bar over a symbol it represents a fuzzy set.   Dp

referred to the set of output target where   Dp ∈ {0.1, 0.9} with 0.1 and 0.9 are

denoted to non-edge and edge, respectively. The output node of each layer can
be calculated with an activation function [17-19] which is defined by

  o f y
epj pj ypj

= =
+ −( ) 1

1
(3)

where   y w xpj ji pii

N= =∑ ;1  N is a number of node on each layer. For wji denotes as

a weight link from i th input node to j th  output node.
The update weight equation is connected between layer at a time t that

given by

  w t w t x w tji ji p pj pi p ji( ) ( ) ( )+ = + +1 η δ α∆ (4)

where ηp is a varied learning rate and is calculated by
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where Ep is the sum square error between the desired output or expectation
value of pth pattern and the obtained activation on output layer, and S refer to
the number of pattern being trained. The α in Equation (4) denotes a
momentum value which is varied corresponding to the standard devation of
each epoch and is expressed by

  α =
E

P
p (6)

and the error term can be written as
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where   δ pj
*  and   wji

*  are error term and weight on next layer respectively. For

∆pwji(t-1) is the weight at the time  t-1 and is given by

  ∆ p ji ji jiw t w t w t( ) ( ) ( )= − −1 (8)
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TRANING  PATTERNS

 (1) INPUT PATTERN          

Figure 3 : FNN edge detector training diagram.

On the output layer of Figure 2, An edge pixel is defined with a threshold that
equal to 0.5.
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Figure 3 illustrates the training algorithm of the FNN edge detector that the
fuzzified  delta  rule  has been employed for learning.  Both input patterns and
output targets are 32 × 32 synthetic images, Ws denote the weight matrixes, and
Emax represents the acceptance maximum error value which is equal to 0.01.

4. Experimental Results and Comparison

This section presents several results that illustrate the effectiveness of our
proposed edge detection algorithm, by compared with the four traditional
techniques namely Sobel, LoG, Gabor function, and relaxation on two images.
The first group of images, shown in Figure 4(a), (b) and (c), is synthetic images
that contain only step edges. The map images, shown in Figure 4(d), (e) and (f),
are the second group images. These scanned images contain several types of
edges including both continuous and step edges. The performance comparison
of edge detectors based on two criteria: its ability to detect an edge, and the
accuracy of localization the spatial position of those detected edges. The
robustness of the edge detectors is also tested by applying them with Gaussian
noise corrupted versions of each image that is illustrated in Figure 4(b), (c), (e)
and (f), with noise of variance σ2 = 25, 50, 15 and 30 respectively.

The comparisons are shown both qualitative and quantitative. A qualitative
comparison is expressed in the Figure 5 to Figure 10 for each algorithm. Figure
5, (a), (b), (c), (d), (e) and (f), show the results of an FNN edge detector on the
synthesis and map images  of  Figure 4. The results of an edge detection by
neural network (NN) with backpropagation learning [4] are shown in Figure 6,
(a) - (f). In Figure 7 to Figure 10, (a) - (f), are the results of the four
aforementioned  traditional  techniques;  Sobel,   LoG,   Gabor   and   relaxation

          

        (a) (b) (c) (d) (e) (f)

Figure 4 :  Synthetic Image (a-c),  Map Image(d-f); (a) without noise, (b) with
noise of variance σ2 =25, (c) with noise of variance σ2 =50 (d) without noise,
(e) with noise of variance σ2 =15, (c) with noise of variance σ2 =30.

          

        (a) (b) (c) (d) (e) (f)

Figure 5 : Edge image using FNN edge detector on synthetic and map images.
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        (a) (b) (c) (d) (e) (f)

Figure 6 : Edge image using neural network on synthetic and map images.

          

        (a) (b) (c) (d) (e) (f)

Figure 7 : Edge image using Sobel on synthetic and map images.

          

        (a) (b) (c) (d) (e) (f)

Figure 8 : Edge image using LoG with 3 × 3 mask and σ = 1.06 on synthetic
and map images.

          

       (a) (b) (c) (d) (e) (f)

Figure 9 : Edge image using Gabor function with σ=0.9, ω=1.11 on synthetic
and map images.

          

       (a) (b) (c) (d) (e) (f)

Figure 10 : Edge image using relaxatoin with d* = 0.1 and q* = 0.15 on
synthetic and map images.
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respectively. For a quantitative comparison, the figure of merit P (Equation (1))
for each of the studied method can be calculated for the case of synthetic images
and map images. In the case of map image that is a natural image, the figure of
merit could not be easily computed, but in our experiment the ideal edge Ii is
calculated from Robert edge operator [11] and the results are summarized in
Table 1 and Table 2 for synthetic and map image respectively. In the case of
added noise images, Table 1 and 2, the relaxation method achieves a good
performance in comparison with the FNN but it is very time consuming to
identify the optimum variables d* (the constant employs to adjust confidence
value) and q* (the lowest bound confidence value) using trial-and-error.

Table 1: Comparison of figures of merit on synthetic image

Noise
(σ2)

Soble
operator LoG

Gabor
function relaxation NN FNN

No noise 0.28 0.65 0.57 0.68 0.84 1.00
25 0.27 0.10 0.27 0.65 0.24 0.29
50 0.19 0.09 0.25 0.43 0.20 0.25

Table 2: Comparison of figures of merit on map image

Noise
(σ2)

Soble
operator LoG

Gabor
function relaxation NN FNN

No noise 0.48 0.35 0.57 0.56 0.13 0.71
15 0.44 0.33 0.54 0.62 0.12 0.60
30 0.33 0.32 0.36 0.56 0.09 0.40

5. Conclusion

In this paper we have presented an FNN for edge detection. The learning
algorithm of FNN is the fuzzified delta rule and employs two adjustable
parameters instead of fixed values during the training: the first is a learning rate
that varied following the variance of each training pattern, and the second is a
momentum factor which is varied depending on a standard deviation of each
epoch. From the compared results with both simulated images and 0-255 grey-
level real images, the FNN for edge detection has demonstrated better
performance than the neural network and also the traditional edge operators
with consistency and more accuracy to identify edge data. The major
advantages of this algorithm are the speed up in convergence time, higher
accuracy for edge position and least thickness.
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