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Abstract

In this paper, thedge detectiomsingfuzzy neural network iglescribed. Thénput features

are fuzzy sets and a learning algorithm employs fuzzified delta rule. To incre&stctbrcy

during the training, thearied learning ratand themomentum is applied instead fited

values. In addition, instead of pixel-based inputs, the texture-based arpdesl into the

fuzzy neural network to facilitatend determine the quality of aedge feature. Experimental
results have been tested the case of both step edgasd realWworld images with noise. The
performance of a fuzzy neural network edge detector is compared with the neural network and
the traditional techniques such as Sobel, LoG, Gabor function, and relaxation.
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1. Introduction

Neural networks anduzzy set are bothvell suited fornonlinear and time-
varying system, especially, they can estimate a funetibimout an explicit
analytical model ohow outputdepend on inputs [1]. The&ms of combining
fuzzy set andheural networks are to speed up lerning and generalize input
features to generate appropriadatput values. Thefuzzy neuralnetwork,
abbreviated FNN, has thresodels[2] which are groupedia input signals and
weight of a network. Thérst model has real number input signald fuzzy set
weights. The second model Hagzy input values and weightse reahumber.
The last model both the input signals and weights are fuzzy set.

For edge detection, trepplied scheme ihe secondnodelthat theinputs
of FNN arefuzzy values anthe normalized real number weights. Tlearning
algorithm of FNN isthe fuzzified delta rule [3].Both thevaried learningate
and themomentum([4] areapplied instead othe arbitraryfixed values to
reduced the convergence time and avoided the local minimdedrhangrate is
varied followingthe variance of each trainingattern and thenomentumfactor
is changed depending on the standard deviation of each epoch. The presented
FNN is a four-layer topology withine nodes for an input layer, twenty nodes
for the 1st hidden layer, fifteen nodes for the Riaden layer, andne node for
the output layer.

The purpose of this paper is an edge deteetinoh isone of an important
task in computewision. Edge detection is the front-end process of object
recognition andmage understanding systems. Modge detection operators
are usually based on one of thillowing approaches: gradient operators,
Laplacian-of-GaussiaflLoG) operator, Gabofunction, and relaxation. The
gradientoperator [5]such as Sobel, the edge pixels defined to bethose
where the first-ordederivative ofthe pixel intensity valuegxceeds an arbitrary
threshold. The Laplacian-of-Gaussiaperator [6] isbased the edge pixels by
the second-ordeterivative of pixel intensity valuamdergoes a zerarossing.

In the case of Gabor function [7], an edgmge is achieved bihe carefully
defined threshold. The edge detection by relaxat[8Al0] is an iteration
process that therobability of each pixel igalculated starting from ainitial
guess value tdefinededgepixels. If neighboring pixelsupportthis conjecture
the probability value is increased and will be iterated until a stable probability.

In our scheme, botlsynthetic and natural images have been employed to
compare the performance of the proposatyorithm with the  four
aforementioned traditional techniques and also newesvork using the
backpropagatioriearning method. An edge detectdigure of merit[11] is
guantitatively used for a performance metric to evaltieedgemages. This
performance merit is defined by

p=-1 1 Z_l (1)

1+ ad2
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wherely = MAX(l}, 1a), I, andl, represent theaumber of ideal andctual edge
map pointsa is a scalingonstant; and is the separation distance of an actual
edge point normal to a line ofleal edgepoints. The rating factorPj is
normalized so thd® = 1 for a perfectly detected edge.

2. Fuzzification

The edge points are determined by the quigpsibility that comparesvith the
neighboring points; whethe intensity changenmediatelythe possibility (grade

or degree omembership]12-14] of the edge iV be high. Instead of using a
pixel-based feature as inpthe texture-based input is applied.our proposed
scheme, the three gie texture variables that consist of the entropy,
dispersion, and the standard deviation is used on tridétected edge pixels.
Eachvariable is fuzzified15] andfed into an FNN one at a time. The results of
this trial are shown in the Figure 1.

\

b
(a) input

e )

b) ep (c) dispersion ) standard deviation
Figure 1: The effect of each variable on edge detection.

Figurel(d) has shown more a complete edge so the standard deviation has
been chosen as an input feature. This texture-based input, the stiavikradn
value in 2x 2 mask, is a fuzzy variable which is fuzzified wilte S function
[16]. The resultsrbm S function are the edgpossibilities. AnS function is
given by

O 0) if X £ min
U x-min & L .
Ezmg; if min «x< mid
=0 2
HaA() Ox-min 4 L @
- —[1: if mid <x < max
ax— minl
H 1 ifx >max

Where x is a standard deviatiomin and max denote theminimum and
maximumvalues of standard deviation of pictures, and = (min +max) / 2.
The membership valugs,(x) O [0, 1] are the edge possibilities that are fed into
an FNN to detect edges.
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3. FNN Edge Detector

The topology of an FNN edg#etector isshown in Figure 2X, = {Xi1, X, Xs,
..., Xo} represents ap” input pattern vector. Eaatlement is a local standard
deviation value of % 2 sub-imagelnput vectorX, is fuzzified byEquation (2).
The membership values of adgepossibility arefed into an input layer of a
network. A next step is thkearning algorithm othe FNN edgeletector to
define an edge pixel on an output layer.

X O

_Ekl 2 %o
Xp_ﬁ(4 X X0
B X %8
Fuzzifier

Input
Layer

1st Hidden
Layer

__________________________________________ @ 2nd Hidder
Layer

0.9

NON EDGE Output Layer

0.5 f(net)

Figure 2: FNN edge detector topology.



@% Transactions on Information and Communications Technologies vol 16, © 1996 WIT Press, www.witpress.com, ISSN 1743-3517

Thelearning algorithm of an FNN the fuzzified delta rule. A training set
of this algorithm isTp:{Yp, ﬁp} : p=1, 2,3, ...P. WhereP is all patterns for

the networktraining. For a bar over aymbol itrepresents duzzy set. D,
referred to the set afutput targetvhere 5p [1{0.1, 0.9} with 0.1and0.9 are

denoted to non-edge and edgespectively. Theutput rode of eaclayer can
be calculated with an activation function [17-19] which is defined by

~ _ froy—_ 1
Opj - f(ypj)_ 1+e—ypj (3)

where y, = Zi“ileix)i; N is a number of ode on each layeForw; denotes as

a weight link fromi™ input node t¢g™ output node.
The update weight equation is connected betWager at a time that
given by

w(t+D) = w (§+n,8,%, +an, w(} @)
wheren, is a varied learning rate and is calculated by

Ep —\2
ny=oi E=2(a-d) ©)
whereE, is thesum square errobetween the desiredutput orexpectation
value ofp" pattern and the obtained activation artputlayer, andS refer to
the number of pattern being trained. Thea in Equation (4) denotes a
momentum value which is variezbrresponding to the standard devation of
each epoch and is expressed by

0 =45 (6)

and the error term can be written as

6 _ |:tapj - apj )T)pj (1_T)pj ) ’ for Output |ayer
P 00, (1-0,) (B 5 W) | for other layers

(7)

where 8 and w, are error termand weight on nexayer respectively. For

ji

Apw;(t-1) is the weight at the timel and is given by

A W, (0= w (0 - w (- (8)
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TRANING PATTERNS
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Figure 3 : FNN edge detector training diagram.

On the outputayer of Figure 2, An edgeixel is definedwith a thresholdhat
equal to 0.5.
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Figure 3 illustrates the training algorithmtbbé FNN edgeletector that the
fuzzified delta rule has been employked learning. Both input patterns and
output targets are 3232 synthetic image¥ys denote the weight matrixes, and
Emax represents the acceptance maximum error value which is equal to 0.01.

4. Experimental Results and Comparison

This sectionpresents several resultsat illustrate theeffectiveness of our
proposed edge detectiamgorithm, by compared with the four traditional
techniqueshramelySobel, LoG, Gabofunction, and relaxation otwo images.
The firstgroup ofimages, shown in Figud(a), (b) andc), issynthetic images
that contain only step edges. The map images, shown in Biglr€e)and (f),
are the second groumages. These scanned images contain several types of
edgesincluding both continuous and step edges. The performemegarison
of edge detectorbased ortwo criteria: itsability to detect an edgegnd the
accuracy of localizatiorthe spatial position ofthose detected edges. The
robustness of the edge detectoralgo tested bypplying them with Gaussian
noisecorruptedversions of each imagdhat isillustrated in Figure 4(b)c), (e)
and (f), with noise of variana® = 25, 50, 15 and 30 respectively.

The comparisons are shown both qualitative and quantitatigealative
comparison is expressed in the Figure 5 to Figure 10 for each algdtigure
5, (@), (b), (c), (d), (eand (f), show the results of an FNN edlgector on the
synthesis and map images of Figurelde results of an edge detection by
neuralnetwork (NN)with backpropagatiotearning[4] areshown in Figure 6,
(@) - (f). In Figure 7 to FigurelO, (a) - (f), are the results of the four
aforementioned traditional techniques; Sobel, LoG, Gabor and relaxation

(a) (b) (C)

Figure 4 : Synthetic Image (a-c), Map Image(dd); withoutnoise, (b)with
noise of variance” =25, (c)with noise of variance® =50 (d) withoutnoise,
(e) with noise of varianoe® =15, (c) with noise of variana® =30.

(@) (b) ©

G

Figure 5 : Edge image using FNN edge detector on synthetic and map images.
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(a) (b) (€) (d) (e) (f)

Figure 6 : Edge image using neural network on synthetic and map images.

©

Figure 8 : Edgemage usind-oG with 3 x 3 mask anab = 1.06 onsynthetic
and map images.

Figure 9 : Edgemage usingGabor function witho=0.9, w=1.11 onsynthetic
and map images.

@) (b) ©

®

Figure 10 : Edgemage using relaxatoin witd* = 0.1 and g* = 0.15 on
synthetic and map images.
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respectivelyFor a quantitative comparison, tigure of meritP (Equation (1))
for each of the studied method can be calculated for the case of syinthgés
and map images. limne case ofmap imagehat is a naturamage,the figure of
merit couldnot beeasilycomputed, but in ouexperimentthe ideal edgel; is
calculated from Robert edggperator [11]and the results aseimmarized in
Table 1 and Table 2 for synthetic amép image respectively. the case of
added noise images, Table 1 andtl® relaxation methoachieves agood
performance in comparison with the FNN but itvesy time consuming to
identify the optimum variablesl* (the constanemploys toadjust confidence
value) andy* (the lowest bound confidence value) using trial-and-error.

Table 1: Comparison of figures of merit on synthetic image

Noise Soble Gabor
(0 | operator] LoG| function | relaxation NN FNN
No noise| 0.28 0.65 0.57 0.68 0.84] 1.00
25 0.27 0.10 0.27 0.65 0.24 0.29
50 0.19 0.09 0.25 0.43 0.20 0.25

Table 2: Comparison of figures of merit on map image

Noise Soble Gabor
(0 | operator] LoG | function | relaxation NN FNN
No noise|  0.48 0.35 0.57 0.56 0.13] 0.71
15 0.44 0.33 0.54 0.62 0.12 0.60
30 0.33 0.32 0.36 0.56 0.09 0.40

5. Conclusion

In this paper we have presented an FNN for edge detectionle@imeng
algorithm of FNN isthe fuzzified delta rule andemploystwo adjustable
parameters instead fiked values duringhe training: the first is dearningrate
that varied followingthe variance of each trainingattern, and the second is a
momentumfactor which is varied depending onséandard deviation of each
epoch. From the compared results with sithulated images ar@255 grey-
level real images,the FNN for edge detection has demonstratter
performance than the neunma¢twork and also the traditional edgperators
with consistency and more accuracy iaentify edge data. The major
advantages of this algorithare the speed up in convergence timgher
accuracy for edge position and least thickness.
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