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Abstract: Because the COVID-19 epidemic has limited human activities, it has touched almost every
sector. Education is one of the most affected areas. To prevent physical touch between students,
schools and campuses must adapt their complete learning system to an online environment. The
difficulty with this technique arises when the teachers or lecturers administer exams. It is difficult to
oversee pupils one by one online. This research proposes the development of a computer program to
aid in this effort. By applying deep learning models, this program can detect a person’s activities
during an online exam based on a web camera. The reliability of this system is 84.52% based on
the parameter F1-score. This study built an Indonesian-language web-based application. Teachers
and lecturers in Indonesia can use this tool to evaluate whether students are cheating on online
exams. Unquestionably, this application is a tool that may be utilized to develop distance learning
educational technology in Indonesia.

Keywords: COVID-19; deep learning; web-based application; online exams

1. Introduction

Many activities have changed due to the COVID-19 pandemic. Various countries
have attempted to overcome this, including Indonesia, which has imposed large-scale
social restrictions [1]. The policy affects many activities in various fields, one of which is
education. In the field of education, teaching methods that previously used face-to-face
methods have shifted to online teaching methods [2]. In the teaching and learning process,
a method is needed to assess the achievements of students in the form of an exam. However,
the implementation of this exam still cannot be separated from its relation to academic
cheating [3,4]. Cheating activity has been a problem in the world of education for a long
time; coupled with the pandemic conditions have increasingly made it worse [5–7]. To
detect cheating activity, a strict and organized control system is required.

Human activity recognition (HAR) is one of the issues that is receiving a lot of attention
as technology advances at a rapid pace [8–10]. Because of its widespread usage, HAR has
been the subject of extensive investigation. It may be utilized in a variety of situations,
from monitoring ill individuals to monitoring people in houses that employ the smart
home idea [11]. It can aid in decision-making or produce early warnings. HAR can also
be implemented to detect cheating. To do so, the system must develop a model that can
distinguish human behavior based on recorded camera captures generated by someone
taking an online exam.

Deep learning can be used for detection in this investigation. It is a machine learning
methodology that uses many layers of nonlinear information processing to achieve feature
extraction, pattern identification, and classification [12,13]. It is a frequently utilized
approach for HAR [14–16]. Its architecture makes use of artificial neural networks. It
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is so-called because of its numerous connected layers and neurons. When new data is
received, the algorithm is taught to recognize patterns and categorize various sorts of
information [17]. The primary distinction between machine learning and deep learning is
that feature extraction in machine learning must be manually constructed, which requires a
significant amount of time and work. Meanwhile, deep learning extracts characteristics for
categorization automatically. On the other hand, a significant quantity of data is needed to
train the algorithm [18].

Convolution neural network (CNN) is the deep learning algorithm used in this work.
It is believed to be the best model for handling object detection and recognition issues and
may be used to solve difficulties in data classification with a high degree of accuracy [14].
It is a deep learning method that is meant to interpret two-dimensional input, such as
images or speech [19]. It was motivated by how people process and develop a visual
perception in order to distinguish or detect an item in a digital picture. It uses a supervised
learning approach to categorize labeled data. It is frequently used to distinguish objects or
perspectives, as well as to detect, segment, and classify images [20]. It is a technology that
may also be used to detect human activities [21]. It is created by stacking the three variants
of the layer: convolutional, pooling, and fully connected layers [22].

There are several CNN architectures. MobileNet is one of them. The design differs
from other CNN architectures in that the thickness of the filter on the convolution layer
matches the thickness of the input. The convolution is divided into depth-wise and
pointwise convolution [23]. There are inputs and outputs between models at the bottleneck,
while the inner layers embody the model’s capacity to adapt inputs from lower-level
concepts. As a result, shortcuts between bottlenecks enable faster training and higher
accuracy [24]. MobileNetV2 is a CNN architecture for image detection that evolved from
MobileNetV1 [25]. It employs deep and directed convolution. With fewer parameters, it
achieves higher accuracy than MobileNetV1. It introduces two new capabilities: linear
bottlenecks and shortcut connections between bottlenecks [26].

The thickness of the filter on the convolution layer based on the input which distin-
guishes the MobileNet design from other CNN architectures. It separates convolution
into depth-wise and point-wise convolution, allowing for quicker and more accurate
training [24]. This study creates an Indonesian-language web-based application. The
application’s input is a video from participant recordings during online tests. According
to the researchers’ observations, no program exists that evaluates recordings from online
tests asynchronous. Another use under development is synchronous detection analysis,
which necessitates a huge internet limit. Indonesia is an archipelago with varying levels
of internet availability across the country. If they share the internet network quota, the
adoption of a synchronous cheat detection program during the exam’s implementation
would be disturbed. As a result, this study suggests an asynchronous use. Furthermore, the
program employs Indonesian as the language of instruction to make it easier for teachers
and lecturers in Indonesia to use. Every instruction in this program is designed to be easier
to grasp for all Indonesians due to the usage of the national language of Indonesia. This
research proposes an asynchronous, website-based application in Indonesian that can be
used to identify online exam cheating. This program can be utilized by individuals from
diverse educational levels and backgrounds. Only if there is a web camera in front of the
computer monitor pointing directly at the examinee’s face may monitoring be performed.

2. Related Works

Academic dishonesty is a complicated problem that is generally understood as occur-
ring when students engage in plagiarism, copying and pasting, looking at other people’s
work, and data fabrication [27]. Academic dishonesty undermines the integrity of educa-
tional institutions by resulting in inaccurate academic evaluations and possibly inaccurate
grading of students. Academic integrity is seriously threatened by cheating on academic
tasks, which is a serious ethical issue. Academic dishonesty has an enormous impact on the
credibility of educational institutions and the trustworthiness of their students. To detect
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dishonesty, several methods have been used. Institutions have implemented a variety of
methods to prevent cheating, from technology-based solutions to moral education [28]. By
using technology, such as digital scanning of essays, turnitin.com, or software to detect
plagiarism, educational institutions can ensure that their students are held accountable for
their own work [29]. The advancement of technology has accelerated research in this field.

Alrubaish et al. suggest an improvement to current algorithms in order to develop
a model that identifies cheating intent [30]. The algorithm is backed by a collection of
technologies and equipment, including a heat detector connected to a security camera
and augmented by an eye-tracking system. When students want to cheat, their bodies
release a particular range of heat owing to the relationship between their bodies and their
emotions. The radiated heat will cause the camera to concentrate and detect the students’
faces, after which it will detect their eyes and begin analyzing their movement to determine
whether a student intends to cheat. Eventually, adopting this model would be highly
beneficial in detecting the cheating intentions of students, and its application would not be
confined to educational contexts alone; it could be implemented in other sectors with slight
modification.

Using a 360-degree security camera, Turani et al. present a novel method for exam
proctoring [31]. Mainly, online examinations’ security is a key worry. Consequently, a
delivery technology must not only guarantee the identification of a test-taker, but also the
test’s entire validity. This research investigates the use of the 360-degree security camera
over the typical webcam in order to increase test security and reduce stressful limits. In
order to avoid cheating, this research also proposes an automated proctoring paradigm
that eliminates the need for real-time proctoring and any scheduling restrictions, utilizing
machine learning methods to enhance the suggested system. To enable authentication
and the seamless operation of the online test, a secure framework employing biometrics is
utilized.

Another approach related to hardware was carried out by Atoum et al. The system
hardware consists of a camera, a wear-cam, and a microphone to monitor the visual and
aural surroundings of the testing site [32]. Their research describes a multimedia analytics
system that administers online examinations automatically. The system consists of six
fundamental components that continually assess the most important behavioral cues: user
verification, text detection, voice detection, active window detection, gaze estimation, and
phone detection. By merging the continuous estimating components and adding a temporal
sliding window, we created higher-level features to classify whether a test-taker is cheating
at any time throughout the exam.

Research developments rely not only on hardware, but also on the use of computer
vision through a machine-learning approach. By taking advantage of advances in machine
learning, computer vision has become increasingly efficient in processing images, object
recognition, and tracking, enabling research to be more accurate and reliable. Exam
cheating is frequently regarded as an abnormal occurrence. Strange postures or motions
help researchers identify it [33–40]. This detection is accomplished effectively through
the use of computer vision. Using machine learning, systems become more intelligent.
With this increased intelligence, computer vision systems are able to detect suspicious
behaviors more effectively than before. Technological advances in the field of processing
using deep learning also have a direct impact. A number of studies have reported the
use of this method for the detection of suspicious activity in both online and offline
exams. Most of the approaches employed are CNN [41–44]. CNN is expanding its use
of transfer learning for object identification in many applications, including pedestrian
surveillance [45], industrial automation [46], and medical applications [47,48]. As presented
in this study, it is hypothesized that transfer learning will likewise yield positive results for
detecting online exam fraud. There are several programs for detecting online exam cheating;
however, they are now only available in English, such as https://www.autoproctor.com,
(accessed on 23 November 2022). Consequently, Indonesian-language software are still
required to assist educators of all educational levels and backgrounds.

https://www.autoproctor.com
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3. Methodology

The research carried out included collecting data on online exam activities in the form
of video recordings extracted into frames, data preprocessing, in which data augmentation
was carried out to enrich existing data, data splitting, which divided data into training data
and test data, model creation and training, and model evaluation and application. It is
shown in Figure 1.
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3.1. Data Collecting

The video data recorded from webcams of several persons taking online tests were
utilized in this investigation. The dataset was obtained from Michigan State University’s
Computer Vision Lab and is available at the following address: http://cvlab.cse.msu.edu/
project-OEP.html (accessed on 18 February 2022). There were 24 participants in the dataset
who took the online exam. The data was separated into 15 participants that played students
and 9 participants that were actual students taking online exams. Each participant had a
video file that was a recording of online test activities, and there was a ground truth of
the actions that occur in the video. This study’s online exam activities included No Cheat,
Read Text, Ask Friend, and Call Friend. Each subject was extracted into a frame and classified
based on ground truth. The image data frame was then tagged with the appropriate class.

3.2. Data Preprocessing

Data preprocessing is the process of equalizing data sizes and augmenting data for
all data [36]. Its role is to alter the data so that it fits the intended format, resulting in
more and more diverse data and a more accurate model. In this work, data augmentation
employed a transformation to generate numerous copies of frames with varying variances.
Rotating, shifting, flipping, and zooming were some of the augmentation techniques used.
This strategy did not alter the target class, but it gave a new viewpoint on catching objects
in new frames [37]. To eliminate the class imbalance in the data, the data augmentation
approach was also employed as an oversampling method. It not only expanded the data
set but also introduced some variety, allowing the model to generate better classifiable
predictions on previously unknown data. Furthermore, when trained on new, slightly
modified frames, the models became more resilient. Some of the augmentation strategies
used in this study are listed below.

http://cvlab.cse.msu.edu/project-OEP.html
http://cvlab.cse.msu.edu/project-OEP.html
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Random rotation: This is an augmentation approach that allows the model to be object
orientation invariant [38]. Data augmentation in the form of rotation range allows for
random rotation of frames across any degree between 0 and 360. Some pixels migrate
outside the picture when the frame rotates, leaving empty spaces that could be filled.

Random shifts: This is a method used to compensate for the fact that objects are not
constantly in the center of the frame. This issue can be resolved by moving the frame pixels
horizontally or vertically. The height shift range is used for vertical frame shifts, whereas
the width shift range is utilized for horizontal shifts.

Random Flip: One of the augmentation strategies used to flip frames is random
flip [39]. The horizontal flip is used to flip the frame horizontally, and the vertical flip is
used to flip the frame vertically. However, in order for the model to generate classification
results based on the class, the augmentation strategy utilizing random flip must have a
frame that is symmetrical with the item in the original frame.

Random Zoom: This is an augmentation method that uses a zoom range to randomly
increase or shrink the picture size.

3.3. Data Splitting

The process of separating data into categories is known as data splitting. At this point,
the acquired data frames were separated into training and test data. The training data
was derived from the subject frames, which were made up of 14 subject actors that play
students, totaling 9000 frames. The test data was collected from subject frames of 9 original
student subjects and an actor subject, totaling 7000 frames. The training data was then
separated into training data and validation data. In this work, the validation technique was
5-stratified k-fold cross-validation. The data was divided into three categories: training,
validation, and test data. The training data was used to train the model, and the validation
was used to test the model that was developed in each iteration of the hyperparameter
testing process. The test results were used to assess the performance of the final model.

3.4. Modelling

This study created a model utilizing the CNN technique with the MobileNetV2 ar-
chitecture. It contains fewer parameters than previous designs [41]. Figure 2 depicts the
simplified architecture in this study, which was updated in the head model section. Here
are some descriptions of the phases completed:

1. The input was a 224 by 224-pixel data frame.
2. The data was run through a 2D convolution with dimensions of 224 × 224 × 3, where

3 was the RGB color model channel in the frame. The convolution layer was used to
build a feature map that would be blended from the preceding layers.

3. Data passed through the main components in MobileNetV2, namely the bottleneck
residual blocks, which could number up to 17 and each had a different number of
repetitions, pixel sizes, and dimensions, as well as the bottleneck residual blocks
that data passed through, namely between stride 1 block and stride 2 blocks. The
first block had dimensions of 112 × 112 × 32, the second block had dimensions of
112 × 112 × 16, the third block had dimensions of 56 × 56 × 24, the fourth block
had dimensions of 28 × 28 × 32, the fifth block had dimensions of 14 × 14 × 64,
the sixth block had dimensions of 14 × 14 × 96, and the last block had dimensions
of 7 × 7 × 160. The bottleneck residual block is an important component of the
MobileNetV2 design. The bottleneck residual block had two strides, one with one
block and one with two blocks. There were various steps in a stride with one block, as
follows:

• Inputs.
• Convolution using a 1 × 1 kernel size and the ReLU6 activation function.
• Depthwise Convolution using a 3 × 3 kernel size and the ReLU6 activation

function.
• Convolution with a 1 × 1 kernel.
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• Add, which is also known as the shortcut connection, was the addition of input
from the previous process to the output of the current process, which was sym-
bolized by an arrow pointing from input to add. The only distinction between
the two blocks is the absence of an add stage. Essentially, the more layers utilized
in the model, the higher the accuracy score.

4. The data was processed using a 2D convolution with a kernel size of 1 × 1 and
dimensions of 7 × 7 × 320.

5. The data was routed through the head model, which was a model added to the
MobileNetV2 architecture’s head section.

• The first layer in the head model was a 2D convolution with a kernel size of 3 × 3
and dimensions of 7 × 7 × 1280.

• The data was sent via 2D max pooling with a pool size of 2 × 2, which yielded
the maximum value of the region of the frame covered by the kernel to minimize
the size of the feature map with dimensions of 5 × 5 × 100.

• The data passed through a flattening with a dimension of 400, which converted
data from the previous layer with multiple dimensions into one dimension so
that it was utilized in the following layer, namely the fully linked layer.

• The data passed through a thick layer that got a feature map from the previous
layer to link all data from one layer to each activation unit of the next layer, which
was utilized for classification. The dense layer portion contained counts and
units, where the count was the number of dense layers utilized and units was
the number of units in the dense layer.

In the last layer, data passed through the last dense layer, which was utilized to
generate activity probabilities in data frames with four classifications depending on the
dataset used. There are various criteria that must be taken into account while deciding the
number of layers. When the system uses a few layers, it may minimize the performance
value and even enter an underfitting situation, but when it uses an excess layer, it can enter
an overfitting state. Batch size is the number of distributed data samples to a neural network.
The system cannot give the complete dataset to the neural network at once; therefore, it
must divide the dataset into multiple sections. The ideal batch size must be determined
for the system to function optimally. As a result, an experiment was required to establish
the number of layers and batch size employed in this study. The model training procedure
was carried out using training data in this work by evaluating the hyperparameters that
were set with a maximum epoch of 20 and employing early stopping to prevent model
overfitting. Furthermore, the best batch size and number of dense layers were sought in
this work. Table 1 shows the hyperparameter values from this work.

Table 1. Hyperparameter values.

Hyperparameter Value

Optimizer Adam
Activation Softmax
Max epoch 20

Early Stopping 10
Learning Rate 0,0001

Batch Size [16; 32; 64]
Dense Layer [1; 3; 5; 7]
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3.5. Evaluation

The results of the training can be used to determine if the machine can learn properly
or not by using test data. These are examined in order to ensure that the model operates
properly. The value of the confusion matrix is used to evaluate the model. A confusion
matrix, also known as an error matrix, is a table used to evaluate machine learning models.
This table is designed to better understand how well a model or classifier does in providing
the correct response, meaning predicting the correct class of data for the correct class.
Several alternative model assessment scores, such as accuracy, recall, and F1-score, may be
generated based on the combination of values in the confusion matrix table [42].

• Precision: Precision, also known as a positive predictive value, is the ratio of samples
properly predicted as positive to all samples projected to be positive.
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• Recall: The percentage of samples that are accurately predicted as positive to all
positive samples is known as recall, also known as sensitivity or true positive rate.

• F1-score: The harmonic mean or ratio of the average comparison of the weighted
precision and recall values is the F1-score. It considers precision and recall values
simultaneously, allowing it to quantify model performance more precisely for imbal-
anced class scenarios. As a result, the F1-score was used in this study to assess the
model’s performance.

4. Results and Discussion

Hyperparameters are one of the aspects that influence model performance in deep
learning. The optimal hyperparameters will result in a model that performs optimally. The
model’s performance was evaluated using the average F1-score derived from the five-fold
cross-validation results in this study.

4.1. Analysis of Batch Size

The testing was performed in this study with batch sizes 16, 32, and 64. Table 2 shows
the results of the batch size test. According to the findings of these experiments, a batch
size of 16 yields the greatest F1-score. It demonstrates that lowering batch size improved
performance. This was seen by the lower F1-scores obtained with batch sizes of 64 and 32,
as opposed to the greatest F1-score obtained with a batch size of 16. According to the batch
size test findings, choosing a batch size number that was not too large was adequate for
the study being conducted. A big batch size speeded up model convergence but made it
difficult for the model to learn patterns from the data provided since there were so many of
them. The ideal F1-score value while employing a batch size of 16 was determined in this
investigation.

Table 2. Test results.

Number of Dense Layer Batch Size Averaged F1-Score (%)

1 64 66.53
1 32 73.15
1 16 73.65
3 64 69.02
3 32 75.43
3 16 76.73
5 64 70.80
5 32 71.58
5 16 80.81
7 64 71.87
7 32 71.03
7 16 77.55

4.2. Analysis of the Number of Dense Layers

The number of dense layers was the hyperparameter study done for the model. This
study evaluated dense layers of one, three, five, and seven layers stacked on top of each
other. Table 2 also shows the results of testing the number of dense layers. It demonstrates
that increasing the number of dense layers initially improved model performance by raising
the F1-score value from the dense layer by one to three. However, while utilizing a batch
size of 32 and adding as many as five dense layers, the model performance deteriorated.
The batch size was 16, and the dense layer was five, indicating that the model performed
perfectly. The addition of a dense layer to as many as seven reduced the F1-score value.
The dense layer test results showed that adding a dense layer might increase the model’s
ability to understand data, but exceeding a certain number of dense layers led the model
to progressively overfit and offer less-than-ideal performance. Increasing the number of
dense layers could improve the model’s learning ability. However, as the model’s learning
ability increased, it extracted more complex patterns from the data presented. In general,



Educ. Sci. 2023, 13, 194 9 of 15

this was advantageous since the model learned more to better predict the data. However, it
also ran the danger of overfitting the created model. Models could predict well-studied
data but did poorly when predicting data that had never been seen before. As a result,
while utilizing a dense layer of five, this study had an ideal F1-score value.

4.3. Final Evaluation of Model

After multiple testing with five dense layers and a batch size of 16, the inquiry yielded
perfect hyper-parameter findings. The model was then evaluated again with the previously
separated test data. The model was evaluated based on the results of each fold in cross-
validation and each class. Table 3 displays the results of the five-fold stratified cross-
validation generated from the model with the best average prediction outcomes. The model
on the fifth fold performed the best.

Table 3. 5-fold cross-validation.

Fold Averaged F1-Score (%)

1 79.82
2 73.63
3 84.31
4 81.79
5 84.52

Macro Average 80.81

Table 4 shows the accuracy, recall, and F1-score values for each class on the fifth fold.
Class 2 (Ask Friend) received the lowest F1-score of 80.37%, while class 1 (Read Text) received
the highest of 93.19%. This was due to an imbalanced class in which the class with the
greatest data dominated the sample space. The overall performance of the developed
model received an F1-score of 84.52%.

Table 4. Evaluation results per class.

Class Precision (%) Recall (%) F1-Score (%)

0 (No Cheat) 93.38 71.20 80.79
1 (Read Text) 90.06 96.55 93.19

2 (Ask Friend) 68.64 96.93 80.37
5 (Call Friend) 92.18 76.70 83.73
Macro Average 86.07 85.34 84.52

4.4. Application Implementation

This study’s implementation takes the shape of a web-based application. This appli-
cation also provides a menu for the MobileNet architecture’s model training procedure
with newly entered user data. There is no maximum dataset size for training the model
in this application. This is the benefit of employing the transfer learning technique from
deep learning, as is the case with the MobileNet architecture utilized in this study. A huge
dataset was used to pre-train the model. Fine tuning during training consists merely of
updating and adjusting the parameters for the newly trained dataset. The larger the dataset,
the more accurate the resulting model. Nonetheless, as a result, the required hardware
capacity must be raised. The in-training option can be disregarded because, by default, a
model has already been trained. The training menu is depicted in Figure 3.
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values in the middle of the page. The bottom section presents the hyperparameter values that have
been set by the user. The bottom button performs training from the deep learning model according to
the given hyperparameter value when pressed.

If the user selects in-app retraining, the app also displays an evaluation of the in-app
training. This program gives a menu for evaluation as depicted in Figure 4. This page can
assist users in deciding whether to select a trained model. The presentation of confusion
matrix information will undoubtedly aid in this determination procedure.
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Figure 4. Evaluation page. This Indonesian language page provides the results of the training process.
The top section contains the hyperparameter values used. The middle is the confusion matrix. The
bottom section is a report on the results of the classification.

Figure 5 depicts the application’s primary navigation menu. This program has two
distinct user types. The first user is the one who wants to attempt retraining, and the second
user is the one who wants to use it in practice. This second user can directly access the
application by selecting the testing procedure from the application’s main menu. Users
can add images and videos relating to ongoing online exam activity. The application will
generate class predictions directly from an image or video. Figure 5 depicts a menu that
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appears if the user uploads an image. As a result, the program displays the image as
having a 100% Call Friend status, revealing proof of the examinee’s dishonesty. If the user
uploads a video, the system responds with two options: The first reaction is a summary
of all the events in the video. This program shows the proportions of four classes. Apart
from displaying a summary, the program also offers real-time class predictions while the
movie is playing. This application makes it easier for instructors or lecturers to identify
their students’ activity during the exam.
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Figure 5. Activity recognition when an image is uploaded to the application. The menu for uploading
images is at the top. The middle area shows an image preview of the uploaded image. The bottom
section has prediction for each class. The class with the highest likelihood is highlighted in bold and
larger font.
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5. Conclusions

This study uses HAR that employs a deep learning model based on the MobileNetV2
architecture. The data was derived from a video clip of a person taking an online exam
using webcam capture. The dataset has four classes: 0 (No Cheat), 1 (Read Text), 2 (Ask
Friend), and 3 (Call Friend). When employing hyperparameters such as a max epoch of 20,
a learning rate of 0.0001, a batch size of 16, and a dense layer of five, the deep learning
model with the MobileNetV2 architecture achieved optimal performance. Overall, the
evaluation findings have an F1-score of 84.52%. The primary objective of this research, after
the optimal model was identified, is the creation of an Indonesian-language web-based
application. Teachers and lecturers in Indonesia can use this program to determine if
students are cheating on online tests with the help of this application. This program is
unquestionably a tool that may be used to advance educational technology in Indonesia.
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3. Putarek, V.; Pavlin-Bernardić, N. The role of self-efficacy for self-regulated learning, achievement goals, and engagement in

academic cheating. Eur. J. Psychol. Educ. 2020, 35, 647–671. [CrossRef]
4. Ampuni, S.; Kautsari, N.; Maharani, M.; Kuswardani, S.; Buwono, S.B.S. Academic dishonesty in Indonesian college students: An

investigation from a moral psychology perspective. J. Acad. Ethics 2020, 18, 395–417. [CrossRef]
5. Balderas, A.; Caballero-Hernández, J.A. Analysis of learning records to detect student cheating on online exams: Case study

during COVID-19 pandemic. In Proceedings of the Eighth International Conference on Technological Ecosystems for Enhancing
Multiculturality, Salamanca, Spain, 21–23 October 2020; pp. 752–757.

6. Abdelrahim, Y. How COVID-19 quarantine influenced online exam cheating: A case of Bangladesh University Students. J.
Southwest Jiaotong Univ. 2021, 56, 1–10. [CrossRef]

7. Bilen, E.; Matros, A. Online cheating amid COVID-19. J. Econ. Behav. Organ. 2021, 182, 196–211. [CrossRef]
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