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EEG alpha band functional 
connectivity reveals distinct 
cortical dynamics for overt 
and covert emotional face 
processing
Antonio Maffei 1,2,4, Ambra Coccaro 1,2,4, Fern Jaspers‑Fayer 3, Jennifer Goertzen 3, 
Paola Sessa 1,2 & Mario Liotti 1,2,3*

Current knowledge regarding how the focus of our attention during face processing influences neural 
responses largely comes from neuroimaging studies reporting on regional brain activations. The 
present study was designed to add novel insights to this research by studying how attention can 
differentially impact the way cortical regions interact during emotional face processing. High-density 
electroencephalogram was recorded in a sample of fifty-two healthy participants during an emotional 
face processing task. The task required participants to either attend to the expressions (i.e., overt 
processing) or attend to a perceptual distractor, which rendered the expressions task-irrelevant (i.e., 
covert processing). Functional connectivity in the alpha band was estimated in source space and 
modeled using graph theory to quantify whole-brain integration and segregation. Results revealed 
that overt processing of facial expressions is linked to reduced cortical segregation and increased 
cortical integration, this latter specifically for negative expressions of fear and sadness. Furthermore, 
we observed increased communication efficiency during overt processing of negative expressions 
between the core and the extended face processing systems. Overall, these findings reveal that 
attention makes the interaction among the nodes involved in face processing more efficient, also 
uncovering a connectivity signature of the prioritized processing mechanism of negative expressions, 
that is an increased cross-communication within the nodes of the face processing network.

A rapid and efficient mechanism for face processing, which allows us to derive information about others, is a 
critical feature of human and non-human primates’ socio-cognitive abilities. Faces are indeed the most important 
non-verbal cue for social interaction, providing clues and signals that allow us to extract, in a very short time 
frame, a large variety of information about others, like identity, gender, and ethnicity1,2. Most importantly, for 
the purpose of the present study, we can evaluate others’ emotional expressions, harvesting critical information 
for inferring others’ affective states.

An interesting aspect of face processing is that, in everyday life, we are constantly exposed to others’ faces 
and expressions but not all of them are processed equally For instance, when we talk to another person (i.e., a 
colleague at work), our attention is oriented toward him or her, but most of the time, faces in our environment 
are processed covertly, without an explicit attentional allocation. Furthermore, it is known at both the behavioral 
and cortical level that attention is captured differently as a function of the kind of emotion displayed by a face, 
even though it is not entirely clear if there is an advantage for positive or negative expressions3–5. The present 
research provides novel insights regarding the cortical mechanisms underlying these different modalities of 
face processing, aiming at shedding new light on the interplay between attention and emotion in shaping brain 
network organization.
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Emotions are generally thought to arise from a combination of bottom-up and top-down influences. Emo-
tional stimuli draw attention rapidly and involuntarily and appear to be processed and encoded automatically6–9. 
This is particularly the case for threatening and aversive stimuli since these types of stimuli are thought to possess 
adaptive value for survival. For instance, angry faces presented among happy faces are detected faster than vice 
versa3. Simply viewing angry or fearful faces has been found to trigger visceral responses such as increased heart 
rate and sweating10. A number of neural markers associated with the processing of emotion cues have even been 
observed under conditions where the emotional stimuli are task-irrelevant11,12, unattended13, or presented below 
conscious awareness14,15, suggesting a certain level of automaticity in the detection of emotional cues. However, 
several established neural markers also appear to be affected by attentional resources (e.g., fMRI activation in 
the fusiform face area (FFA)13; EPN and LPP responses to emotional faces9,16). While several streams of evi-
dence point to the powerful nature of affective cues in automatically capturing processing resources, emotion 
processing is not solely a bottom-up process. Attention towards emotional content can occur voluntarily and 
affective cues may be processed consciously in a top-down fashion. The explicit processing of affective cues plays 
a significant role in social communication and understanding. Top-down control mechanisms can also impact 
how environmental signals are interpreted and may help determine whether further processing is needed. For 
example, contextual cues such as positive or negative labels presented before seeing potentially ambiguous 
facial expressions (e.g., surprised faces) have been found to bias amygdala activations in the direction of the 
cues17. Similarly, subjective belief that a masked emotional face was present in a white noise context resulted 
in amplification of various emotion-specific components (i.e. amygdala activations18; N170 component19; EPN 
and LPP components20).

Previous electrophysiological studies that tried to characterize the differences between overt and covert 
emotional face processing almost exclusively focused on event-related potentials (ERPs). Specifically, they inves-
tigated either ERP components typically associated with face processing, such as the N170 and the early posterior 
negativity (EPN), and ERPs associated with processing of motivationally relevant information, such as the late 
positive potential (LPP). Overall, this line of research revealed that overt face processing is linked with enhanced 
cortical activity, compared to covert processing9,21,22. Furthermore, these studies have found that when attention is 
directly oriented toward the face, emotional expressions prompt larger responses compared to neutral faces9,21,22.

These results are important but limited since ERPs can provide only a very coarse view on cortical activity 
and do not allow any inference regarding the state of the cortical networks underlying this cognitive activity. 
Indeed, lesion studies, as well as neuroimaging studies in healthy participants have shown that face processing, 
in general, does not depend on a single, dedicated brain region. Instead, it depends on the activity of a large 
number of different areas that, altogether, comprise a face processing network (FPN) 23–27. The nodes compris-
ing this network are widely distributed across the cortex, but it is possible to recognize two functionally distinct 
subnetworks, usually labeled as core and extended systems (Fig. 1).

The nodes typically included in the core portion of the FPN span regions in the occipital and temporal cortices, 
which are critical for building a holistic perception of a face from its basic visual features25. These regions are the 
fusiform gyrus comprising the Face Fusiform Area (FFA), the occipital gyri comprising the Occipital Face Area 
(OFA), and the superior temporal sulcus (STS). On the other hand, nodes included in the extended part of the 
network are more distributed, comprising regions in parietal, temporal, and frontal cortices25. In this extended 
system are typically included areas such as the superior and inferior frontal gyri, the anterior temporal cortex, 
the insular cortex, and the secondary sensory and motor cortices.

Neurocognitive models of face processing suggest that it is the recruitment of nodes within this extended 
subnetwork that allows the brain to extract high-order information conveyed by a face, such as identity or 
emotional expressions23,25. Furthermore, a series of recent studies that examined connectivity at different levels 
(anatomical, functional derived with fMRI, functional derived with MEG/EEG) have started to shed light on 

Figure 1.   Cortical representation of the Face Processing Network and its two subsystems. Regions belonging to 
the Core System are identified by the red nodes. Regions belonging to the Extended system are identified by the 
blue nodes.
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the dynamics of cross-communication between these two subsystems as the key for the efficient functioning of 
the whole FPN28–31.

Thus, the present research aims at contributing to uncovering what are the brain mechanisms underlying 
the difference between overt and covert emotional face processing, with a focus on cortical network dynamics 
modeled with graph theory.

To accomplish this goal, we designed a task where participants were presented with a series of emotional 
expressions with a small colored square superimposed on the nose. The task assigned to the participant was to 
either identify the expression presented or identify the color of the square. In this way, we sought to manipulate 
participants’ attention toward either the expression conveyed by the face (e.g., overt processing of the face) or the 
distractor (e.g., covert processing of the face), while preserving an intact processing of the face in both conditions. 
In order to probe the effect of different expressions, we employed four different expressions, both positive (i.e., 
happy), negative (i.e., fearful and sad), and neutral.

To characterize functional connectivity, we measured cortical activity with high-density EEG and estimated 
source-reconstructed whole brain phase-based communication in the alpha band (8–13 Hz).

We decided to measure functional connectivity from source-reconstructed EEG activity because there is 
growing recognition of the importance of corroborating fMRI-connectivity with electrophysiological measures32. 
Indeed, fMRI connectivity, compared to connectivity measured with high-density EEG and MEG, is limited in 
measuring the intrinsic oscillatory dynamics of large-scale brain networks, which is instead critical for cogni-
tive activity.

With regards to the choice of the alpha band, it was motivated by a growing recognition that connectivity 
estimated in this frequency range overlaps with functional networks estimated with fMRI33,34. These large-scale 
brain networks typically also exhibit a strong relationship with alpha oscillatory activity35. Furthermore, alpha 
phase synchrony appears to be crucial for functional integration between cortical regions located to a relative 
distance from each other36,37. Slower oscillations (< 10 Hz) have a characteristic long-range spread that, recruit-
ing the whole cortex, can inform primarily on the integration processes that occur at very long time scales38–40. 
Faster oscillations in the beta/gamma range, on the other hand, tend to be characterized by a very narrow 
spread. This means that they are very relevant for studying local synchronization, but suboptimal for character-
izing communication and integration among distant regions. Finally, alpha phase synchrony, due to its role in 
coordinating gamma oscillations41, is critical for understanding complex sensory processing in general38,42,43, 
and face processing more specifically44. Furthermore, recent studies suggest that during face processing the 
pattern of cortical connectivity measured in the alpha band undergoes a reconfiguration toward a state of high 
integration28,29. Furthermore, the extraction of high-order information relies on more efficient communication 
between the nodes of the core and the nodes of the extended part of the FPN29. Finally, alpha band connectivity 
has been successfully used in previous studies to highlight hemispheric asymmetries in affective processing45.

In the present research, we leverage the power of graph theory to characterize topological properties of 
alpha functional connectivity during emotional face processing. Graph theory has become the gold standard in 
network neuroscience since it provides the mathematical tools to concisely model both large-scale as well as local 
dynamics within a cortical network46. Specifically, we focused on two metrics to model whole-brain topology, 
namely modularity and global efficiency (GE), and on one metric suited to capture interaction among different 
sub-networks, namely the routing efficiency (RE).

Modularity is a metric that captures the tendency of nodes within a network to segregate into modules. 
These modules are characterized by high within-module connectivity and low between-module connectivity47. 
The modular structure of brain networks has been consistently observed across multiple scales of connectivity 
analysis47,48, and has been shown to change as a function of cognitive state (resting vs. active condition) and 
task demands28,49. These changes are believed to index the fluctuation between states in which information is 
processed in segregated compartments (high modularity) and states in which information is broadcasted to and 
integrated by the whole network47,50. This makes this metric very well-suited to quantify the interplay between 
integration and segregation in the brain.

Global efficiency is a fine-grained measure of information flow in a network. It is based on the assumption 
that an efficient network is characterized by an architecture that makes possible an easy exchange of information 
among its nodes. In the context of functional brain networks, this exchange of information can be modeled as the 
minimum number of steps needed to connect any two nodes in the network, defined path length. Global efficiency 
increases when the path length is short, suggesting that the nodes in the network are very well integrated and the 
information flows efficiently51,52. When the path length is long, the global efficiency of the network decreases, 
signaling a topological state of low integration.

Finally, we were interested in characterizing the interaction between different sub-networks hypothesized to 
be critically involved in the task, namely the interaction between the core and extended systems of the FPN. These 
interactions were modeled using the routing efficiency which is a metric based on the shortest path connecting 
two nodes. The closer two nodes are in the network (i.e., the number of steps needed to move from one node to 
the other is low) the higher the routing efficiency between them, indicating that they are efficiently integrated29,53.

With regards to these metrics, we hypothesized that when facial expressions were processed with an explicit 
attentional allocation the whole-brain network would have been in a topological state of increased integration. 
Thus, we predicted to observe lower modularity and higher global efficiency in the overt vs. covert condition. 
Furthermore, we expected that the cross-communication between the core and the extended systems would be 
increased, thus we predicted to observe larger routing efficiency in the overt vs. covert condition.

With regards to the role of the emotional expressions during overt processing, we advanced two alternative 
predictions. We hypothesized to observe, either an increased integration and stronger communication between 
subnetworks for all emotional categories, irrespective of their valence, or that these network dynamics would 
be specific for the negative emotional expressions. The former hypothesis would support the idea that it is the 
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extraction of the emotional feature of a face per se to trigger a change in cortical connectivity during face pro-
cessing. The latter would instead provide support to the idea that changes in cortical connectivity are dependent 
on the extraction of cues signaling threat/distress in others54.

Results
Whole brain connectivity.  The first aim of this research was to understand how the topology of whole-
brain connectivity varies during emotional face processing as a function of attention. The analysis of whole-brain 
modularity (Fig. 2) revealed a main effect of condition (F(1,357) = 8.05, p = 0.004), showing that during overt face 
processing brain modularity is reduced, thus the network is more integrated, compared to covert face process-
ing. No effect of the emotional expression (F(1,357) = 1.03, p = 0.37) nor the interaction (F(1,357) = 0.45, p = 0.71) 
between the two predictors was found.

The analysis of the global efficiency (GE) of the network revealed both a main effect of emotional expression 
(F(3,357) = 9.2, p < 0.001) and a main effect of condition (F(3,357) = 11.05, p < 0.001). The analysis also highlighted a 
significant interaction between the condition and the emotional expression (F(3,357) = 20.05, p < 0.001).

Pairwise contrasts performed on this significant interaction (Fig. 3), revealed that in the overt condition 
network efficiency was higher for both the expressions of fear and sadness compared to happy and neutral expres-
sions (Fearovert vs. Neutralovert t(357) = 5.5, pfdr < 0.001; Fearovert vs. Happinessovert t(357) = 6.47, pfdr < 0.001; Sadnessovert 
vs. Neutralovert t(357) = 4.46, pfdr < 0.001; Sadnessovert vs. Happinessovert t(357) = 5.43, pfdr < 0.001).

For the covert condition, GE was instead higher specifically during the presentation of neutral expressions 
compared to all the others (Neutralcovert vs. Fearcovert t(357) = 3.69, pfdr < 0.001; Neutralcovert vs. Sadnesscovert t(357) = 4.4, 
pfdr < 0.001;Neutralcovert vs. Happinesscovert t(357) = 4.24, pfdr < 0.001).

Functional networks: core and extended face processing networks.  The second aim of the pre-
sent research was to characterize in detail the dynamics within the nodes of the face processing network. Spe-
cifically, we focused on the pattern of information routing between the nodes of the core and the nodes of the 
extended components of the face processing network measured with the routing efficiency (RE). The analysis 
revealed a significant main effect of emotional expression (F(3,357) = 6.19, p < 0.001), and a significant interaction 
between emotional expression and condition (F(3,357) = 14.09, p < 0.001).

Pairwise contrasts performed on this significant interaction (Fig. 4) revealed that in the overt condition 
the efficiency of communication between the two subnetworks was higher for both the expressions of fear 
and sadness compared to happy and neutral expressions (Fearovert vs. Neutralovert t(357) = 4.8, pfdr < 0.001; Fearovert 
vs. Happinessovert t(357) = 5.1, pfdr < 0.001; Sadnessovert vs. Neutralovert t(357) = 3.57, pfdr < 0.001; Sadnessovert vs. 
Happinessovert t(357) = 3.84, pfdr < 0.001).

During covert processing RE was instead higher in response to neutral expressions compared to all the other 
emotions (Neutralcovert vs. Fearcovert t(357) = 2.93, pfdr = 0.007; Neutralcovert vs. Sadnesscovert t(357) = 4.21, pfdr = 0.001; 
Neutralcovert vs. Happinesscovert t(357) = 3.79, pfdr < 0.001).

Discussion
On a normal day, we encounter dozens of faces, yet we focus our attention on only a small percentage of them, 
usually in moments during which face-to-face interaction is required. When we focus our attention on a face, we 
are more likely to extract information relevant for social interactions, such as its emotional expression. On the 
other hand, it becomes harder to get this information when our attention is focused away from a face. How does 
the activity in our brain differ between these two different ways of face processing? Answering this question is 

Figure 2.   Main effect of the experimental condition on network modularity.
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important to improve our basic understanding of both the brain processes underlying face processing and the 
mechanisms underlying our ability to use facial information to support social interaction.

The present study sought to contribute to these goals implementing a task in which participants were pre-
sented with a series of facial expressions during the recording of their brain activity. Attentional task demands 
were manipulated by contrasting an emotion categorization task to a perceptual distraction task using identical 
stimuli but varying instructions. In the overt processing condition, participants had to discriminate the expres-
sion of the face presented in the trial, while during the covert processing condition they had to report the color 
of a square presented overimposed to the face while ignoring the face expression. Brain activity was collected 
throughout the task with high-density EEG, and a series of functional connectivity metrics were extracted to 
model the dynamic changes in the patterns of cortical communication. We sought to investigate changes in 
whole-network connectivity, as well as changes within the distributed network that is involved in face processing. 
To model this latter pattern of connectivity we first extracted the nodes comprising the core and the extended 
systems of the FPN. Nodes in the core system were the FFA, OFA, and STS. Nodes in the extended system were 
the superior and inferior frontal gyri, the anterior temporal cortex, the insular cortex, and the secondary sensory 
and motor cortices. Then, we characterized the efficiency of the information flow between these two systems.

Our analyses revealed a very interesting pattern of results. The first finding was that cortical connectivity is 
fundamentally different when faces are processed overtly compared to their covert elaboration. The analysis of 
network modularity suggests that overt processing requires a network topology characterized by lower modu-
larity compared to covert processing. This evidence is in line with a series of recent studies suggesting that the 
modular architecture of the cortex is not fixed28,50. These studies showed that functional connectivity oscillates 
between states of higher and lower integration, the former indexed by a reduced modularity and the latter by an 
increased modularity. This dynamic in cortical modularity has been reported both at rest and across different 
tasks and imaging modalities (fMRI, EEG, MEG), suggesting that it might reflect a fundamental mechanism 
that supports an optimal allocation of resources in the brain. Our finding is in line with this idea, suggesting that 

Figure 3.   Interaction effect of emotion and experimental condition on network global efficiency. The top panels 
depict the distribution of individual data points, for each condition and emotional expression. The bottom 
panels depict the estimated marginal means with their standard errors.
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when the environment requires an explicit attentional allocation toward a relevant stimulus, like a face, functional 
connections in the brain are reshaped to support it.

The second finding of this study is that the different levels of integration observed in cortical connectivity 
between overt and covert face processing are dependent on the emotion expressed by the face. We initially 
advanced two alternative predictions, one expecting a modulation of network integration for all emotional 
faces as opposed to a second expecting that the modulation would be dependent on the valence of the emotions 
expressed by the faces. The results provide clear support for the latter prediction, suggesting an interaction 
between valence and attention.

The analysis of the global efficiency of the whole-brain network revealed that, during covert processing, inte-
gration is larger only for neutral faces. When attention is, instead, focused on the face, the strongest integration 
is observed for the two negative expressions of fear and sadness. Furthermore, we found that this pattern was 
also reflected in the specific dynamics within the two components of the face processing network. During overt 
processing, we found an improved cross-communication between the nodes of the core and the nodes of the 
extended system specifically for the two negative expressions. During covert processing we observed, instead, 
that the efficiency of communication within the face processing network increases only for neutral expressions.

These results are interesting and extend the results of previous neuroimaging studies that showed a similar 
interaction between attention and valence during emotional face processing55. Activation in regions like the face 
fusiform gyrus (FFA), typically observed in response to faces and usually enhanced by emotional expressions, is 
highly dependent on where the attentional focus is located. Diverting attention away indeed results in a reduced 
recruitment of this region. This effect can be observed also in the amygdala, whose activation in response to 
negative expressions is enhanced by explicit attentional orienting toward the stimulus and suppressed when 
attention is oriented elsewhere55.

This finding also fits with previous literature on the modulation of alpha oscillations during emotional face 
processing56, that points toward an increased power, especially over visual regions, suggesting its involvement 
in the successful encoding of emotional features, especially for negative expressions.

Figure 4.   Interaction effect of emotion and experimental condition on the routing efficiency between the Core 
(red nodes) and the Extended (blue nodes) system of the Face Processing Network. The top panels depict the 
distribution of individual data points, for each condition and emotional expressions. The bottom panels depict 
the estimated marginal means with their standard errors.
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Here, we extend this evidence by showing that it is not just regional activation, but also the efficiency of 
functional connectivity mediated by this rhythm, to be critical for processing an emotional face.

When the task required to focus the attention toward the expression we observed that inter-regional com-
munication becomes more efficient for negative expressions, both at the whole-brain level and within the regions 
primarily involved in face processing. This phenomenon likely reflects the enhanced response of subcortical 
structures, amygdala in the first place, that, by signaling the relevance of the stimulus in the attentional focus, 
prompt the observed reshaping of functional connections in the brain. Indeed, amygdala activation has been 
shown to influence the activation in the nodes of the face processing network, both in the core and extended 
parts, as shown by investigation of fMRI effective connectivity with dynamic causal modeling57,58, as well as in 
patients with amygdala lesions59. Furthermore, due to its wide structural connectivity with the majority of the 
brain, amygdala has the potential to act as a connector hub, and when activated it can improve the communica-
tion between cortical regions60,61. Thus, the pattern that we observed on network measures of cortical connectivity 
can be explained by a recruitment of the amygdala, since it was found only in the experimental condition known 
to prompt a strong response in this structure, that is negative expressions under overt attentional allocation.

In line with this interpretation, we observed that when attention is diverted away from processing the emo-
tional expression, only neutral faces trigger such dynamics in connectivity. This suggests that without attention, 
that is in a condition where stimulus saliency detection is known to be blunted55, only the prototypical features 
of a face, conveyed by neutral expressions, have the potential to trigger a modulation of connectivity toward 
increased efficiency and integration.

An alternative explanation for these latter findings is that the increased integration observed in the covert 
condition is related to the successful execution of the task of color recognition. We could speculate that the 
reduced integration found for emotional faces, compared to the neutral ones, depends on the interfering effect 
exerted by emotional expressions on the processing of the task-relevant feature, that is the color.

Taken together, these results suggest that attention is essential for extracting detailed information from a 
face, since it prompts a modulation of how the regions involved in this process communicate, rendering it more 
efficient. Furthermore, they confirm that negative facial expressions benefit from a prioritized processing mecha-
nism, consisting in an increased cross-communication within the nodes of the face processing network, likely 
mediated by brain structures dedicated to saliency detection. Finally, they reveal that this process is mediated 
by cortical oscillations in the alpha band, corroborating the growing recognition of alpha waves as an important 
neural mechanism for distributed cortical processing. Indeed, due to their characteristic spreading, not too 
wide nor too narrow38, alpha oscillations appear critical in integrating a distributed set of regions recruited by a 
perceptual task, as it happens with emotional face processing.

Finally, it is worth highlighting that our results add to the ongoing discussion about the constructionist 
nature of emotions62,63. This theoretical perspective has been gaining momentum in recent years, suggesting that 
emotions are a construction of our brain from basic psychobiological mechanisms, rather than resulting from 
the activity of a set of discrete neural circuits, each dedicated to a specific emotion. Our results add to this view, 
showing that levels of integration when the brain is processing affective information are not fixed nor specific for 
each type of emotional information. It rather varies as a function of both attention and affective content. More 
specifically, we show that these two dimensions interact in shaping the dynamics of cortical communication, 
and show that the valence of the affective information seems to be a more important feature than its arousal, at 
least with these kinds of stimuli.

This study and its conclusions do not come without limitations. We first want to acknowledge that the atten-
tional manipulation used in this research is one of many different possible manipulation of attention. Indeed, 
several studies employed spatial cueing tasks in order to disentangle between covert and overt face processing 
by manipulating spatial attention. Nevertheless, observing that the findings here reported are in line with these 
studies employing different manipulations, allows for a good degree of confidence in their interpretation. A 
second limit of this research is represented by the inherent low anatomical resolution of source reconstructed 
EEG activity, compared to functional imaging. Thus, we expect that future investigation combining EEG with 
fMRI will further improve the quantification of cortical connectivity dynamics during emotional face processing.

Finally, we analyzed alpha band cortical oscillatory activity across the entire epoch following face expres-
sions. EEG face studies in the time domain strongly suggest dynamic reconfiguration of neural cortical networks, 
particularly from early, more automatic stages of face processing (P1,N170) to late, more deliberate stages of 
emotion face processing (LPP). It would be important, in a future study, to explore whether alpha band functional 
connectivity varies over time, as a function of attentional demands.

Methods
Participants.  Fifty-two undergraduate students enrolled in the first- and second-year psychology courses 
(38 females, age = 19.96 ± 2.97) participated in the study. All participants reported normal or corrected-to-nor-
mal visual acuity, normal color vision, no history of neurological and/or psychiatric diseases, no history of 
drug abuse or learning disabilities. Participants were informed about the study purposes and provided a signed 
informed consent before beginning the experiment. All the experimental protocols were approved by the Simon 
Fraser University Research Ethics Board, and all the procedures were carried out in accordance with the princi-
ples expressed by the Declaration of Helsinki for human research.

Experimental task.  The experiment used colored photographs of faces taken from the Karolinska stimuli 
set (Goeleven et al. 2008)64 (13 males, 15 females; 4 emotions: fear, sad, happy, and neutral). The faces were dis-
played on a black background and altered using Photoshop (version 10.0.1, Adobe Inc., San Jose, CA, USA) to 
obscure the hairline and create identical facial contours. Then each face had a small colored square (red, blue, 
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green, or yellow) superimposed on the nose. Faces were presented for 200 ms, followed by a fixation-cross pre-
sented for a randomly jittered interstimulus interval (ISI) of 1700–2300 ms. The stimulus duration was chosen 
to optimally minimize eye movements that have a latency of at least 180 ms (Itier and Neath-Tavares16). The 
paradigm was coded using Presentation software (Neurobehavioral Systems Inc., Berkeley, CA, USA). The study 
included two tasks with identical stimuli but different instructions. In the Covert emotion task, participants were 
asked to attend to the central square irrespective of the surrounding faces, and to choose the color as quickly and 
accurately as possible (blue, red, green or yellow) by pressing one of four corresponding buttons on a gamepad 
controller with the index or middle finger of the left or right hand (Logitech, Romanel-sur-Monges, Switzer-
land). During the Overt emotion task, participants were asked to categorize the expression (happy, fearful, sad or 
neutral) conveyed by the face, irrespective of the color of the central square, by pressing as quickly and accurately 
as possible one of the four corresponding buttons on the gamepad controller. To help minimize eye movements, 
participants were also instructed to keep their eyes on a central fixation cross throughout the whole experi-
ment. Stimuli were displayed in a pseudo-randomized order, constrained so that no more than three stimuli 
with the same emotion, color, or gender were presented in a row. Participants completed a practice block and 
were required to reach 80% accuracy before advancing to the actual experiment. Each task (Covert vs. Overt) 
included 400 stimuli divided into four five-minute blocks separated by short resting periods. To control for 
potential confounds, button assignments relative to colors (Covert task) or emotions (Overt task) were counter-
balanced between participants. The presentation order of the Overt and Covert tasks was also counterbalanced 
across participants. For each subject, reaction times (RTs) were recorded from stimulus onset and averaged for 
each combination of condition and emotion. Trials presenting the following characteristics were discarded: RTs 
shorter than 200 ms (likely corresponded to guesses), excessive eye movements, and RTs longer than 2000 ms 
(possible button-press errors). Summary statistics of the behavioral performance are reported in Table 1.

Data acquisition.  Data were collected using high-density EEG during the performance of the Covert/Overt 
face emotion task. Participants sat in a sound-attenuated booth with standardized ambient lighting facing a CRT 
monitor positioned 60 cm away from the participants’ eyes. The ActiveTwo BioSemi electrode system (BioSemi; 
Amsterdam, The Netherlands) was used to record continuous EEG from 136 Ag/AgCl electrodes, 130 embed-
ded in an elastic cap and positioned in a modified 10–20 equiradial layout relative to the vertex, including two 
sensors replacing the “ground” electrodes, i.e., the common mode sense (CMS) active electrode, and the driven 
right leg (DRL; BioSemi; Amsterdam, The Netherlands). Six additional external electrodes were applied: two at 
each lateral canthus (HEOG; for horizontal eye movements), two below each eye (VEOG; for vertical eye move-
ments and blinks), and two over each mastoid bone. The continuous signal was acquired with an open pass-band 
from DC to 150 Hz and digitized at 512 Hz. The amplifier gain was fixed for each active electrode channel at 
32 × .

EEG preprocessing.  The preprocessing was performed in Matlab (v2020) using EEGLab (v2021.0) and 
ERPLab (v8.30) Toolboxes. EEG data were resampled at 256 Hz, re-referenced to the average and a passband 
filter (0.1–80 Hz) was applied. Bad channels were identified through the plug-in called Clean Rawdata avail-
able in EEGLab. The criteria used to exclude a channel were: being correlated less than 0.85 with neighborhood 
channels and/or if a channel has more line noise than meaningful signal (4 SD). Continuous EEG data were 
then segmented into epochs starting from -500 ms to 800 ms with respect to stimulus onset. Independent Com-
ponent Analysis was performed, and artifact components were marked with ICLabel and manually discarded. 
Additionally, epochs with a peak-to-peak amplitude exceeding ± 100 μV in any channel were identified using a 
moving window procedure (window size = 200 ms, step size = 20 ms) in order to discard epochs still displaying 
eye-blinks or movement artifacts. Finally, the average percentage of epochs retained for each condition was 98%.

EEG source modeling and connectivity analysis.  Brainstorm and Matlab were used in the process-
ing phase. With the goal of modeling source activity, a forward model was calculated with the BEM, a three-
layer boundary element method, and the source was estimated with the weighted Minimum Norm Estimation 
(wMNE). This inverse solution was then downsampled to 148 cortical parcels defined by the Destrieux Atlas. 
Functional connectivity in the alpha band (8–12 Hz) between each parcels pair was estimated with the Phase-
Locking Value (PLV), separately for each condition.

The last part of the processing phase employed functions from the Brain Connectivity Toolbox (BCT) in 
order to estimate several metrics, after thresholding each connectivity matrix retaining the 20% of the strongest 

Table 1.   Summary statistics of behavioral performance: Response Times (RTs) and accuracy.

Happy Afraid Sad Neutral

RTs in ms

Covert 695.73 688.22 687.92 695.77

Overt 783.06 883.34 878.71 800.35

% Accuracy

Covert 95.21 95.39 95.14 95.20

Overt 93.54 73.79 81.80 92.66
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connections. The global metrics applied to the whole network (148 vertices) were Global Efficiency and Modu-
larity. Global efficiency is the average inverse shortest path length in the network, computed according to the 
formula:

where n is the number of nodes in the network and dij is the shortest path between node i and node j.
Modularity represents instead a statistics that quantifies how well a network can be clustered into segregated 

communities of nodes, according to an algorithm that tries to maximize within-module connection density while 
minimizing between-modules connection density65,66. It is computed according to the formula:

where Aij represents the edge weight between node i and node j, ki and kj represent the weighted degree of nodes 
i and j, m is the sum of all the edge weights, ci and cj are the communities of nodes i and j, and δ is the Kronecker 
delta function.

In order to have a fine-grained assessment of integration within the face processing network we used the 
routing efficiency between the nodes of the core (CS) and the nodes of the extended (ES) systems comprising the 
FPN 29. This required first the computation, with the Floyd-Warshall algorithm, of the whole-network shortest 
path length matrix Rmat defined as:

in which off-diagonal entries store the inverse of the shortest path length between any pair of nodes in the net-
work. Then, the maximum routing efficiency between a node belonging to the CS and a node belonging to the 
ES was computed as:

Node assignment to the two subsystems, with their respective coordinates in the MNI space, are provided 
in the Supplementary Table 1.

Statistical analysis.  Statistical modeling was performed fitting a linear mixed-effect model to the data of 
each metric. Model specification included, as fixed-effect predictors, the factors Condition (2 levels; covert vs. 
overt), Emotional expression (4 levels; fear, sad, happy and neutral), and their interaction. In order to model 
the non-independence of the observation due to the repeated-measurement design we also included a random 
intercept for each subject. An F test was employed to test for significant effect of each fixed-effect predictor, 
using the Satterthwaite approximation for degrees of freedom. Significant effects were further characterized 
using pairwise t-tests, controlling for the false discovery rate, arising from the multiple comparisons, with the 
Benjamini and Hochberg’s procedure.

Data availability
Data and code for replicating the results in the present study can be accessed at https://​osf.​io/​db8qv/?​view_​
only=​0f413​b6344​e647a​58a1d​9d0ec​1b7d1​d9. Raw EEG data and EEG preprocessing script are available from 
the corresponding author upon request.
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