
����������
�������

Citation: Zhang, Y.; Bi, S.; Wu, J.

Effect of Temporal Sampling Interval

on the Irradiance for Moon-Based

Wide Field-of-View Radiometer.

Sensors 2022, 22, 1581. https://

doi.org/10.3390/s22041581

Academic Editor: Assefa M. Melesse

Received: 3 November 2021

Accepted: 2 February 2022

Published: 17 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sensors

Article

Effect of Temporal Sampling Interval on the Irradiance for
Moon-Based Wide Field-of-View Radiometer
Yuan Zhang , Shengshan Bi * and Jiangtao Wu

Key Laboratory of Thermo-Fluid Science and Engineering, Ministry of Education, School of Energy and Power
Engineering, Xi’an Jiaotong University, Xi’an 710049, China; yuanzhang@stu.xjtu.edu.cn (Y.Z.);
jtwu@mail.xjtu.edu.cn (J.W.)
* Correspondence: bss@mail.xjtu.edu.cn; Tel.: +86-180-4927-8518

Abstract: Moon-based Earth radiation observation can provide longer-term, continuous multi-angle
measurements for the Earth’s outward radiative flux. In addition, the large distance between the
Moon and Earth means that the radiation can be monitored by a non-scanning Moon-based Wide
Field-of-View (MWFOV) radiometer considering the Earth as one pixel. In order to parameterize
the radiometer, studying the effect of the temporal sampling interval on irradiance is of great
importance. In this work, based on radiation transfer model, simulated irradiance time series from
March 2000 to December 2020 were analyzed. Then, we used them to reveal the effects of the
sampling interval on irradiance. The results show that the measurements of the MWFOV radiometer
can reveal the variation of irradiance on hourly, daily and monthly time scales, and the high-frequency
measurements can reflect the variation of scene types in the MWFOV-viewed area. In order to obtain
more meaningful measurements, the radiation resolution of the MWFOV radiometer should be better
than 0.5 mW·m−2 with an accuracy of 1% or better in the future actual design, and the sampling
interval should be less than 1 h, which can ensure that 97% of the surface area can be sampled more
than nine times per day for longwave radiation. The derived results in this study could facilitate
Moon-based data processing and the determination of the sampling interval and radiation resolution
of an MWFOV under a certain manufacturing cost and error limit.

Keywords: irradiance; radiation budget; Earth observation; Moon-based; sampling interval; CERES

1. Introduction

Global climate change exerts important impacts on the development of the world’s
economy and society. In essence, global climate change is driven by the Earth Radiation
Budget (ERB) at the Earth’s top of the atmosphere (TOA), so the long-term monitoring of
the ERB is of fundamental importance for understanding climate change and analyzing the
Earth’s energy imbalance [1,2]. The ERB quantifies how the Earth gains energy from the
Sun (F0) and loses energy to space through outgoing shortwave (SW) radiation (OSR) and
outgoing longwave (LW) radiation (OLR), so it is of fundamental importance for the climate
and for predicting future global climate change. In addition, according to the conservation
of energy, we can obtain the equation Fnet = F0 − OSR − OLR. Fnet is the net radiation
on the Earth’s TOA between incoming and outgoing radiative fluxes. OLR is the energy
radiating from the Earth atmosphere system in the spectral region from 5 to 200 µm, and
OSR is the radiative flux reflected by the Earth atmosphere system in the spectral region
from 0.2 to 5 µm. The incoming and outgoing radiation at the Earth’s TOA is usually
measured from space with dedicated remote sensing instruments, such as Earth Radiation
Budget Experiment (ERBE), which was used in the early days of observations [3–5]. As an
improved version of ERBE, the Clouds and the Earth’s Radiant Energy System (CERES),
onboard the Terra and Aqua satellites [6], used two complementary orbits for the sampling
of the diurnal cycle to measure the TOA radiative fluxes and atmospheric radiation [6,7].
The Geostationary Earth Radiation Budget (GERB) instrument carries out the dedicated
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observation of the ERB from a geostationary orbit, and it helps to mitigate the lack of
temporal samples in the low-orbit satellite observation data [8–10]. The Deep Space Climate
Observatory (DSCOVR), launched by NASA in 2015, is situated at the Earth–Sun Lagrange
Point (L1) and can observe the LW and SW radiation from the illuminated side of the Earth
with high accuracy and sampling frequency; however, due to the limitation of the orbit,
only about 92–97% of the sunlit Earth is visible to the National Institute of Standards and
Technology Advanced Radiometer (NISTAR) [11]. Although satellite-based observations
have enhanced our understanding of the ERB, they still have several limitations such as
limited longevity, the limited instantaneous field of view of the Earth, limited temporal
sampling and the challenging nature of synthesizing a global image from heterogeneous
satellite datasets [12,13].

As the only natural satellite of the Earth, the nearside of the Moon would be suited to
monitoring the Earth’s outgoing radiation [14,15]. Due to the limitation of synchronous
rotation and the large Earth–Moon distance, the Moon can observe nearly half of the Earth,
and the data inconsistency resulting from the viewing geometry difference is much reduced
for Moon-based Earth radiation observation compared with satellite observations systems.
The latitudes of the Moon’s nadir point on the Earth’s TOA vary between 28◦43′ N and
28◦43′ S, so it can also provide continuous observations of the majority of observed points
with continuously changing angles [16,17]. The huge lunar surface space also provides a
large number of options for various types of equipment to collect various types of data [13].
In addition, the long life cycle and stable orbit of Moon-based platforms enable long-term,
time-series, high-frequency observations to be recorded, covering all local times and all
seasons in a year. Of course, the observation instruments on the lunar surface also face
many challenges, such as the temperature difference between day and nighttime [18], the
high-energy particles from outer space and Moon dust and energy. However, similar
situations also appear for satellite-based platforms, and many technologies have been
invented and applied to overcome these challenges, which are still suitable as sensors on
the lunar surface [19,20].

Until now, a number of studies have been conducted considering Moon-based Earth
observations. The research mainly focuses on the feasibility and effectiveness of Earth
observation from a Moon-based platform [16,21], model simulations based on geometric
conditions [17,22] and the potential applications of Moon-based Earth observations [23,24].
Huang (2008) [25] pointed out that variation in the lunar surface temperature is mainly
controlled by terrestrial radiation during the lunar nighttime, which provides evidence
of feasibility for using a Moon-based platform to study the ERB. Guo et al. (2016) [26]
proposed that a Moon-based platform can provide large-scale, continuously changing
observation angles and long-term, high-quality data about the outgoing radiation of the
Earth. Duan et al. (2019) [27] built an irradiance-estimating model for terrestrial radiation
at the entrance pupil of a simplified, single-pixel, Moon-based Earth radiation observatory
instrument and predicted the range and magnitude of irradiance. Ye et al. (2019) [28]
conducted temporal sampling error analysis of the Earth’s outgoing radiation based on
the datasets from NASA’s Goddard Earth Observing System Version 5, but the analysis
was performed at the level of the top of the atmosphere. Measurements of OSR and OLR
with dedicated broadband instruments started on Nimbus 6 in 1975 [25]. Two types of
instruments are contained in the Nimbus 6: a non-scanning wide field-of-view (WFOV)
instrument measuring the radiation of the Earth from limb to limb and a scanning narrow
field-of-view (NWOF) instrument measuring the radiation with higher resolution [29].
Moreover, after 1975, various types of wide-field-of-view radiometers were launched, such
as the Earth Radiation Monitor on the FengYun (FY)-3 series [30], the shortwave outgoing
radiation monitor (IKOR) on the Meteor series [31], Radiometer Assessment using Vertically
Aligned Nanotubes (RAVAN) onboard a 3U CubeSat [32] and the National Institute of
Standards and Technology Advanced Radiometer (NISTAR) on the DSCOVR [11]. In
addition, Huang et al. (2021) [12] suggested that the first-generation Moon-based Earth
Radiation Budget Experiment (MERBE) instruments are similar to the latest version of
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the CERES instrument, and both are wide-band radiometers. Similar to the RAVAN and
NISTAR, placing a dedicated remote sensing instrument on the lunar surface, the large
distance between the Moon and Earth (380,000 km on average) means that outgoing
radiation from the Earth’s TOA can be monitored by the non-scanning Moon-based Wide
Field-of-View (MWFOV) radiometer considering the Earth as one pixel [33,34], and the
distance also brings great difficulties to detection by the scanning method. The single-pixel
wide field-of-view observations also mitigate the lack of temporal samples caused by orbit
limitations and the error due to time interpolation [2].

Outgoing radiation is a key part of research into the ERB at the Earth’s top of the
atmosphere. Irradiance is the radiation that arrives at the entrance pupil plane of the
instrument, and it finally arrives at the plane of the detection element. The irradiance is
converted to a digital signal; afterwards, the digital signal is processed and saved by the
electrical system [2,32]. Since ERB measurement equipment is usually a heat detector, its
sampling frequency is quite different, usually a few seconds [7] (the Clouds and Earth’s
Radiant Energy System (CERES)) or a few minutes [8–10] (the Geostationary Earth Ra-
diation Budget (GERB)) or even a few hours [11] (the NISTAR onboard the Deep Space
Climate Observatory (DSCOVR)). Therefore, the ascertainment of a sampling scheme for
an MWFOV radiometer is of great importance. Current LEO ERB systems cannot record
the rapid variability of the OLR and OSR of the Earth system due to the limited temporal
sampling coverage. The sampling interval represents the time difference that the adjacent
samplings have. A shorter sampling interval would result in more samples every day,
but the radiometer would need a more precise design and have a higher cost. The sam-
pling temporal sequence at a certain sampling interval would also have consequences for
the measurement error, since it has an effect on the final temporal interpolation for the
utilization of data. In addition, the sampling frequency is closely related to the response
time of the detection element. The smaller the response time, the higher the sampling
frequency. As a larger signal-to-noise ratio (SNR) for the MWFOV radiometer will help to
obtain higher-quality data and more useful information, the improvement of the SNR is of
great importance. The quantitative analysis of the temporal sampling characteristics of the
irradiance will help in the selection of an optimal detection element to obtain the highest
SNR for an MWFOV radiometer. However, the effects of the sampling interval on the
irradiance for the Moon-based Wide Field-of-View Radiometer remain poorly understood.
Therefore, the effect of the temporal sampling interval on the irradiance for the Moon-based
Wide Field-of-View radiometer is analyzed in this work, and the derived results could
facilitate the ascertainment of a sampling scheme for an MWFOV radiometer under a
certain manufacturing cost.

In this work, based on the radiation transfer model, the effect of the temporal sampling
interval on the irradiance for a Moon-based Wide Field-of-View radiometer is analyzed. In
Section 2, we describe the Moon-based Earth observation geometry, the calculation process
of irradiance and the analytical method. Section 3 shows all of the results, and Section 4
presents a discussion. In Section 5, the concluding remarks are presented.

2. Materials and Methods

The goal of this work is to investigate the effect of the temporal sampling interval on ir-
radiance for a one-pixel Moon-based Wide Field-of-View (MWFOV) radiometer. Therefore,
in this work, on the basis of the entrance pupil irradiance estimating model, the simulated
original irradiance time series were obtained by using the CER_SYN1deg-1Hour_Edition4
data products from March 2000 to December 2020 and SW and LW ERBE angular distri-
bution models (ADMs). In addition, the original irradiance time series was taken as the
substitute for the truth in the following analysis.

2.1. Moon-Based Earth Observation Geometry

In order to obtain the irradiance time series, the geometric relationship between
the MWFOV radiometer and the Earth in a unified coordinate system was built. The
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Planetary and Lunar Ephemerides DE430 was used to acquire the position parameters.
Figure 1 presents the geometrical relationship between the Earth, the Sun and the MWFOV
radiometer. Due to the motion of the Moon’s orbit plane and the Earth’s rotation, the
MWFOV-radiometer-viewed area on the Earth’s TOA varies with time. Furthermore, as
the Moon–Earth system orbits the Sun, the Sun-illuminated part on the Earth’s TOA is
also temporally variable. Usually, the instantaneous MWFOV-radiometer-viewed field
includes a sunlit portion and a dark portion (as shown in Figure 1). The sunlit portion
emits not only the OLR, but also the OSR reflected by the Earth’s TOA. The dark portion
only has the OLR. Since the rotation period of the Earth is 24 h, the nearside of the moon
can sample almost the whole Earth each day [14]. For the ERB at the top of the atmosphere,
the influence of clouds on the radiative fluxes through the Earth–atmosphere system is one
of the major sources of estimation uncertainty. The radiative energy flow from the Earth’s
surface plays an important role in the study of land surface temperature (LST) and the ERB
at the surface. So, the measurements of the thermal radiation in the narrow spectral region
8−12 µm “window” (NW) are expected to improve the estimates of LST, ERB and the clear-
sky longwave flux over nonblack land surfaces [6,12]. In addition, Huang et al. (2021) [12]
proposed the Moon-based Earth Radiation Budget Experiment (MERBE) and suggested
that the first-generation MERBE instruments are similar to the latest version of the CERES
instrument with three spectral ranges: total (0.2–200 µm), window (8–12 µm) and shortwave
(0.2–5 µm). Thereby, based on these features, the analysis of irradiance in this work includes
the outgoing shortwave radiation (OSR), the outgoing longwave radiation of the ”window”
channel (OLR-NW) and the outgoing longwave radiation (OLR).
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Field-of-View radiometer.

2.2. Radiation Transfer Function

The instantaneous irradiance, Φ, measured by the MWFOV radiometer at latitude
θMoon and longitude λMoon, is the integral of the radiation from all sites within the
MWFOV-radiometer-viewed region. Moreover, the curvature of the MWFOV-radiometer-
viewed area will mean that the contributions of different Earth TOA sites in the MWFOV-
radiometer-viewed area to irradiance are spatial variables. Therefore, the irradiance of SW
(ΦSW), LW (ΦLW) and NW (ΦNW) for the MWFOV radiometer can be derived from

ΦSW =
x

A

w

Ω

LSW(θ0, θ, φ)dAdΩ (1)

ΦLW =
x

A

w

Ω

LLW(γ, θ, t)dAdΩ (2)

ΦNW =
x

A

w

Ω

LNW(γ, θ, t)dAdΩ (3)
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where LSW (θ0, θ, φ) is the shortwave radiance at solar zenith angle θ0, viewing zenith
angle θ and relative azimuth angle φ (see Figure 2a). LLW (γ, θ, t) and LNW (γ, θ, t) are the
longwave radiance and NW radiance, respectively, at colatitude γ, viewing zenith angle θ
and time t (see Figure 2b).
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To derive the irradiance, the temporal–spatial distribution of the MWFOV-radiometer-
viewed area and the sunlit portion at the Earth’s TOA should be first derived. Due to
the difficulties in solving actual Equations (1)−(3), we discretized the Earth’s TOA into
various elements, and the numerical integration method was utilized. The observation
geometry for the calculation of the irradiance is presented in Figure 2. The rationale of
the numerical integration method (see Equations (4) and (5)) is to sum the individual
contributions of every discrete grid node in the MWFOV-radiometer-viewed area to the
instrument’s irradiance (see Figure 2). Since the Earth−atmosphere system is not a black
body, the reflected shortwave radiation by the Earth’s TOA not only depends on the incident
spectrum and the incident direction but also on the features of the surface and viewing
angle. However, the outgoing longwave radiation depends on time and the features of the
surface and viewing angle. In addition, identical to the similarity between the “window”
and the longwave channel, the same expression is used (see Equation (5)), and the OLR-NW
is used to represent the irradiance of the ”window” channel for convenience in the following
analysis. Based on satellite platform data such as CERES, the individual contribution of
the Earth’s TOA to irradiance can be derived from the TOA radiation flux and the angular
distribution models (ADMs). For convenience, the size of the discrete grid is set to be equal
to that of the CERES synthetic datasets. Therefore, the irradiance of SW (ΦSW) and LW or
NW (ΦLW/NW) can be derived from the following discrete summation equations [35,36]:

ΦSW = ∑
N

L(θ0,i, θi, φi)

D2
i

dAi cos θi cos βi (4)

ΦLW/NW = ∑
N

L(γi, θi, ti)

D2
i

dAi cos θi cos βi (5)

where Di is the distance between the site of the observation instrument and the discrete
grid node i. βi is the viewing zenith angle, as shown in Figure 2.
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2.3. ADMs and Datasets

For an imaginary surface element at the top of the atmosphere, the ADMs are defined
as the ratio of the radiance for each direction out to space and the total hemispheric flux
leaving the surface element [3,37–40]. Additionally, it is necessary to classify the Earth
observations into a set of scenes for the successful application of the ADMs by taking
the variation of scene in the field of view into account. Information about the angular
characteristics of the reflected shortwave radiation and emitted longwave radiation from
the Earth–atmosphere system [40] is required for the calculation of irradiance. The angular
directional models used for ERBE are derived from the Nimbus 7 Scanner instrument
and Geostationary Operational environmental satellite (GEOS) instruments [3,41,42]. The
maximum likelihood estimation method, surface features and cloud features are used
for the scene identification of ERBE ADMs, and the Earth observations are divided into
12 scenes, as shown in Table 1 [41,42]. The ADMs for outgoing shortwave (SW) and
longwave (LW) radiation are defined according to the angular coordinate system shown in
Figure 2. The LW and SW anisotropic function RSW and RLW/NW can be expressed as

RSW(θ0, θ, φ) =
πL(θ0, θ, φ)

M(θ0)
(6)

RLW/NW(γ, θ, t) =
πL(γ, θ, t)

M(γ, t)
(7)

where M (θ0) is the SW-equivalent Lambertian flux at solar zenith angle θ0, and M (γ, t) is the
LW-equivalent Lambertian flux at colatitude γ and the time t. In addition, LW ERBE ADMs
are also used for the calculation of irradiance for the NW channel for convenience. The ray
from the Sun to the target grid area and the normal distribution of the target surface form
the principal plane, and the relative azimuth angle φ is the angle between the principal
plane and exiting ray, as shown in Figure 2a. In contrast to RSW, RLW considers time
variation and divides the time into four seasons (according to the Northern Hemisphere):
spring (March, April and May), summer (June, July and August), autumn (September,
October and November) and winter (December, January and February).

Table 1. The scene types of angular distribution models (ADMs) for ERBE.

Scene Type Bin Scene Cloud Fraction Range

1 Clear Ocean 0.00−0.05
2 Clear Land 0.00−0.05
3 Clear Snow 0.00−0.05
4 Clear Desert 0.00−0.05
5 Clear Land–Ocean Mix (Coastal) 0.00−0.05
6 Partly Cloudy Over Ocean 0.05−0.50
7 Partly Cloudy Over Land or Desert 0.05−0.50
8 Partly Cloudy Over Land–Ocean Mix 0.05−0.50
9 Mostly Cloudy Over Ocean 0.50−0.95
10 Mostly Cloudy Over Land or Desert 0.50−0.95
11 Mostly Cloudy Over Land–Ocean Mix 0.50−0.95
12 Overcast 0.95−1.00

In this study, the ERBE ADMs are utilized to simplify and complete the calculation.
The anisotropic function RSW for the scenes of clear ocean and clear land are shown in
Figure 3a,b. The results show that the anisotropic factors (AFs) rise with the increase
in the sensor’s viewing zenith angle. The geometric relationship of the Sun, the target
viewed area on the Earth’s TOA and the sensor’s position on the lunar surface have a
strong influence on the AFs. The decrease in the viewing zenith angle and the increase in
the relative azimuth angle for the MWFOV radiometer will cause the SW AFs to increase.
The statistical results of SW AFs show a variation range of 0.41~12.76 for clear ocean and
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0.666~5.62 for clear land, respectively. The smaller the solar zenith angle, the smaller the
variation range of AFs; for example, the range is 1.081~2.151 for clear ocean and 1.084~1.17
for clear land when the solar zenith angle ranges from 0◦ to 25.84◦. Compared with the
RSW, the LW AFs’ RLW has a small variation range, and RLW will decrease with the increase
in the sensor’s viewing zenith angle. Although the Earth–atmosphere system is complex
and constantly changing, the variation in time has less influence on the RLW, and the trend
is consistent in different seasons. The RLW ranges from 0.85 to 1.1 under different scene
conditions and times (as shown in Figure 3c,d).
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The dataset of SYN1deg-1hourly Ed4A (provided by the National Aeronautics and
Space Administration Langley Research Center’s (LaRC) atmospheric science center and
obtained from https://asdc.larc.nasa.gov/project/CERES) is used to obtain the radiation
flux data at the node i. This dataset was collected using several instruments on multi-
ple platforms, such as CERES Imaging Radiometers on Geostationary Satellites and the
Moderate-Resolution Imaging Spectroradiometer (MODIS) on Terra and Aqua [43,44].
Data collection for this product is ongoing. The CERES missions are a follow-on to the
successful Earth Radiation Budget Experiment (ERBE) mission and provide a relatively
accurate measurement of multiple Earth radiation parameters including the TOA outward
radiation flux and cloud properties. Therefore, the CERES has the potential to help us to
better understand the ERB [45]. The CERES Synoptic 1 degree (SYN1deg) products could
provide the highest temporal resolution for the TOA flux dataset with a 1◦ latitude × 1◦

longitude spatial resolution. The CERES SYN1deg-1Hour Ed4A products are designed to
provide the highest temporal resolution TOA flux dataset by incorporating hourly GEO
imager data and by taking advantage of the additional GEO imager channels to improve the
cloud property retrievals, computed surface fluxes and GEO-derived TOA fluxes.Therefore,
to investigate the effect of the temporal sampling interval on the irradiance for the one-
pixel Moon-based Wide Field-of-View (MWFOV) radiometer, the SYN1deg-1hourly Ed4A
product is used in this work.

2.4. The Simulated Original Irradiance Time Series

To obtain the simulated original irradiance time series by using radiative flux from
CERES data products, the numerical integration method is used, and the MWFOV-radiometer-
viewed area at the Earth’s TOA is subdivided into finite geographic elements. Then, the

https://asdc.larc.nasa.gov/project/CERES
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original irradiance time series can be obtained by summing up the individual contributions
of these elements. The individual contributions from every finite geographic element can
be calculated by utilizing the radiation transfer function after considering the radiance,
cosine weighting, solid angle, TOA radiation flux and ADMs. Here, the ADMs are used
to complete the conversion process between the measured TOA radiances and the TOA
radiation flux data. So, discrete radiation transfer functions (4) and (5) can be further
expressed as the following Equations (8) and (9):

ΦSW = ∑
N

M(θ0,i)RSW(θ0,i, θi, φi)

πD2
i

dAi cos αi cos βi (8)

ΦLW/NW = ∑
N

M(γi, ti)R(γi, θi, ti)

πD2
i

dAi cos αi cos βi (9)

where M (θ0, i) and M (γi, ti) in Equations (5) and (6) are the SW and LW equivalent
Lambertian flux of discrete node i at the Earth’s TOA.

The flowchart for the calculation of the simulated original irradiance time series of
the MWFOV radiometer is shown in Figure 4. The first step is to set the time range, time
step and lunar surface position. The second step is to discretize the Earth’s TOA at a
resolution of 1◦ × 1◦ and acquire the coordinate vector in the same coordinate and time
system based on the Moon-based Earth observation geometry. The third step determines
the MWFOV-radiometer-viewed node area at the Earth’s TOA. The fourth step solves the
radiation transfer function to obtain the MWFOV radiometer’s entrance pupil irradiance at
a certain moment. The fifth step judges whether the calculation is completed at all time
points. If yes, the irradiance is output; if no, then the next time calculation is entered—that
is, the model returns to the second step. Finally, the simulated irradiance time series is
output, and the calculation process is ended. Due to the maximum difference between
different lunar locations being 9 × 10−4 W·m−2, which is too small to remarkably improve
the observation performance of the platform, the lunar surface site 0◦ E 0◦ N is selected as
the position of the MWFOV radiometer for the study of the effect of the temporal sampling
interval on irradiance.
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2.5. Methodology
2.5.1. Temporal Sampling Method and Metrics

The theoretical simulation model for observing the Earth’s outgoing radiation from a
Moon-based platform is introduced in Sections 2.1–2.4. In this section, the methodology
is carried out to study the irradiance by evaluating the temporal sampling errors. The
simulated original irradiance time series with a sampling interval of 1 h is called the original
time series. The original time series provides a suitable substitute of the truth measured
by an MWFOV radiometer, and the subsampling of the original time series with a specific
frequency mimics the observations of the radiometer. The effect of the temporal sampling
interval on the irradiance is to quantify the errors caused by the subsampling of the original
time series.

As the temporal resolution of CERES SYN1deg Ed4A is one hour, the simulated
irradiance is output every 60 min. Let Φ be the simulated irradiance time series of the
outgoing radiation (SW, LW or NW) from the Earth–atmosphere system; then,

Φb,ti
=
{

Φb,t1 , Φb,t2 , . . . , Φb,ti
, . . . , Φb,tn

}
(10)

where subscripts ti (i = 0,1,2, 3 . . . ) and b denote the output times and the band.
For a particular sampling frequency, a subsampled time series can be constructed

by choosing the specific starting point. For example, for a 2-h sampling interval, the
subsampled time series are 0, 2, 4, . . . , 20, 22 and 1, 3, 5, . . . 21, 23. For the specific
starting point, a subsample can be constructed by choosing a particular sampling frequency,
such as 0, 2, 4, . . . , 20, 22 and 0, 3, 6, . . . , 21, 24. Let Φn,j

b,ti
be the subsampled time series

corresponding to the j-th (j = 0, . . . , 2n) starting point, where n (n = 1, . . . , 24) is the
sampling frequency in hours; then,

Φn,j
b,ti

= {Φ1,j
b,t1

, Φ2,j
b,t2

, . . . , Φn,j
b,ti

, . . . , Φn,1
b,t1

, Φn,2
b,t2

, . . . , Φn,j
b,ti

}
(11)

For example, for the 3-th starting point and the sampling frequency of 2 h, the sub-
sampled time series is as follows:

Φn,j
b,ti

= {Φ2,3
b,t1

, Φ2,3
b,t2

, . . . , Φ2,3
b,ti

}
(12)

To quantify the effect of the subsampling, the metrics of the uncertainties in the mean,
the absolute error of the subsamples and the correlation between the subsamples and the
original time series are adopted [46–48]. As mentioned above, multiple time series can be
constructed with the variation of the sampling interval and start time. The daily mean of
each time series is computed by Equation (13), and the method is the same for monthly
and annual means.

Φn,j
b,ti

=

∑
N

Φn,j
b,ti

N
(13)

Different subsampled time series have different means, and the variation in these
means can be described as the uncertainty in subsampling. Figure 5 provides an example
of the monthly means in October 2017 for all of the realizations from the various sampling
intervals and various start points. Here, the monthly means are plotted against sample
frequency. When the sampling frequency is less than 4 h, the spread of monthly means
is quite small. In addition, if the sampling frequency is greater than 12 h, the error of
measurements will exceed 1.75 mW·m−2. When the sampling frequency is 24 h, only one
location is effectively sampled per day, and the error spread is large. Moreover, compared
to the monthly means, the daily means will have a larger and faster spread.
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For a specific interval and a start point, the standard deviation of the difference
between the original and subsampled time series over all possible subsamples can be
used to reveal the uncertainty of the mean. In addition, the standard deviation (STD) is
calculated as

σd,b =

√√√√√ n
∑

j=1
(Φn,j

b,ti
−Φb,ti

)
2

n
(14)

where Φb,ti
refers to the daily, monthly or annual mean of the original total time series. The

mean standard deviation can be further expressed as

σd,b =
1
N

N

∑
1

σd,b (15)

where N refers to the number of the possible means in the total time series. For 2017, there
are 365 days, so N is 365 when considering daily means and N is 12 when considering
monthly means.

For the effect of different sampling methods, the error compared to the true mean
for any given interval can be used. For a given sampling frequency of every n hours, the
absolute error δn,b,ti ,j and the average absolute error δb,ti

can be written as

δn,b,ti ,j =

n
∑

j=1

∣∣∣(Φn,j
b,ti
−Φb,ti

)
∣∣∣

n
(16)

δb,ti
=

1
N

N

∑
1

δn,b,ti ,j (17)

To compare the structure of the time series and analyze the similarity between the orig-
inal and subsampled time series, the correlation coefficient is introduced. The correlation
coefficient between two time series provides a quantitative description for the similarity of
two series. If a particular subsampled time series is more similar to the original time series
than other subsampled time series, the similarity of this time series would be revealed
by a high correlation coefficient [46–48]. Since the sampling frequency and start point are
different, each subsampled time series is obtained from the same sample locations in the
original time series. The correlation coefficients can be expressed as

Rn,b,ti ,j =
COV(Φn,j

b,ti
, Φb,ti

)√
Φn,j

b,ti

√
Φb,ti

(18)

where COV refers to the covariance and Φ is the variance.
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2.5.2. Discrete Fast Fourier Transforms (FFT)

The Fourier series and Fourier transform are common methods for analyzing periodic
signals, and they have been widely used in digital signal processing and control systems.
Because the positional relationship between the Sun, Earth and Moon and the Earth’s
TOA scene in the field of view of the instrument change periodically, the irradiance of the
MWFOV radiometer is a periodic discrete signal. Discrete Fast Fourier Transforms have
been used to conduct frequency analyses on time series [49]. Through the Fourier transform
method, the discrete signal in the time domain can be converted to the frequency domain,
so that the frequency characteristics of the original discrete sequence in the time domain
can be obtained. Therefore, this work uses the Discrete Fourier Transform (DFT) method
with the number of sampling points in the frequency domain equal to the length of the
discrete signal to analyze the periodical discrete irradiance obtained from the simulation.
The function FFT provided by MATLAB software is used to complete Discrete Fourier
Transform and, for the input irradiance discrete sequence x, the function FFT implements
the relationships [50]:

Y(k) =
n

∑
j=1

x(j)W(j−1)(k−1)
n (19)

Wn = e−j2π/n (20)

where n is the length of discrete sequences x and Y. Wn is one of n roots of unity, and j is
the imaginary unit.

3. Results

In this section, the original and subsampling irradiance time series for the MWFOV
radiometer produced by the CERES SYN1deg Ed4A are analyzed, and a discussion about
the results is presented.

3.1. The Original Time Series

Based on the model constructed in Section 2, Figure 6a,c present the original shortwave
(SW), longwave (LW) and the narrow ”window” (NW) channel irradiance time series on
October in 2017 and for the entire year of 2017, respectively. The results show that the SW
irradiance ranges from about 0.00 to 94.55 mW·m−2, while for the LW and NW irradiance,
the range is 58.05~86.92 and 14.09~25.79 mW·m−2. The time series in Figure 6a,c also serve
to demonstrate how the irradiance varies on hourly, daily and monthly time scales. In
more detail, in October 2017, there is generally a sudden increase in outgoing shortwave
radiation (OSR) with a peak on or around 18 October UTC. After the peak occurs, the OSR
decreases to a monthly low at around 4 November UTC, and the value is zero. For the
outgoing longwave radiation (OLR), the time of the peak value is around 6 October to
8 October UTC, and the low value is around 25 October to 26 October UTC. The latitude of
the sub-Sun and sub-MWFOV point on Earth’s TOA over the Moon’s orbital period and one
year are shown in Figure 6b,d, respectively. The positive latitude means that the sub-point
is in the Earth’s Northern Hemisphere, and the negative latitude means the sub-point is
in the Earth’s Southern Hemisphere. The variation of OLR has a strong correlation with
the change trend of the latitude of the sub-MWFOV point, and LW irradiance is greater
when the sub-MWFOV point is located in the Northern Hemisphere. As the variation of
OSR depends on the geometric relationship of the Sun–Moon–Earth system, the OSR has a
weak correlation with the change of the latitude of the sub-MWFOV point (Figure 6a,b).
For a certain day, the lowest values of OSR generally coincide with the Sun being over
the Pacific Ocean, and the irradiance will increase when a large land area comes into view.
Then, tail-off occurs as a large ocean comes into the field of view, and different weather
patterns and cloud locations cause differences from day to day. A comparison of Figure 6c,d
indicates that the latitude variation of the sub-MWFOV point is the main reason for the
periodic monthly oscillation of OLR and OSR. The change of the sub-Sun point latitude
is the main reason for the peak yearly irradiance, and the time of the annual peak often
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corresponds to summer in the Northern Hemisphere. For longer periods, such as 5 years,
10 years and 20 years, LW and SW EPI have similar changes.
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3.2. Temporal Sampling Uncertainties

Different sampling intervals and different sampling times will cause different un-
certainties of irradiance. The irradiance time series of OLR and OSR from 15 October to
17 October in 2017 are shown in Figure 7, and the curves present the original and subsam-
pled time series obtained with the same starting point and different sampling frequencies.
The original time series, limited by the temporal resolution of the CERES data product, can
serve to demonstrate how the irradiance varies on daily time scales (Figure 7). The variation
of the land-to-sea area ratio and the MWFOV-radiometer-viewed area illuminated by the
Sun causes the irradiance to change significantly throughout the day. Moreover, as the
sampling frequency becomes increasingly coarser, more details of irradiance time series are
lost. For example, while the sampling interval is 4 h, a loss of peak information will occur.
In addition, a coarser sampling frequency will cause a significant change in the real shape of
irradiance, meaning that the obtained data lose a great deal of high-frequency information.
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wave radiation for a three-day period from 15 October to 17 October in 2017. Colored curves show
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The mean standard deviation (STD) of irradiance refers to the mean of the standard
deviation of the difference between original and subsampled time series over all possible
subsamples, so the value reveals the uncertainty of the sampling intervals. The mean daily
STD of OLR, OSR and OLR–NW for different sampling intervals is shown in Figure 8. It is
obvious that the mean STD of OSR is larger than OLR and the outgoing longwave radiation
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of the “window” channel (OLR-NW) under the same sampling interval. Since the mean
STD is calculated by averaging the different daily subsamples, the range of variation is not
very large, but it can reflect the overall sequence characteristics. The results in Figure 8
show that the mean daily STD of OSR ranges from about 2.00 to 2.12 mW·m−2, while for
the OLR and OLR-NW, the maximum value was about 1.30 and 0.55mW·m−2, and the
minimum was about 1.14 and 0.48 mW·m−2, respectively. In addition, compared with the
OSR, the OLR and OLR-NW have higher stability under the same sampling intervals. It
should be noted that the mean daily STD does not always rise with the increase in sampling
intervals. When the sampling interval is less than 8 h, the mean daily STD keeps increasing,
while it starts to decrease when the sampling interval is greater than 8 h. The main reason
for this is the daily cycle of irradiance and the use of average values. When the sampling
interval is 8 h, the subsample time series include two sets of observations, each with three
values. However, only three measurements per day will result in the loss of a great deal
of information with a frequency higher than 8 h. When the sampling interval changes
from 1 h to 8 h, the relative changes of mean STD are 6.5% (OSR), 12.3% (OLR) and 12.8%
(OLR-NW). In addition, when the sampling interval is 1 h, the mean daily STD has the
lowest value.
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The mean daily STD can only reflect the long-term, overall features of irradiance,
but cannot show the variations in irradiance on different time scales well. To investigate
the temporal sampling uncertainties under different time scales, Figures 9–11 present the
daily mean and daily STD of irradiance with the sampling intervals of 2, 4, 6 and 8 h in
October 2017, and the error bars reveal the mean daily standard STD of the subsampled
time series. The vertical scaling for each figure is kept fixed, but the horizontal scale is
not. The results in Figures 9–11 show that the daily mean and daily STD of irradiance
vary with the working band (SW, LW or NW) and the sampling intervals. There is no
significant variation for the daily mean under different sampling intervals, but the variation
ranges and the duration of drastic changes for OSR are greater than the OLR and OLR-NW
(Figures 9, 10 and 11f). In more details, the daily STD peak of irradiance varies with the
month, like the STD peak of SW occurring on or around 15 October to 19 October UTC,
but for the other months, the time will change. In addition, the maximum of daily STD is
around 2–4 times of the minimum; for example, the maximum of daily STD is 2.4 mW·m−2

and the minimum is around 0.6 mW·m−2 for the OSR. It is obvious that the difference of
daily STD under different sampling intervals is different, as shown in Figures 9, 10 and 11f,
and it varies with time. For example, the difference for OLR between 2 h and 6 h time
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series is 0.45 mW·m−2 on 19 October 2017, while for 28 October 2017, it is 0.05 mW·m−2

(Figure 11f).
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standard deviation.
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Figure 10. The daily mean and STD of LW irradiance with sampling intervals of (a) 2 h, (b) 4 h,
(c) 6 h and (d) 8 h in October 2017. The curves in (e) are the mean values, and the curves in (f) are the
standard deviation.
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mW∙m−2, respectively. The OSR + OLR is the sum of OSR and OLR. For a longer period 
from March 2000 to December 2020, the daily STD variation range will be further ex-
panded, and the ranges of OSR, OLR, OLR-NW and OSR + OLR are 0.00~7.33, 0.08~3.07, 
0.06~1.25 and 0.08~7.27 mW∙m−2, respectively. With an increase in the sampling interval 
from 1 h to 6 h, it is obvious that the uncertainty increases, and the change in deviation 
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Figure 11. The daily mean and STD of LW–NW irradiance with the sampling intervals of (a) 2 h,
(b) 4 h, (c) 6 h and (d) 8 h in October 2017. The curves in (e) are the mean values, and the curves in (f)
are the standard deviation.

The daily STD for different sampling intervals in 2017 is presented in Figure 12.
Figure 12d is the original time series, and (a), (b) and (c) refer to the difference between
the subsampled time series with the sampling intervals of 2, 4 and 6 h and the original
time series. Compared to the mean daily STD (see Figure 8), the daily STD is periodic, and
there is generally a sudden increase in daily STD with a peak at the end of each month
to the beginning of the next month. After the peak occurs, the lowest values come at
around mid-month. For the sampling interval of 1 h in 2017, the variation ranges of OSR,
OLR, OLR-NW and OSR + OLR for daily STD are 0.00~5.32, 0.33~2.33, 0.12~1.10 and
0.38~4.98 mW·m−2, respectively. The OSR + OLR is the sum of OSR and OLR. For a longer
period from March 2000 to December 2020, the daily STD variation range will be further
expanded, and the ranges of OSR, OLR, OLR-NW and OSR + OLR are 0.00~7.33, 0.08~3.07,
0.06~1.25 and 0.08~7.27 mW·m−2, respectively. With an increase in the sampling interval
from 1 h to 6 h, it is obvious that the uncertainty increases, and the change in deviation
exhibits a positive and negative alternating phenomenon. For the OLR and OLR-NW cases,
the daily STD absolute error between the 1 h sampling and 2 h sampling intervals is less
than 0.05 mW·m−2, and the relative deviation is less than 2.20% in 2017, while the deviation
for OSR and OSR + OLR is less than 0.12 mW·m−2 and the relative error is less than 2.24%.
However, when the sampling interval is 6 h, the absolute deviations in 2017 are less than
0.62 (OSR), 0.30 (OLR), 0.14 (OLR-NW) and 0.58 (OSR + OLR) mW·m−2, respectively, and
the relative deviations are up to 26% (OSR), 12.90% (OLR), 12.87% (OLR-NW) and 36%
(OSR + OLR), respectively.

Figure 13 presents the statistical histogram and normal distribution curve for the daily
STD of irradiance for OSR, OLR and OLR-NW from March 2000 to December 2020. For the
variables that obey the normal distribution, the “3-sigma” principle states that the proba-
bility of a variable falling outside the interval between mu − 3-sigma and mu + 3-sigma is
less than 0.3%. The mu and sigma are the mean and the standard deviation. The statistical
histogram shows that the normal characteristics of OLR and OLR-NW are more significant
than OSR and OSR + OLR; that is, the symmetry of OLR and OLR-NW is stronger. The



Sensors 2022, 22, 1581 16 of 29

results in Figure 13 show that the mu has a slight variation for daily STD with the increase
in sampling intervals. For the OSR, the mu is 2.00 under the sampling interval of 1 h, and it
is 2.13 for the 6 h interval. Similarly, the mu of OLR is 1.15 in the 1 h interval and 1.28 in the
6 h interval, respectively. Since the total radiation is mainly controlled by OSR, the mu of
OSR + OLR is close to OSR, and the deviation does not exceed 0.05 mW·m−2.
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Figure 13. The statistical histogram and normal distribution curve for the daily STD of irradiance for
OSR, OLR and OLR-NW from March 2000 to December 2020. The normal distribution curves are
plotted according to normal distribution functions with the given mu and sigma values, and the mu
and sigma values are showed in the subfigures.

Then, we calculated the monthly mean and STD of irradiance with the 1 h sampling
interval during the period of March 2000 to December 2020, as shown in Figure 14. By
comparing Figures 6 and 9–11, the results show that as the analysis span increases from
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day, to month, to year, the mean and standard deviation become more stable, as shown in
Table 2. In addition, from the monthly and annual means, it can be seen that the increase
in the analysis span will weaken the periodicity, and the maximum and minimum values
influence the drastic changes in the period, such as OSR in Figure 14. Based on the mean,
considering the standard deviation, it is obvious that the standard deviation of OSR is
approximately 4 times that of OLR and 12 times that of OLR-NW.
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Figure 14. The mean and STD of irradiance with the 1 h sampling interval for (a,b) monthly; and
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Table 2. The monthly mean and STD, and annual mean and STD during the period March 2000 to
December 2020 (units: mW·m−2).

OSR OLR OLR-NW OSR + OLR

Monthly Mean 20.54~31.45 67.59~72.24 18.45~20.34 89.75~101.53
STD 14.46~27.95 3.40~7.63 0.90~2.53 8.57~34.93

Annual
Mean 24.10~26.03 69.4~70.23 19.25~19.63 93.61~95.93
STD 20.47~23.06 5.46~6.15 1.65~1.86 21.03~26.08

As anticipated, the uncertainty increases with the sample interval, and the STD will
vary as the analysis span increases from day to year. Figure 15, constructed like Figure 12,
shows the monthly STD difference of irradiance between the 1 h sampling interval time
series and 2 h, 4 h, 6 h and 8 h time series. Similar to Figure 12, the STD of the difference
between the original and the subsampled time series (2 h, 4 h, 6 h and 8 h) are larger for
OSR and the sum of OSR plus OLR, because the OSR is always associated with smaller
spatial and temporal scales. When using a sampling frequency of 2 h, the monthly STD of
difference does not exceed 0.02 mW·m−2. When increasing the sampling intervals from
1 h to 2 h, 2 h to 4 h, 4 h to 6 h or 6 h to 8 h, the monthly STD of the difference between
the original and the subsampled time series increases by about 0.03 to 0.04. However, it
is worth noting that even if the sampling frequency is 8 h, the monthly maximum STD of
difference is still less than 0.14, 0.04, 0.012 and 0.018 mW·m−2 for OSR, OLR, OLR-NW and
OSR + OLR, respectively.
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6 h and 8 h for (a) OSR; (b) OLR; (c) OLR-NW; (d) OSR + OLR.

3.3. The Effect of Sampling Intervals and Sampling Time

For a given sampling frequency, the average absolute error of irradiance for OLR and
OSR in 2017 is shown in Figure 16, and the vertical scale is kept fixed within each of the
two sub-panels. It is obvious that when increasing the sampling intervals from 1 h to 2 h,
to 4 h and to 6 h, the average absolute error between the original and subsamples keeps
increasing and the error varies with the time. From the perspective of amplitude, as the
intervals increase, the average absolute error will fluctuate more violently, and there will
be a period of the most violent fluctuation every month, as in the period from October
17 to October 19 UTC for the OLR (Figure 16a). For the 1 h sampling frequency of OLR,
the average absolute error ranges from about −1.17 to 1.24 mW·m−2, while for the 6 h
sampling frequency, the minimum value was about −3.33 mW·m−2 and the maximum
was about 5.38 mW·m−2. For shortwave radiation, when using a sampling frequency of
1 h, the average absolute error is relatively small—generally between −4.65~4.13 mW·m−2.
However, for the 6 h sampling interval, the variation ranges of average absolute error are
−8.94~13.21 mW·m−2—approximately 2.5 times 1 h.
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The statistical histogram for the average absolute error of irradiance for OLR, OSR
and OLR-NW from March 2000 to December 2020 are presented in Figures 17–19. Note that
the vertical scaling is the error, and the y-axis corresponds to the number of measurements.
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The statistical results show that the average absolute error of irradiance presents a normal
distribution, and the shape of the normal distribution shows that the average absolute
error for OSR is larger. The “3-sigma” principle states that the probability of a variable
falling outside the interval between mu − 3-sigma and mu + 3-sigma, where mu and sigma
are the mean and the standard deviation, is less than 0.3%. As the range (mu − 3-sigma,
mu + 3-sigma) includes 99.7% of the possible error values, the value of “3-sigma” can be
used to measure the margin of error. For the 1 h sampling frequency of OSR, OLR and
OLR-NW, the “3-sigma” values are 1.82, 1.20 and 0.60 mW·m−2, respectively, but when
using the 6 h sampling intervals, the “3-sigma” values are 8.25, 4.68 and 2.01 mW·m−2,
respectively. When the sampling interval increases by six times, the deviation increases by
about three times. To accurately identify the high-frequency variation in irradiance for the
MWFOV radiometer, not only a high radiation resolution but also high stability is required.
Therefore, the statistical properties of the absolute deviation will help us to understand the
stability of irradiance.
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As the time series of measurements vary with the sampling intervals and start time, it is
important to evaluate the sampling similarity with the correlations of daily mean irradiance
between original and subsampled time series. Table 3 shows the correlations of daily means
for OSR, OLR, OLR-NW and OSR + OLR under different sampling intervals and different
start times. The results in Table 3 show that the correlation coefficients are generally close
to one, and a slight decrease in terms of the daily mean correlation coefficients for different
sampling frequencies is found. For 2 h sampling frequencies, the correlation is 1, while for
the 6 h, the correlation coefficients are close to 0.9997 for OSR, 0.9996 for OLR, 0.9992 for
OLR-NW and 0.9996 for OLR + OSR, respectively. For the 8 h sampling frequency, with the
increase in the start time, the correlation decreases from 0.9996 at the first hour to 0.9986 at
the eighth hour, and the change for OLR is not obvious. Moreover, the correlations of the
time series are very similar for all starting points when the sampling interval is less than
6 h and for the all-sampling interval. In addition, the correlations between the original and
subsampled time series at the start times of 3:00 and 4:00 are higher overall than other time
series. In summary, it is better to have higher correlations for a certain sampling interval,
and it is obvious that the influence of sampling intervals and start times will be smaller
when the sampling interval is smaller than 4 h, as shown in Table 3.

3.4. The Effect of Sampling Intervals on Coverage Ability

From the perspective of spatial coverage ability, the MWFOV-radiometer-viewed re-
gion will vary with the sampling interval, and when the sampling interval is less than
12 h, the adjacent observations have part of the same scene. Figure 20 presents the SW
and LW coverage images of different sampling intervals per day. The figures are ob-
tained by plotting the MWFOV-radiometer-viewed area of different sampling sequences on
180 × 360 grids (1◦ × 1◦) and the number of visible grids is normalized, i.e., the ratio 1 in
Figure 20a reveals that these regions on the Earth’s TOA can be seen 12 times in one day, or
2 times for the sampling interval of 6 h. As the sampling frequency decreases from every 1 h
to 2 h, or every 2 h to 4 h, or every 4 h to 6 h, as shown in Figure 20, the overlapping area of
two adjacent observations reduces, and the number of observations in many places per day
is less than the maximum number of observations (the ratio of 24 h to the sampling interval).
In addition, the decrease in sampling frequency will lead to a significant reduction in the
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number of observations per day for any given location. In addition, as the “window” and
longwave channel is similar in the MWFOV-radiometer-viewed area, the coverage images
of NW are not shown here.

Table 3. The correlations of daily mean OSR, OLR, OLR − NW and OSR + OLR for different start
times under the sampling intervals of 2 h, 4 h, 6 h and 8 h.

Interval
Start Time

1 2 3 4 5 6 7 8

OSR

2 h 1 1 × × × × × ×
4 h 0.9999 0.9999 0.9999 0.9999 × × × ×
6 h 0.9994 0.9997 0.9999 0.9998 0.9997 0.9997 × ×
8 h 0.9996 0.9996 0.9997 0.9996 0.9996 0.9996 0.9990 0.9986

OLR

2 h 1 1 × × × × × ×
4 h 0.9998 0.9999 0.9999 0.9999 × × × ×
6 h 0.9995 0.9997 0.9999 0.9999 0.9997 0.9995 × ×
8 h 0.9992 0.9995 0.9998 0.9998 0.9998 0.9997 0.9991 0.9992

OLR − NW

2 h 1 1 × × × × × ×
4 h 0.9998 0.9998 0.9999 0.9997 × × × ×
6 h 0.9992 0.9992 0.9993 0.9995 0.9992 0.9992 × ×
8 h 0.9996 0.9990 0.9993 0.9990 0.9986 0.9986 0.9988 0.9986

OLR + OSR

2 h 1 1 × × × × × ×
4 h 0.9999 0.9999 0.9999 0.9999 × × × ×
6 h 0.9994 0.9995 0.9999 0.9998 0.9996 0.9997 × ×
8 h 0.9996 0.9996 0.9998 0.9997 0.9996 0.9996 0.9989 0.9987
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Figure 20. The SW and LW coverage images of different sampling intervals for the MWFOV radiome-
ter on 17 October 2017 and 5 October 2017, respectively. (a,e), (b,f), (c,g) and (d,h) represent the 1,
2, 4 and 6 h sampling intervals. The deep red part is the visible region for every observation of the
MWFOV radiometer, and the number of visible grids is normalized.

Table 4 shows the SW and LW statistics of the area ratio for the different sampling
times under different sampling frequencies. For the OSR, when the sampling interval is
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1 h, 82.28% of the Earth’s surface grid area can be sampled more than nine times, and
the sampling is relatively uniform and stable. However, for the sampling interval of 2 h,
65.17% of the area can only be sampled five times, and 12.37% can only be sampled six
times. When the sampling interval is 6 h, 57.82% of the Earth’s surface area can only be
sampled twice, and 33.08% of the area can only be sampled once. The OLR is not directly
affected by solar radiation, so the coverage ability is better than SW radiation. The results
in Table 4 show that for the 1-h sampling frequency of OLR, 97.52% of the Earth’s surface
grid area will be sampled more than nine times, but for the sampling frequency of 2 h,
72.78% of the area can only be sampled six times and 4.76% can only be sampled seven
times. When the sampling frequency decreases to 6 h, 89.38% of the Earth’s surface area
can only be sampled twice per day. In summary, a small sampling interval will allow more
observation opportunities for any given location. It should be noted that the coverage
images (in Figure 20) and area ratio (in Table 4) are acquired at the maximum moment of
OSR (see Figure 6), so the grid area ratio sampled more than nine times with a 1-h sampling
interval can reach up to 82%. When the sampling interval is better than 1 h, for a given
location, higher-resolution observation data will be obtained, and these data will support
for the study of high-frequency, large-scale changes to Earth’s energy.

Table 4. The SW and LW statistics of the area ratio for the different sampling times under different
sampling frequencies. The calculation moment for SW and LW is 17 October 2017 and 5 October
2017, respectively.

Times 1 2 3 4 5 6 7 8 ≥9

SW

1 h 0.39% 0.32% 0.48% 0.69% 1.03% 1.45% 2.2% 3.51% 82.28%
2 h 0.76% 1.46% 3.08% 9.27% 65.17% 12.37% 0 0 0
4 h 3.42% 44.00% 44.22% 0 0 0 0 0 0
6 h 33.08% 57.82% 0 0 0 0 0 0 0

LW

1 h 0.07% 0.09% 0.11% 0.29% 0.40% 0.41% 0.44 0.66% 97.52%
2 h 0.18% 0.57% 0.83% 1.58% 19.27% 72.78% 4.76% 0
4 h 1.09% 11.51% 84.84% 2.42% 0 0 0 0
6 h 8.51% 89.38% 1.66% 0 0 0 0 0

3.5. Frequency Analysis of Irradiance

As shown in Figure 6, the original time series show a diurnal and monthly cycle
and numerous sub-diurnal modes of variability across a wide range of time scales, which
indicates that the frequency analysis of these observations is warranted. In addition,
high-quality data can always reflect their own internal characteristics, such as period and
amplitude. Therefore, the period extraction and frequency analysis of discrete simulated
irradiance data are important aspects of evaluating data quality. In this work, the DFT is
used to analyze the period of discrete irradiance data. The relationship between magnitude
and frequency for the original OSR and OLR irradiance time series from March 2000 to
December 2020 is shown in Figures 21 and 22, respectively. The vertical scaling is the
normalized frequency with the 1-h sampling frequency, and the y-axis represents the
magnitude of the Fourier series. The smaller the value of the frequency, the longer the
corresponding period. The results show that the Discrete Fourier Transforms of the original
irradiance time series in the frequency domain can reflect and extract the internal period or
frequency characteristic for the discrete irradiance time series, and the magnitude and the
number of amplitude peaks reflect the strength of the period. It is obvious that the main
period of irradiance for the OSR and OLR, such as hours, days, months, and years, can be
obtained by DFT, as shown in Figures 21 and 22.

From the number of amplitude peaks, the OSR has a more complex period compared
with the OLR, and the results in Figures 21 and 22 are consistent with those in Figure 6.
The 1-h period is mainly caused by the temporal resolution of the satellite data product
and the variation in the scene of MWFOV-radiometer-viewed area. For the shortwave
radiation, the appearance of the 1.04 h, 1.09 h, 6 h and 8 h periods is caused by the drastic
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daily changes of cloud, scene types and shortwave anisotropy, and the reason is the same
for the 1.04 h period of the longwave radiation. The alternation of ocean and land in the
radiometer’s field of view brings a period of 12.5 h, and the movement of the Moon around
the Earth may have caused 10 day or 14.9 day and monthly periods. It should be noted that
the diurnal cycle of irradiance is a major feature of the time series. For longer time spans,
half-year and one-year periods will also be obtained by the Discrete Fourier Transform.
It should be noted that the features with the periods of days, months and years could
be extracted by the DFT for all the subsample time series with the sampling intervals of
2 h, 4 h, 6 h and 8 h, but as the sampling frequency increases, the information that can be
extracted in irradiance will increase. However, there exists a difficulty in extracting the
features on the minute scale because it has a great dependence on the temporal resolution.
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4. Discussion

As a special platform, compared to artificial satellites, the Moon-based platform can
provide a longer-term, continuous Earth radiation observation at a planetary hemispherical
scale. The high orbital altitude of Moon, which is approximately 10 times that of geosta-
tionary orbit and 60 times that of a polar-orbiting-satellite, means that the reflected solar
shortwave (SW) radiation and outgoing longwave infrared (LW) radiation from the Earth’s
top of atmosphere can be measured by considering the Earth as a single pixel. A non-
scanning Moon-based Wide Field-of-View (MWFOV) radiometer can provide a powerful
supplement to the data of satellite platforms for the ERB. Limited in its own synchronous
rotation, the nearside of the Moon always faces Earth. The rotation cycle of the Earth is
24 h; therefore, the nearside can sample the whole Earth in one day, which will be helpful to
overcome the shortcomings of half of the Earth always being invisible from the Moon. Most
of regions on the Earth’s TOA can be sampled 12 times in one day if the sampling interval is
set to 60 min, and almost the entire earth can be observed in one day. Similarly, 48 temporal
samples can be taken per day if the sampling interval is set to 15 min. The measurements
of the Earth’s outgoing radiation for the MWFOV radiometer are closely related to the
temporal sampling interval, and the sampling interval represents the time difference that
the adjacent samplings have. A shorter sampling interval would result in more samples for
a certain period, but the radiometer would need a more precise design and have a higher
cost. The study of the effect of the temporal sampling interval on the irradiance for the
MWFOV radiometer can optimize the sampling frequency setting of this instrument, and it
also serves as a data support for optimizing the design of the instrument to obtain a high
signal-to-noise ratio. Within this context, the lunar surface site 0◦ E 0◦ N is selected as the
position of the radiometer, and the simulated original irradiance time series, used as the
substitute for the truth, are obtained by utilization of the CER_SYN1deg-1Hour_Edition4
data products. By analyzing the simulated original and subsampling irradiance time series
with the help of the defined metrics and Fourier transform, the effect of temporal sampling
interval on the irradiance is finally studied.

Different sampling intervals will have different subsample time series. When the
sampling interval is 1 h, the irradiance shows a significant change on hourly, daily and
monthly time scales, as shown in Figure 6, but as the sampling frequency becomes increas-
ingly coarser, more details of irradiance time series are lost (see Figure 7). The analysis
of temporal sampling error can acquire the change characteristics of irradiance with time
under different sampling methods. For the 1 h sampling frequency of OSR, OLR and
OLR-NW, the “3-sigma” values are 1.82, 1.20 and 0.60 mW·m−2, respectively, but when
using the 6 h sampling intervals, the “3-sigma” values are 8.25, 4.68 and 2.01 mW·m−2,
respectively. This derived result will facilitate the ascertainment of the time response design
and materials selection of the radiometer; in other words, in order to achieve the accurate
detection of such a small amount of radiation, <0.5 or <1 mW·m−2, with what kind of
conditions should the time response characteristics of the radiometer be understood, and
what kind of manufacturing material should be selected? Therefore, the choice of sampling
interval will be of great importance for choosing optimal detection elements to obtain the
highest SNR under a certain manufacturing budget.

Due to the limited sampling interval, the sampling times of the Earth’s surface area
and the spatial coverage ability of the MWFOV radiometer will vary under different
sampling frequencies. When the sampling interval is better than 1 h, for a given location,
higher-resolution observation data will be acquired, and these data will promote the
study of high-frequency, large-scale changes to Earth’s energy. In addition, the Discrete
Fourier Transform (DFT) of discrete simulated irradiance data shows that the times series
in the frequency domain can easily reflect the internal period or frequency of irradiance,
such as the period of an hour, one day and a month. Recent work has also shown that
the development of Earth System Model tuning for centennial-length simulations and
the exploration of structural versus parametric error suggest that model constraints at
high frequencies are warranted [51]. Therefore, the irradiance across time scales ranging
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from sub-diurnal to decadal from the MWFOV radiometer can be used for time-varying
energetic constraints of the coupled inter-comparison project 5 model (CMIP5) and CMIP6
models [49].

As shown in Section 3.1, the order of magnitude of the entrance pupil irradiance for
the MWFOV radiometer is 10−2 W·m−2, and the magnitudes are not significantly different
from the ERBE, CERES and GERB instruments. In addition, the magnitude of irradiance
measured by the NISTAR on DSCOVR is also on the order of 10−3 W·m−2, and the accuracy
of the detector is 1.5% or better [11], providing a meaningful reference and verification for
the realization of the MWFOV radiometer. When the sampling interval is better than 1 h,
more observation data will be obtained for every Earth surface point, but if the radiation
resolution of the radiometer cannot be further improved, two adjacent observations will be
closer to the same value. If the minimum radiation resolution of the MWFOV radiometer is
1 mW·m−2 with a high stability and the sampling interval is 1 h, two adjacent observations
will have nearly the same value for OLR and OLR-NW, and for the OSR, 68% of the time,
these will be the same (see Figures 17–19). Therefore, in order to obtain more different
and meaningful measurements, the radiation resolution of the MWFOV radiometer should
be better than 0.5 mW·m−2 in the future actual design, and the sampling interval should
be less than 1 h. The achievement of this sensitivity design goal also requires the corre-
sponding detection element and temperature control system of the MWFOV radiometer
to meet certain requirements, such as accurate photoelectric equivalent measurement [34].
Based on the proved state-of-the-art spaceborne technologies, the current detector design
technology could meet the requirements of the MWFOV radiometer’s design specification
for irradiance [12,32,34,52,53].

In addition, SI traceability and accurate radiometric calibration for the MWFOV
radiometer can be achieved by observing the cold and stable deep space background, using
a dedicated stable calibration source and the mutual correction method of the established
observation network. A more accurate radiometric calibration can also be achieved on the
lunar surface based on the stable selenographic radiation environment. Indeed, the Moon
has been used as a calibration reference source for low Earth orbit satellites, such as SeaWiFS
onboard the OrbView-2 [54] and the MODIS onboard the Terra and Aqura satellites [55].
Since the early 1970s, great efforts have been made to deal with these data obtained
on satellite platforms at different heights, such as the Earth Radiation Budget Satellite
(ERBS) and the Clouds and the Earth’s Radiant Energy System (CERES); furthermore,
corresponding complete methods for estimating the Earth’s radiation budget using satellite-
based data have been developed. Therefore, the corresponding Moon-based data processing
method can be developed on the basis of the processing method for the satellite-based data
after being combined with the characteristics of the Moon-based platform [11,38,39].

It should be noted that this work is a study of the effect of the temporal sampling
interval on the irradiance for a one-pixel Moon-based Wide Field-of-View (MWFOV)
radiometer from the perspective of the simulations. Although the ADMs used were derived
from the Nimbus 7 Scanner in the last century, it is a relatively mature angular dependency
model for converting the radiance to a flux estimate, and this model is still being used in
CERES data products, such as CER_ES4_Terra+Aqua_Edition4. Since the highest temporal
resolution of CERES data products is 1 h, information for less than one hour is currently
difficult to obtain through the method of this work, but its trend can be properly predicted.
The specific design method for an MWFOV radiometer will be considered in the prototype
design. Other factors related to the radiometer, such as structure design, material selection
and retrieval algorithms, etc., which can also influence the quality of the observed data, are
not considered. In addition, many countries around the world have been actively carrying
out scientific explorations using the Moon as a scientific platform, such as the “Chang’E
Project” and the Deep Space Gateway [56,57]. Therefore, the key technologies associated
with the Moon-based platform will be verified in the following lunar exploration project.
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5. Conclusions

Long-term, continuous measurements of the Earth’s outgoing radiation can be achieved
by the non-scanning Moon-based Wide Field-of-View (MWFOV) radiometer, which will be
a powerful data complement for analyzing the climate and predicting future global climate
change. Based on the radiation transfer model, the simulated original and subsampled
irradiance time series from March 2000 to December 2020 are obtained with the help of the
highest-temporal-resolution CERES data products and ERBE angular distribution models
(ADMs). By using the simulated irradiance time series, the defined metrics and the Fourier
transform, the effect of the temporal sampling interval on the irradiance for a one-pixel
MWFOV radiometer is analyzed.

We first present the simulated original irradiance time series with the sampling interval
of 1 h, and the result shows that the daily irradiance shows a strong hourly and daily
oscillation, and the outgoing shortwave radiation (OSR) has a stronger daily variation
compared to the outgoing longwave radiation (OLR) and the outgoing longwave radiation
of the “window” channel (OLR-NW). In addition, the measurements of the MWFOV
radiometer could reveal the variation of irradiance on hourly, daily and monthly time
scales. The hourly measurements of irradiance can also reflect the variation of scene types
in the MWFOV-viewed area, such as the ocean or land. Then, a set of metrics—the mean,
the standard deviation (STD), average absolute error and the correlation coefficients—are
used to analyze the effect of the temporal sampling interval on the irradiance. The results
indicate that as the sampling frequency becomes increasingly coarser, more details of
irradiance time series are lost. In the sensor’s field of view, the alternations of sea–land
and day–night mean that the mean STD does not always rise with the increase in sampling
intervals. The standard deviation at a certain sampling interval shows the characteristics of
periodic variation. The decrease in sampling frequency from 1 h to 2 h or 2 h to 4 h will
not cause a significant change in the mean daily STD, and the variation does not exceed
0.5 mW·m−2. As the analysis span increases from day to month to year, the mean and
standard deviation become more stable.

The metric of the average absolute error of irradiance can reveal the relationships
between the magnitude of the maximum absolute errors and the sampling intervals. The
statistical analysis for the average absolute error of irradiance reveals that the sampling
frequency of 1 h has a minimum absolute error, and more useful data can be obtained.
When the radiation resolution is better than 0.5 mW·m−2 under the accuracy of 1% or better,
more different and meaningful measurements will be obtained. In more details, the metric
of correlation coefficients—a measure of the similarity of the two time series—show that a
sampling interval smaller than 4 h results in a higher similarity (>0.9998) to the original
time series, and the correlations of different start times at the same interval are very similar.

From the perspective of spatial coverage ability, the results of the sampling times
of the Earth’s TOA area show that when the sampling interval is better than 1 h, for a
given location, higher-resolution observation data will be obtained, which can ensure
that 97% of the surface area can be sampled more than nine times per day for longwave
radiation. In addition, the Discrete Fourier Transforms of irradiance time series can reflect
the internal period or frequency of irradiance, such as the period of an hour, one day
and a month. As the sampling frequency increases, the extractable useful information of
measurements will increase. The findings of this work will facilitate the optimization of
the design of the radiometer to obtain a high signal-to-noise ratio and the selection of the
sampling mode under a certain manufacturing cost and error limit. The other issues, such
as structure design and retrieval algorithms, related to the radiometer will be discussed in
a subsequent paper.

Author Contributions: Conceptualization, S.B. and J.W.; methodology, Y.Z.; software, Y.Z.; validation,
Y.Z.; formal analysis, Y.Z.; investigation, Y.Z.; resources, Y.Z.; data curation, Y.Z.; writing—original
draft preparation, Y.Z.; software, Y.Z.; writing—review and editing, Y.Z., S.B. and J.W.; supervision,



Sensors 2022, 22, 1581 27 of 29

S.B. and J.W.; project administration, S.B. and J.W.; funding acquisition, S.B. and J.W. All authors have
read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (Grant
No. 41590855, 51776171) and the Key Research and Development Program of Shaanxi (No.2020KW-
021) and supported by Open Fund (PLN2021-06) of the State Key Laboratory of Oil and Gas Reservoir
Geology and Exploitation (Southwest Petroleum University).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: All participants in the work were in-formed and consented to the
publication of the paper.

Data Availability Statement: The Jet Propulsion Lab (JPL) Planetary and Lunar Ephemerides data
used in this study were downloaded from the ephemeris system at https://ssd.jpl.nasa.gov/?planet_
eph_export (accessed on 30 October 2020). The datasets of CER_SYN1deg-1Hour_Terra-Aqua-
MODIS_Edition4A and CER_SYN1deg-1Hour_Terra-MODIS_Edition4A were downloaded from the
online CERES data ordering system at https://asdc.larc.nasa.gov/project/CERES (accessed on 30
October 2020).

Acknowledgments: The Jet Propulsion Lab (JPL) Planetary and Lunar Ephemerides data used in
this study were downloaded from the ephemeris system at https://ssd.jpl.nasa.gov/?planet_eph_
export. The datasets of CER_SYN1deg-1Hour_Terra-Aqua-MODIS_Edition4A and CER_SYN1deg-
1Hour_Terra-MODIS_Edition4A were downloaded from the online CERES data ordering system at
https://asdc.larc.nasa.gov/project/CERES.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Dewitte, S. Editorial for Special Issue “Earth Radiation Budget”. Remote Sens. 2020, 12, 3379. [CrossRef]
2. Dewitte, S.; Clerbaux, N. Measurement of the Earth radiation budget at the top of the atmosphere—A review. Remote Sens. 2017,

9, 1143. [CrossRef]
3. Barkstrom, B.R.; Smith, G.L. The Earth Radiation Budget Experiment: Science and implementation. Rev. Geophys. 1984, 24,

379–390. [CrossRef]
4. Luther, M.R.; Cooper, J.E.; Taylor, G.R. The Earth Radiation Budget Experiment Nonscanner Instrument. Rev. Geophys. 1986, 24,

391–399. [CrossRef]
5. Kopia, L.P. Earth Radiation Budget Experiment Scanner Instrument. Rev. Geophys. 1986, 24, 400–406. [CrossRef]
6. Wielicki, B.A.; Barkstrom, B.R.; Harrison, E.F.; Lee, R.B., III; Smith, G.L.; Cooper, J.E. Clouds and the Earth’s Radiant Energy

System (CERES): An earth observing system experiment. Bull. Am. Meteorol. Soc. 1996, 77, 853–868. [CrossRef]
7. Loeb, N.G.; Manalo-Smith, N.; Su, W.; Shankar, M.; Thomas, S. CERES top-of-atmosphere Earth radiation budget climate data

record: Accounting for in-orbit changes in instrument calibration. Remote Sens. 2016, 8, 182. [CrossRef]
8. Clerbaux, N.; Dewitte, S.; Bertrand, C.; Caprion, D.; De Paepe, B.; Gonzalez, L.; Ipe, A.; Russell, J.E.; Brindley, H. Unfiltering

of the geostationary earth radiation budget (GERB) data. Part I: Shortwave radiation. J. Atmos. Ocean. Technol. 2008, 25,
1087–1105. [CrossRef]

9. Clerbaux, N.; Dewitte, S.; Bertrand, C.; Caprion, D.; De Paepe, B.; Gonzalez, L.; Ipe, A.; Russell, J.E. Unfiltering of the geostationary
earth radiation budget (GERB) data. Part II: Longwave radiation. J. Atmos. Ocean. Technol. 2008, 25, 1106–1117. [CrossRef]

10. Clerbaux, N.; Russell, J.E.; Dewitte, S.; Bertrand, C.; Caprion, D.; De Paepe, B.; Gonzalez, L.; Ipe, A.; Bantges, R.; Brindley, H.E.
Comparison of GERB instantaneous radiance and flux products with CERES Edition-2 data. Remote Sens. Environ. 2009, 113,
102–114. [CrossRef]

11. Su, W.; Minnis, P.; Liang, L.; Duda, D.P.; Khlopenkov, K.; Thieman, M.M.; Yu, Y.; Smith, A.; Lorentz, S.; Feldman, D.; et al.
Determining the daytime Earth radiative flux from National Institute of Standards and Technology Advanced Radiometer
(NISTAR) measurements. Atmos. Meas. Tech. 2020, 13, 429–443. [CrossRef]

12. Huang, S.; Zhu, P.; Ye, X.; Li, Q.; Shu, L.; Liu, Y.; Fang, W. The Idea of Moon-based Earth Radiation Budget Experiment (MERBE).
In Proceedings of the 43rd COSPAR Scientific Assembly, Online, 28 January–4 February 2021; Volume 43, p. 369.

13. Ye, H.; Guo, H.; Liu, G.; Ping, J.; Zhang, L.; Zhang, Y. Estimating the Earth’s Outgoing Longwave Radiation Measured from a
Moon-Based Platform. Remote Sens. 2021, 13, 2201. [CrossRef]

14. Guo, H.; Liu, G.; Ding, Y. Moon-based Earth observation: Scientific concept and potential applications. Int. J. Digit. Earth 2018, 11,
546–557. [CrossRef]

15. Ye, H.; Guo, H.; Liu, G.; Ren, Y. Observation duration analysis for Earth surface features from a Moon-based platform. Adv. Space
Res. 2018, 62, 274–287. [CrossRef]

16. Pallé, E.; Goode, P.R. The Lunar Terrestrial Observatory: Observing the Earth using photometers on the Moon’s surface. Adv.
Space Res. 2009, 43, 1083–1089. [CrossRef]

https://ssd.jpl.nasa.gov/?planet_eph_export
https://ssd.jpl.nasa.gov/?planet_eph_export
https://asdc.larc.nasa.gov/project/CERES
https://ssd.jpl.nasa.gov/?planet_eph_export
https://ssd.jpl.nasa.gov/?planet_eph_export
https://asdc.larc.nasa.gov/project/CERES
http://doi.org/10.3390/rs12203379
http://doi.org/10.3390/rs9111143
http://doi.org/10.1029/RG024i002p00379
http://doi.org/10.1029/RG024i002p00391
http://doi.org/10.1029/RG024i002p00400
http://doi.org/10.1175/1520-0477(1996)077&lt;0853:CATERE&gt;2.0.CO;2
http://doi.org/10.3390/rs8030182
http://doi.org/10.1175/2007JTECHA1001.1
http://doi.org/10.1175/2008JTECHA1002.1
http://doi.org/10.1016/j.rse.2008.08.016
http://doi.org/10.5194/amt-13-429-2020
http://doi.org/10.3390/rs13112201
http://doi.org/10.1080/17538947.2017.1356879
http://doi.org/10.1016/j.asr.2018.04.029
http://doi.org/10.1016/j.asr.2008.11.022


Sensors 2022, 22, 1581 28 of 29

17. Wang, H.; Guo, Q.; Li, A.; Liu, G.; Guo, H.; Huang, J. Comparative study on the observation duration of the two-polar regions of
the Earth from four specific sites on the Moon. Int. J. Remote Sens. 2020, 41, 339–352. [CrossRef]

18. Song, Y.; Wang, X.; Bi, S.; Wu, J.; Huang, S. Effects of solar radiation, terrestrial radiation and lunar interior heat flow on
surface temperature at the nearside of the Moon: Based on numerical calculation and data analysis. Adv. Space Res. 2017, 60,
938–947. [CrossRef]

19. Lohmeyer, W.Q.; Cahoy, K. Space weather radiation effects on geostationary satellite solid-state power amplifiers. Space Weather
2013, 11, 476–488. [CrossRef]

20. Durante, M.; Cucinotta, F.A. Physical basis of radiation protection in space travel. Rev. Mod. Phys. 2011, 83, 1245. [CrossRef]
21. Johnson, J.R.; Lucey, P.G.; Stone, T.C.; Staid, M.I. Visible/Near-Infrared Remote Sensing of Earth from the Moon; Associated with

the Lunar Exploration Architecture White Papers. In Proceedings of the NASA Advisory Council Workshop on Science, Tempe,
AZ, USA, 27 February–2 March 2007.

22. Sui, Y.; Guo, H.; Liu, G.; Ren, Y. Analysis of Long-Term Moon-Based Observation Characteristics for Arctic and Antarctic. Remote
Sens. 2019, 11, 2805. [CrossRef]

23. Yuan, L.; Liao, J. A physical-based algorithm for retrieving land surface temperature from Moon-based Earth observation. IEEE J.
Sel. Top. Appl. Earth Obs. Remote Sens. 2020, 13, 1856–1866. [CrossRef]

24. Yuan, L.; Liao, J. Exploring the influence of various factors on microwave radiation image simulation for Moon-based Earth
observation. Front. Earth Sci. 2019, 14, 430–445. [CrossRef]

25. Huang, S. Surface temperatures at the nearside of the Moon as a record of the radiation budget of Earth’s climate system. Adv.
Space Res. 2008, 41, 1853–1860. [CrossRef]

26. Guo, H.D.; Liu, G.; Ding, Y.X.; Zou, Y.L.; Huang, S.P.; Jiang, L.M.; Jia, G.S.; Lv, M.Y.; Ren, Y.Z.; Ruan, Z.X.; et al. Moon-Based
Earth Observation for Large Scale Geoscience Phenomena. In Proceedings of the International Geoscience and Remote Sensing
Symposium, Beijing, China, 10–15 July 2016; pp. 3705–3707.

27. Duan, W.; Huang, S.; Nie, C. Entrance pupil irradiance estimating model for a moon-based Earth radiation observatory instrument.
Remote Sens. 2019, 11, 583. [CrossRef]

28. Ye, H.; Guo, H.; Liu, G.; Guo, Q.; Zhang, L.; Huang, J. Temporal sampling error analysis of the Earth’s outgoing radiation from a
Moon-based platform. Int. J. Remote Sens. 2019, 40, 6975–6992. [CrossRef]

29. Jacobowitz, H.; Soule, H.V.; Kyle, H.L.; House, F.B. The earth radiation budget (ERB) experiment: An overview. J. Geophys. Res.
Atmos. 1984, 89, 5021–5038. [CrossRef]

30. Qiu, H.; Hu, L.; Zhang, Y.; Lu, D.; Qi, J. Absolute Radiometric Calibration of Earth Radiation Measurement on FY-3B and Its
Comparison with CERES/Aqua Data. IEEE Trans. Geosci. Remote Sens. 2012, 50, 4965–4974. [CrossRef]

31. Sklyarov, Y.; Brichkov, Y.; Vorobyov, V.; Kotuma, A.; Fomina, N. Radiometric measurements from Russian satellites Meteor-3 7
and Resurs-1. Mapp. Sci. Remote Sens. 2000, 37, 73–75.

32. Swartz, W.H.; Lorentz, S.R.; Papadakis, S.J.; Huang, P.M.; Smith, A.W.; Deglau, D.M.; Yu, Y.; Reilly, S.M.; Reilly, N.M.; Anderson,
D.E. RAVAN: CubeSat demonstration for multi-point Earth radiation budget measurements. Remote Sens. 2019, 11, 796. [CrossRef]

33. Swartz, B.H.; Dyrud, L.P.; Lorentz, S.R.; Wu, D.G.; Wiscombe, W.J.; Papadakis, S.J. The RAVAN CubeSat mission: Progress toward
a new measurement of Earth outgoing radiation. In AGU Fall Meeting Abstracts, Proceedings of the AGU Fall Meeting, San Francisco,
CA, USA, 15–19 December 2014; American Geographical Union: Washington, DC, USA, 2014; p. A22F-04.

34. Schifano, L.; Smeesters, L.; Geernaert, T.; Berghmans, F.; Dewitte, S. Design and analysis of a next-generation wide field-of-view
Earth radiation budget radiometer. Remote Sens. 2020, 12, 425. [CrossRef]

35. Holman, J.P. Heat Transfer, 9th ed.; McGraw—Hill: New York, NY, USA, 2002; Volume 7.
36. Yang, S.; Tao, W. Numerical Heat Transfer, 4th ed.; Higher Education Press: Beijing, China, 2006; pp. 350–439. (In Chinese)
37. Loeb, N.G.; Manalo-Smith, N.; Kato, S.; Miller, W.F.; Gupta, S.K.; Minnis, P.; Wielicki, B.A. Angular distribution models for

top-of-atmosphere radiative flux estimation from the Clouds and the Earth’s Radiant Energy System instrument on the Tropical
Rainfall Measuring Mission satellite. Part I: Methodology. J. Appl. Meteorol. 2003, 42, 240–265. [CrossRef]

38. Su, W.; Corbett, J.; Eitzen, Z.; Liang, L. Next-generation angular distribution models for top-of-atmosphere radiative flux
calculation from CERES instruments: Methodology. Atmos. Meas. Tech. 2015, 8, 611–632. [CrossRef]

39. Su, W.; Corbett, J.; Eitzen, Z.; Liang, L. Next-generation angular distribution models for top-of-atmosphere radiative flux
calculation from CERES instruments: Validation. Atmos. Meas. Tech. 2015, 8, 3297–3313. [CrossRef]

40. Smith, G.L.; Green, R.N.; Raschke, E.; Avis, L.M.; Suttles, J.T.; Wielicki, B.A.; Davies, R. Inversion methods for satellite studies of
the Earth’s radiation budget: Development of algorithms for the ERBE mission. Rev. Geophys. 1986, 24, 407–421. [CrossRef]

41. Suttles, J.T.; Green, R.N.; Minnis, P.; Smith, G.; Staylor, W.; Wielicki, B.; Walker, I.J.; Young, D.F.; Taylor, V.R.; Stowe, L. Shortwave
Radiation. Angular Radiation Models for Earth-Atmosphere System; National Aeronautics and Space Administration: Washington,
DC, USA, 1988; Volume 1.

42. Suttles, J.T.; Green, R.N.; Smith, G.L.; Wielicki, B.A.; Walker, I.J.; Taylor, V.R.; Stowe, L.L. Longwave Radiation. Angular Radiation
Models for Earth-Atmosphere System; National Aeronautics and Space Administration: Washington, DC, USA, 1989; Volume 2.

43. Rutan, D.A.; Kato, S.; Doelling, D.R.; Rose, F.G.; Nguyen, L.T.; Caldwell, T.E.; Loeb, N.G. CERES synoptic product: Methodology
and validation of surface radiant flux. J. Atmos. Ocean. Technol. 2015, 32, 1121–1143. [CrossRef]

http://doi.org/10.1080/01431161.2019.1641247
http://doi.org/10.1016/j.asr.2017.05.013
http://doi.org/10.1002/swe.20071
http://doi.org/10.1103/RevModPhys.83.1245
http://doi.org/10.3390/rs11232805
http://doi.org/10.1109/JSTARS.2020.2987102
http://doi.org/10.1007/s11707-019-0785-5
http://doi.org/10.1016/j.asr.2007.04.093
http://doi.org/10.3390/rs11050583
http://doi.org/10.1080/01431161.2019.1597306
http://doi.org/10.1029/JD089iD04p05021
http://doi.org/10.1109/TGRS.2012.2202668
http://doi.org/10.3390/rs11070796
http://doi.org/10.3390/rs12030425
http://doi.org/10.1175/1520-0450(2003)042&lt;0240:ADMFTO&gt;2.0.CO;2
http://doi.org/10.5194/amt-8-611-2015
http://doi.org/10.5194/amt-8-3297-2015
http://doi.org/10.1029/RG024i002p00407
http://doi.org/10.1175/JTECH-D-14-00165.1


Sensors 2022, 22, 1581 29 of 29

44. NASA; LARC; SD; ASDC. CERES and GEO-Enhanced TOA, Within-Atmosphere and Surface Fluxes, Clouds and Aerosols
1-Hourly Terra-Aqua Edition 4A. 2017. Available online: https://asdc.larc.nasa.gov/project/CERES/CER_SYN1deg-1Hour_
Terra-Aqua-MODIS_Edition4A (accessed on 3 May 2021).

45. Smith, G.L.; Priestley, K.J.; Loeb, N.G.; Wielicki, B. Clouds and Earth Radiant Energy System (CERES), a review: Past, present and
future. Adv. Space Res. 2011, 48, 254–263. [CrossRef]

46. Holdaway, D.; Yang, Y. Study of the effect of temporal sampling frequency on DSCOVR observations using the GEOS-5 nature
run results (part I): Earth’s radiation budget. Remote Sens. 2016, 8, 98. [CrossRef]

47. Holdaway, D.; Yang, Y. Study of the effect of temporal sampling frequency on DSCOVR observations using the GEOS-5 nature
run results (part II): Cloud coverage. Remote Sens. 2016, 8, 431. [CrossRef]

48. Ye, H.; Zheng, W.; Guo, H.; Liu, G. Effects of Ellipsoidal Earth Model on Estimating the Sensitivity of Moon-Based Outgoing
Longwave Radiation Measurements. IEEE Geosci. Remote Sens. Lett. 2021, 19, 1–5. [CrossRef]

49. Feldman, D.R.; Su, W.; Minnis, P. Subdiurnal to Interannual Frequency Analysis of Observed and Modeled Reflected Shortwave
Radiation From Earth. Geophys. Res. Lett. 2021, 48, e2020GL089221. [CrossRef]

50. Frigo, M.; Johnson, S.G. FFTW: An Adaptive Software Architecture for the FFT. In Proceedings of the 1998 IEEE International
Conference on Acoustics, Speech and Signal Processing, ICASSP’98, Seattle, WA, USA, 12–15 May 1998; Volume 3, pp. 1381–1384.

51. Qian, Y.; Wan, H.; Yang, B.; Golaz, K.-C.; Harrop, B.; Hou, Z.; Larson, V.E.; Leung, L.R.; Lin, G.; Lin, W.; et al. Parametric
sensitivity and uncertainty quantification in the version 1 of E3SM atmosphere model based on short perturbed parameter
ensemble simulations. J. Geophys. Res. Atmos. 2018, 123, 13. [CrossRef]

52. Rogalski, A. Infrared Detectors; Novel Thermal Detectors; CRC Press: Boca Raton, FL, USA, 2010; pp. 179–196.
53. Dewitte, S.; Karatekin, Ö.; Chevalier, A.; Clerbaux, N.; Meftah, M.; Irbah, A.; Delabie, T. The sun-earth imbalance radiometer

for a direct measurement of the net heating of the earth. In EGU General Assembly Conference Abstracts, Proceedings of the
European Geosciences Union General Assembly, Vienna, Austria, 12–17 April 2015; European Geosciences Union: Munich, Germany,
2015; p. 15259.

54. Barnes, R.A.; Eplee, R.E., Jr.; Patt, F.S. SeaWiFS Measurements of the Moon. In Sensors, Systems, and Next-Generation Satellites II;
International Society for Optics and Photonics: Bellingham, WA, USA, 1998; Volume 3498, pp. 311–324.

55. Sun, J.Q.; Xiong, X.; Barnes, W.L.; Guenther, B. MODIS reflective solar bands on-orbit lunar calibration. IEEE Trans. Geosci. Remote
Sens. 2007, 45, 2383–2393. [CrossRef]

56. Li, C.; Wang, C.; Wei, Y.; Lin, Y. China’s present and future lunar exploration program. Science 2019, 365, 238–239.
[CrossRef] [PubMed]

57. Gerstenmaier, W. Progress in Defining the Deep Space Gateway and Transport Plan. In Proceedings of the NASA Advisory
Council Human Exploration and Operations Committee Meeting, Washington, DC, USA, 28–29 March 2017.

https://asdc.larc.nasa.gov/project/CERES/CER_SYN1deg-1Hour_Terra-Aqua-MODIS_Edition4A
https://asdc.larc.nasa.gov/project/CERES/CER_SYN1deg-1Hour_Terra-Aqua-MODIS_Edition4A
http://doi.org/10.1016/j.asr.2011.03.009
http://doi.org/10.3390/rs8020098
http://doi.org/10.3390/rs8050431
http://doi.org/10.1109/LGRS.2021.3084219
http://doi.org/10.1029/2020GL089221
http://doi.org/10.1029/2018JD028927
http://doi.org/10.1109/TGRS.2007.896541
http://doi.org/10.1126/science.aax9908
http://www.ncbi.nlm.nih.gov/pubmed/31320531

	Introduction 
	Materials and Methods 
	Moon-Based Earth Observation Geometry 
	Radiation Transfer Function 
	ADMs and Datasets 
	The Simulated Original Irradiance Time Series 
	Methodology 
	Temporal Sampling Method and Metrics 
	Discrete Fast Fourier Transforms (FFT) 


	Results 
	The Original Time Series 
	Temporal Sampling Uncertainties 
	The Effect of Sampling Intervals and Sampling Time 
	The Effect of Sampling Intervals on Coverage Ability 
	Frequency Analysis of Irradiance 

	Discussion 
	Conclusions 
	References

