
 

 

 

Abstract—Search engine has become an important tool in 

today’s world for searching various data like text, audio, video and 

images. While searching for information many users end up with 

irrelevant information causing a waste in user time and accessing 

time of the search engine.  So to narrow down this problem, many 

researchers are involved in web mining, still the algorithms 

developed by them contains nearly 30% of outlaid content such as 

irrelevant and redundant information. In this paper, two Statistical 

approaches based on Proportions (Z-test hypothesis) and chi square 

test (T-test)   is developed for mining this outlaid content. Also 

comparative studies between these two methods are presented. 

Elimination of this outlaid content during a searching process 

improves the quality of search engines further. The results show that 

the system easily provides relevancies and delivers dominant text 

extraction, supporting users in their query to efficiently examine and 

make the most of available web data sources. Experimental results 

revealed that statistical approach produces better results than chi 

square test. 

 

Keywords-Chi Square Test, critical value, degrees of confidence, 

relevant, test statistic, web document. 
 

I. INTRODUCTION 

ODAY, the World Wide Web contains several billions of 

information and is still growing at a very faster rate as 

most of the people use the internet for retrieving interesting 

document. But most of the time, they lose their temper by 

getting lot of insignificant document even after navigating 

several links.  Thus developing user friendly tool for retrieving 

the relevant content without accessing the complete data on the 

outset has become an important concern among the Web 

mining research communities.  Web mining consists of Web 

usage mining, Web structure mining, and Web content mining. 

Web usage mining refers to the discovery of user access 

patterns from Web usage logs. Web structure mining tries to 

discover useful knowledge from the structure of hyperlinks 

which helps to investigate the node and connection structure of 

web sites.  According the type of web structural data, web 

structure mining can be divided into two kinds 1) extracting 

the documents from hyperlinks in the web 2) analysis of the 

tree-like structure of page structure. Based on the topology of 

the hyperlinks, web structure mining will categorize the web 

page and generate the information, such as the similarity and 

 

 
 

relationship between different web sites Web content mining 

aims to extract/mine useful information or knowledge from 

web page contents. Web content mining is sometimes referred 

as web text mining, as most of the research is related on text. 

due to Web Content Mining applies the concepts of data 

mining and knowledge discovery to retrieve more specific 

data[1][9]-[11]. Some of the areas of doing research in web 

content mining is listed below: 

 Structured Data Extraction Data extraction is the act 

or process of retrieving data out of data sources for 

further data processing or data storage. 

 Unstructured Text Extraction Typically unstructured 

data sources include web pages, email, documents, 

PDFs, scanned text, mainframe report, spool files etc. 

 Web Information Integration and Schema matching 

although the web contains a huge amount of data, 

each web site represents similar information 

differently. How to identify or match semantically 

similar data is a very important problem with much 

practical application. 

 Building Concept Hierarchies Concept hierarchies 

are important in many generalized data mining 

applications, such as multiple level associations rule 

mining. 

 Segmentation and Noise Detection  In many web 

applications, one only wants the main content of the 

web page without advertisements, navigation links, 

copyright notices. Automatically segmenting Web 

page to extract the main content of the page is 

interesting problem. A number of interesting 

techniques have been proposed in the past few years. 

 Opinion extraction : mining opinions is of great 

importance for marketing intelligence and product 

benchmarking 

This paper focuses on segmentation and detection of noise 

issue, which implies outliers mining. Generally, Outliers are 

observations that deviate so much from other observations to 

arouse suspicions that they might have been generated using a 

different mechanism or data objects that are inconsistent with 

the rest of the data objects. Most of the web content mining 

algorithms works on finding frequent patterns while neglecting 

less frequent ones namely outliers. Web Content Outliers are 

web document that show significantly different characteristics 

than other web documents taken from the same category. 

Outliers identified in web data are referred to as web 

outlier. This paper focus on Web Content Outliers Mining for 

Effective Algorithms for Improving the 

Performance of Search Engine Results 
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extracting insignificant web content through the mathematical 

approach based on chi-square test.  

The proposed system uses chi-square test algorithm to find the 

web document which are assumed to be more explicit to the 

user query. Next comparison between the calculated value and 

the degrees of freedom value at 95% level of Confidence is 

done. If the chi-square value is greater than chi-square 

distribution (table value), then that document is considered to 

be significant with the other document which in turn implies it 

is relevant to the user query. If the chi-square value is less than 

chi-square distribution (table value), then that document is 

considered to be insignificant with the other document which 

in turn implies it is irrelevant to the user query. Elimination of 

insignificant web document results in retrieval of interesting 

web documents to the user. 

  

II. RELATED WORKS 

Web content mining aims to extract/mine useful information 

from the web pages based on their contents [1]-[4]. Two 

groups of web content mining are those that directly mine the 

content of documents and those that improve on the content 

search of other tools like search engine [11]-[12]. N. P. 

Gopalan  et al. attempts to find a solution for scalability 

problem by incorporating agent based systems for mining the 

hyperlinks on a web page to find more quality web pages. The 

solution is designed in such a way that it narrows down the gap 

between the current web content and the one found at the 

previous crawls [14].Malik Agyemang et al establish the 

presence of outliers on the web with various types of outliers 

present on the web and designed a framework for mining web 

content outliers using full word matching assuming the 

existence of domain dictionary. The above authors developed 

the work with n-gram techniques for partial matching of strings 

with domain dictionary[5]-[6]. Malik Agyemang et al. 

enhanced the same work without domain dictionary. Based on 

the above ideas, Malik Agyemang et al prolonged the work by 

presenting HyCOQ which a hybrid algorithm that draws from 

the power of n-gram based and word based system[7] . There 

is a remarkable improvement in recall with hybrid documents 

compared to using raw words and n-grams without a domain 

dictionary still it covers mining only structured web 

documents. G.Poonkuzhali et al presented the mathematical 

approach based on set theoretical and signed approach for 

mining web content outliers[8]-[9]. K.Thiagarajan et al. 

implemented weighted graph approach of trust reputation 

management through signed concept which can also be applied 

for retrieving the relevant content[4]. G. Castellano et al. 

explores the possibility of using fuzzy clustering to mine usage 

profiles from web log data. In particular, Castellano et al. [15] 

uses the fuzzy C-Means algorithm to categorize user sessions 

in order to derive groups of users which exhibit similar access 

patterns. The obtained clusters represent user profiles which 

can be exploited to implement different personalization 

functions, such as dynamic suggestion of links to Web pages 

retained interesting for the user [15].  Zakaria Suliman Zubi et 

al. attempts to achieve a better understanding of Arabic text 

classification techniques [19]. Ioan Pop et al. emphasizes the 

importance of using appropriate measures and methods to 

evaluate the performance of Web document classification [17]. 

Ioan Dzitac et al. proposes the structure into two sections. The 

first one briefly discusses the different web mining tasks and 

the second one is focusing on advanced artificial intelligence 

(AI) methods for information retrieval and web search, link 

analysis, opinion mining and web usage mining [18]. 

 

III. ARCHITECTURE DIAGRAM 

 
              Fig 1 Architectural Design of the Proposed System. 
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The proposed system can be divided into 5 modules-1) user 

input 2) pre-processing 3) term frequency 4) comparison of 

term frequencies of similar word between both documents 5) 

Relevance computation. 

The first module is where the user gives the input query. Based 

on that query the documents are retrieved from the search 

engine. Most of the documents retrieved from the search 

engine may or may not be relevant to the user query. 

The second module is pre-processing. The various steps 

involved in pre-processing are stemming, stop word removal 

and tokenization. Stemming is the process for reducing 

inflected (or sometimes derived) words to their stem, base 

or root form – generally a written word form. Stop words are 

common words that carry less important meaning than 

keywords. Usually search engines remove stop words from a 

keyword phrase to return the most relevant 

result. Tokenization is the process of breaking a stream of text 

up into words, phrases, symbols, or other meaningful elements 

called tokens. The list of tokens becomes input for further 

processing. 

The third module is the term frequency calculation. The words 

present in the document are compared with the words present 

in the domain dictionary. So the words that are matched with 

the dictionary ate taken for the term frequency calculation. The 

importance increases proportionally to the number of times a 

word appears in the document but is offset by the frequency of 

the word in the corpus. Variations of the term frequency 

weighting scheme are often used by search engines as a central 

tool in scoring and ranking a document's relevance given a 

user query. 

The fourth module is the term frequency calculation of the 

compared words that match with domain dictionary between 

both the documents Di and Dj. 

The fifth module is the relevance calculation using the 

statistical methods.  Here in this proposed system we use two 

statistical methods test hypothesis using proportions and chi 

square. Proportions are just means! The proportion having a 

particular characteristic is the number of individuals with the 

characteristic divided by total number of individuals. A chi-

square test  is any statistical hypothesis test in which 

the sampling distribution of the test statistic is a chi-square 

distribution when the null hypothesis is true, or any in which 

this is asymptotically true, meaning that the sampling 

distribution can be made to approximate a chi-square 

distribution as closely as desired by making the sample size 

large enough. 

Now the comparison is based on the precision calculation. The 

computed values for proportions and chi square are then 

compared with results obtained manually.   

 

 

 

 

IV. RELEVANCE COMPUTATION  THROUGH STATISTICAL                   

METHODS. 

Algorithm 1: 

 

Input    : Web document. 

Method: Statistical Method 

Output:   Extraction of relevant web document. 

 

Step1: Extract the input web document Di              

            where 1≤i≤N. 

Step 2: Pre-process the entire extracted document. 

Step 3: Initialize i=1. 

Step 4: Initialize j=i+1. 

Step 5: Consider the document Di and Dj. 

Step 6: Find the term frequency for all the words TF(Wik) in   

            Di and TF (Wjk) in Dj that exist in Domain Dictionary,    

            where 1≤k≤m.  

Step 7: Calculate TF (W) the total number of words as N1    

            and N2 in Di and Dj that matches with Domain    

            Dictionary.  

Step 8: Perform the Proportionate Calculation for the common     

            words between Di and  Dj through the following steps:  

Compute:  P1 = ∑Xik / N1, P2 = ∑Yjk / N2  

                           where Xik and Yjk are the Term Frequency    

                                of Di and Dj. 

              Perform Standard Error : 

  S.E(P1 - P2) = SQRT [[P1 * (1 –   P1)/N1]  

                      + [P2 * (1 – P2) / N2]]. 

             Calculate the Test Statistic:  

ǀZǀ = P1 – P2/ S.E. (P1 – P2)  

Step 9: Compare ǀZǀ value with the Zα = 1.645at α = 95% at   

             level of confidence.  

Step10: If the Z value is lesser than Critical Value then 

                   Di and Dj  are relevant documents. 

 Else  

       Di and Dj are Irrelevant.   

Step 11: Increment j, and repeat from step 5 to step 9 until   

               j≤N.  

Step 12: Increment i, and repeat from step 4 to step 10 until   

               i<N. 

  

Nomenclature: 

Variables Description 

SE  

P1 

P2 

Zα 

Standard error      

Sample proportion for i
th

 Document 

Sample proportion for j
th

 Document 

Critical Value. 
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Algorithm 2: 
 

Input    : Web document. 

Method: Chi-Square Method. 

Output:   Extraction of relevant web document. 

 

Step1: Extract the input web document Di where 1≤i≤N. 

Step 2: Pre-process the entire extracted document. 

Step 3: Initialize i=1. 

Step 4: Initialize j=i+1. 

Step 5: Consider the document Di and Dj. 

Step 6: Find the term frequency for all the words TF (Wik) in   

            Di and TF (Wjl)  in Dj  that exist in Domain Dictionary,  

            where 1≤k≤p, 1≤l≤q.  

Step 7: Calculate the total number of words as N1 and N2 in    

             Di and Dj that matches with Domain Dictionary.  

Step 8: Perform the Chi Square test between Di and Dj  

             through the following steps:  

i) Calculate the term frequency between the 

common words in Di and Dj.  

ii) Assume the related words TF (Wik) of common 

words in Di as A=∑ TF(Wik), Similarly as C 

=∑ TF(Wil) for the Document Dj. 

iii) Assume Observed Values (O) as A, B, C, D, 

where B= N1-A and D = N2 - D.   

iv) Compute M1, M2, N as M1=A+C, M2=B+D, 

N=N1+N2. 

v) Similarly Calculate the Expected Values(E) as 

 P = ((M1)*(N1))/N,  

Q = ((M2)*(N1))/N, 

R = ((M1)*(N2))/N,  

S = ((M2)*(N2))/N. 

vi) Calculate O, E, O – E, (O – E)
2
 , and ((O – E)

2
 )/E 

vii) Compute Chi Square= ∑ ((O – E)
2
 )/E. 

Step 9: Calculate the degree of freedom (ndf) as (R-1)*(R1-1).    

             Where   

             R – Row in expected frequency table                                  

             R1 – Column in expected frequency table 

Step 10: See the degrees of freedom value in the Chi Square  

              distribution in 5% level of significance. 

Step 11: If the value of Chi Square is greater than Chi Square          

              distribution then  

             The Document  Di and Dj are Relevant.  

             Else 

             The Document Di and Dj are Irrelevant. 

Step 11: Increment j, and repeat from step 5 to step 9 until      

              j≤N.  

Step 12: Increment i, and repeat from step 4 to step 10 until     

              i<N. 

 

V. EXPERIMENTAL RESULTS FOR PROPORTIONS CALCULATION 

Here 5 web documents listed in table1 are taken for test study. 

Initially these documents are pre-processed and then the term 

frequencies for the similar words taken for the first two 

documents are computed. Followed by that, the statistical test 

hypothesis using proportions is applied for those two 

documents to check the relevancy between them. Similarly, the 

relevancy for the remaining documents is computed. In this 

approach the degrees of confidence at 95% level which holds 

the value 1.645 is obtained from the statistical table. The 

statistical test value for the input documents is computed  in 

table 2. 

 

Table 1: Input documents 

D.No Document Name 

D1 Wcm.pdf 

D2 
Page Content rank an approach to the web 

content mining.pdf 

D3 Neural Analysis.pdf 

D4 Deep_WCM.pdf 

D5 Medical Mining.pdf 

 

Table 2: Experimental results(proportions) 

From the table 2 , it is clear that documents 1, 2 and 4 are 

lesser than 1.645. Therefore these documents are relevant. On 

the other hand documents 3 and 5 have values greater than 

1.645, thus concluding them to be irrelevant. 

 

 
 Fig 3:Graphical Representation of proportions calculation for   

document D1. 

 D1 D2 D3 D4 D5 

D1 * 1.310 2.27447 0.84306 2.9657 

D2 * * 4.53130 1.51089 4.8332 

D3 * * * 2.79123 2.5671 

D4 * * * * 3.4015 

D5 * * * * * 
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Fig 5:Graphical Representation of proportions calculation for   

         document D2 

 

 
Fig 7:Graphical Representation of proportions calculation for     

          document D3 for 3. 

 

 
Fig 9:Graphical Representation of proportions calculation for   

          document D4 

VI. EXPERIMENTAL RESULTS FOR CHI-SQUARE TEST 

Similarly like proportions calculation, the relevancy for the  

documents is computed. In this approach the degrees of 

confidence at 95% level which holds the value 3.841 is 

obtained from the chi-square table. The chi test value for the 

input documents is computed in table 3. 

 

Table 3: Experimental Results (Chi-Square) 

 D1 D2 D3 D4 D5 

D1 * 1.7161 5.4290 0.71217 9.0079 

D2 * * 22.0696 3.2483 23.2509 

D3 * * * 8.3902 0.3214 

D4 * * * * 11.9084 

D5 * * * * * 

 

From the table 3, it is clear that documents 1, 2 and 4 are 

lesser than 3.841. Therefore these documents are relevant. On 

the other hand documents 3 and 5 have values greater than 

1.645, thus concluding them to be irrelevant 

 

 
  Fig 4:Graphical Representation of chi square test for   

           document D1        
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Fig 6:Graphical Representation of chi square test for document 

D2 

 
Fig 8:Graphical Representation of chi square test for document 

D3  

 
Fig 10:Graphical Representation of chi square test for 

document D4         

 

VII. COMPARATIVE STUDY 

In this paper, comparison between two statistical methods for 

computation of relevance is performed. The Chi-Squared Test 

of Association allows the comparison of two attributes in a 

sample of data to determine if there is any relationship 

between them. The idea behind this test is to compare the 

experimental frequencies with the frequencies that would be 

expected if the null hypothesis of no association / statistical 

independence were true. If the value of the test statistic for the 

chi-squared test of association is too large, it indicates a poor 

agreement between the observed and expected frequencies and 

the null hypothesis of independence is rejected. A 

proportion is another  statistical  test  for which 

the distribution of the test statistic under the null 

hypothesis can be approximated by a normal distribution. Due 

to the central limit theorem, many test statistics are 

approximately normally distributed for large samples. 

Therefore, many statistical tests can be performed as 

approximate Z-tests if the sample size is not too small. From 

the table it is observed that calculation of precision for both 

the algorithm. The statistical table shows the 100% precision 

for relevance. But the chi square table shows variation in 

precision and it is observed it is not 100%. 

VIII. PRECISION CALCULATION 

Precision  It is the ratio between the number of relevant 

documents returned originally and the total number of 

retrieved documents returned after eliminating irrelevant 

documents. Here the relevant documents indicate the required 

documents which satisfy the user needs. 

 

Precision =     Relevant ∩  Retrieved   originally 

                             Retrieved after refinement 

 

Table 4: Precision Table for the Statistical Approach. (Propos 

nate Calculation) 

Dataset 

size 

Relevant 

documents 

through 

Proposnate 

computation 

Relevant 

documents 

computed 

Manually 

Precision 

5 3 3 100% 

10 7 8 87.5% 

15 10 12 83.3% 

20 13 16 81.25% 

25 19 23 81.81% 
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Fig 11. Precision for proportions calculation   

 

Table 5: Precision Table for the Statistical Approach. (Chi 

Square test) 

 

Dataset 

size 

Relevant 

documents 

through Chi 

Square 

computation 

Relevant 

documents 

computed 

Manually 

Precision 

5 3 3 100% 

10 6 8 85.71% 

15 9 12 75.20% 

20 11 16 75% 

5 17 23 73.91% 

 

Fig  12: Precision for Chi-Square Test.  

IX. CONCLUSION 

Web mining is a growing research area in the mining 

community. Retrieving relevant content from the web is a very 

common task. However, the results obtained, by most of the 

search engines do not necessarily produce result that is best 

possible catering to the user needs. This paper proposes 

statistical approach using test hypothesis and chi-square test 

with 95% level of confidence for retrieving relevant web 

documents from structured as well as unstructured documents. 

Comparison of both the algorithm is performed. It is observed 

that statistical method has higher precision than chi-square 

test. And also the statistical method which gives results for 

large samples whereas the chi-square works for small samples.   
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