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   Abstract— Random Forest is a supervised machine learning 

algorithm. In Data Mining domain, machine learning algorithms 

are extensively used to analyze data, and generate predictions 

based on this data. Being an ensemble algorithm, Random Forest 

generates multiple decision trees as base classifiers and applies 

majority voting to combine the outcomes of the base trees. 

Strength of individual decision trees and correlation among the 

base trees are key issues which decide generalization error of 

Random Forest classifiers. Based on accuracy measure, Random 

Forest classifiers are at par with existing ensemble techniques like 

bagging and boosting.   

In this research work an attempt is made to improve 

performance of Random Forest classifiers in terms of accuracy, 

and time required for learning and classification. To achieve this, 

five new approaches are proposed. The empirical analysis and 

outcomes of experiments carried out in this research work lead to 

effective learning and classification using Random Forest 

algorithm. 

 

Index Terms— Random Forest, Ensemble classifier, Decision 

Tree, Disjoint Partitioning, Pruning, Optimal subset, Parallel 

algorithm.  

I. INTRODUCTION 

Random Forest (RF) is an ensemble, supervised machine 

learning algorithm. Machine learning techniques are applied 

in the domain of Data Mining [9]. Random Forest [Breiman 

2001] uses decision tree as base classifier. Random Forest 

generates multiple decision trees. The randomization is 

present in two ways: first random sampling of data for 

bootstrap samples, and second random selection of input 

attributes for generating individual base decision trees. 

Strength of individual decision tree and correlation among 

base trees are key issues which decide generalization error of 

Random Forest classifier [6]. Based on accuracy measure, 

Random Forest classifier is at par with existing ensemble 

techniques like bagging [5] and boosting [17]. As per 

Breiman, Random Forest runs efficiently on large databases, 

it can handle thousands of input variables without variable 

deletion, it gives estimates of important variables, it generates 

an internal unbiased estimate of generalization error as forest 

growing progresses, it has effective method for estimating 

missing data and maintains accuracy when a large proportion 

of data are missing, and it has methods for balancing class 

error in class population unbalanced data sets [6]. The 

inherent parallel nature of Random Forest has led to its 

parallel implementations using multithreading, multi-core, 

and parallel architectures. Random Forest is used in many 

recent classification and prediction applications [11] due to 

above mentioned features. 

It has been proved theoretically and empirically that the 

ensemble always gives better accuracy than an individual 

classifier [10]. The fundamental of ensemble design is 

creating diversity among the base classifiers [10] [13]. In [1] 

[2] [4] it is confirmed empirically that, the generation of 

Random Forest should be done in such a way that the trees 

will be diverse as well as they retain their strength. We have 

performed some experiments to achieve this and have come 

up with improvements in Random Forest so as to achieve 

effective learning and classification using this algorithm. 

In this paper, we present our research work which attempts 

to improve performance of Random Forest classifier in terms 

of accuracy, and time required for learning and classification. 

To achieve this five new approaches are proposed. They are 

based on disjoint partitions of training datasets, use of 

different attribute evaluation / split measures to induce base 

decision trees of Random Forest, application of weighted 

voting instead of majority voting, use of diversity among 

bootstrap datasets to generate maximum diverse classifiers, 

and application of dynamic programming approach to find 

optimal subset of Random Forest. Taking into consideration 

the inherent parallel nature of Random Forest, a new approach 

is proposed for parallel implementation of Random Forest. 

Figure1 summarizes our research work presented in this 

paper. The experiments carried out in this research work lead 

to effective learning and classification using Random Forest 

algorithm.  

This paper is organized in the following way: section 2 

explains in brief the working of Random Forest classifier. 

Section 3 describes proposed new approaches for Random 

Forest along with results. Section 4 gives concluding 

Remarks. 

II. RANDOM FOREST 

A Random Forest is a classifier consisting of a collection of 

tree-structured classifiers  {h(x, Θk)   k=1, 2, ….}, where the 

{Θk }  are  independent identically distributed random vectors 

and  each tree casts a unit vote for the most popular class at 

input x [6].   
Random Forest generates an ensemble of decision trees. To 

generate each single tree in Random Forest, Breiman 

followed following steps: If the number of records in the 

training set is N, then N records are sampled at random but 

with replacement, from the original data; this is bootstrap 

sample. This sample will be the training set for growing the 
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tree. If there are M input variables, a number m << M is 

selected such that at each node, m variables are selected at  

Random out of M and the best split on these m attributes is 

used to split the node. The value of m is held constant during 

forest growing. Each tree is grown to the largest extent 

possible. There is no pruning.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Overview of research work 

In this way, multiple trees are induced in the forest; the 

number of trees is pre-decided by the parameter Ntree. The 

number of variables (m) selected at each node is also referred 

to as mtry or k in the literature. The depth of the tree can be 

controlled by a parameter node size (i.e. number of instances 

in the leaf node) which is usually set to one.  

Once the forest is trained or built as explained above, to 

classify a new instance, it is run across all the trees grown in 

the forest. Each tree gives classification for the new instance 

which is recorded as a vote. The votes from all trees are 

combined and the class for which maximum votes are counted 

(majority voting) is declared as classification of the new 

instance.  

This process is referred to as Forest RI in the literature [6]. 

Here onwards, Random Forest means the forest of decision 

trees generated using Forest RI process. 

In the forest building process, when bootstrap sample set is 

drawn by sampling with replacement for each tree, about 

1/3rd of original instances are left out. This set of instances is 

called OOB (Out-of-bag) data. Each tree has its own OOB 

data set which is used for error estimation of individual tree in 

the forest, called as OOB error estimation.  

The Generalization error of Random Forest is given as, 

PE 
*
 = P x,y (mg(X,Y))  < 0 

 

The margin function is given as, 

mg (X,Y) = avk I(hk (X) = Y) – max j≠Y avk I(hk (X) = j) 

 

    The margin function measures the extent to which the 

average number of votes at (X, Y) for the right class exceeds 

the average vote for any other class. Strength of Random 

Forest is given in terms of the expected value of margin 

function as, 

S = E X, Y (mg (X, Y)) 

If ρ is mean value of correlation between base trees, an 

upper bound for generalization error is given by, 

PE* ≤ ρ (1 – s
2
) / s

2
 

Hence, to yield better accuracy in Random Forest, the base 

decision trees are to be diverse and accurate. 

III. METHODS AND RESULTS 

The aim behind this research work is to improve 

performance of Random Forest classifier in terms of accuracy 

and time for learning and classification. Theoretical study and 

analysis as well as empirical analysis and experimentation are 

carried out to reach the goals mentioned earlier in section 3. 

Brief description along with few experimental results is 

presented in this section. Benchmarking datasets are used 

from UCI machine learning repository [22]. WEKA [20] [24] 

machine learning library is used for experimentation. All the 

experiments are carried out with 10 -fold cross-validation. 

A.  Disjoint Partitioning Approach 

In this approach, disjoint sets or partitions of the original 

training dataset are used to induce individual decision trees. 

i.e. for each tree we are selecting fixed number of samples 

from original dataset without replacement. The size of each 

partition is same and is decided by the number of trees in 

Random Forest.  This ensures diversity among individual 

trees. Another measure taken to increase diversity is use of 

less correlated attributes. A heuristic for this is to have 

different subsets of attributes for best split selection at each 

node. To achieve a balance between strength and correlation, 

at each node creation, we have randomly taken subsets of total 

m attributes as (2/3*m) and (1/3*m). Then we selected √m 

attributes from this subset, as it is done in original Random 

Forest. The values 1/3 and 2/3 are based on heuristics. Here as 

each individual tree is trained with less number of samples, 
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the learning of each tree and hence learning of forest is more 

efficient. The results are presented in Table 1. Original 

Random Forest and Disjoint Partitioning approach are 

compared on the basis of time for learning, and accuracy. We 

have tested this approach on many datasets and found out that 

the approach works well on datasets which are highly 

imbalanced in nature (especially datasets from medical 

diagnosis field). To support our observation, we have 

generated two synthetic datasets of imbalanced nature using 

Agrawal generator from weka tool. For every dataset, we have 

varied number of trees in Random Forest from 2 to 10. This is 

done because for datasets of moderate size, generating more 

number of disjoint partitions from dataset will affect learning 

negatively. Also learning of Random Forest will be efficient if 

it contains less number of trees. Along with this, time taken to 

build Random Forest is also recorded in each case. To ensure 

that accuracy achieved with Disjoint partitioning approach is 

comparable with Random Forest, the original Random Forest 

is run by varying number of trees from 2 to 100. If maximum 

accuracy is not obtained within first 2 to 10 trees, then the 

maximum accuracy value between 11 to 100 trees, number of 

trees for getting maximum accuracy, and time taken is 

recorded. Readings are taken for Disjoint Partitioning with 

attribute subset as (1/3*m) where m is total number of 

attributes – this is called as DP (1/3) and Disjoint Partitioning 

with attribute subset as (2/3*m) – called as DP (2/3).  

Readings for time taken to learn the forest are in seconds. 

With weka tool, we were able to record time up to millisecond 

level. Hence the time values below milliseconds are recorded 

as 0. Table 1 gives readings for Maximum % Accuracy and 

Learning Time for the datasets under experimentation. It also 

contains the number of trees for which the maximum accuracy 

is achieved. The experimental readings prove that with 

Disjoint Partitioning approach, Random Forest learns in less 

time and at least with the same or increased accuracy as that of 

the original Random Forest. 

B.  Weighted Hybrid decision tree model (WHDT) 

In the process of decision tree induction, an attribute 

evaluation or split measure is used to decide best split at each 

node of the decision tree. Earlier, R Sikonja [15] has done 

experiments with Random Forest by using different split 

measures. Each measure has its own pros and cons. E.g. 

Information gain is biased towards multi-valued attributes; 

Gain ratio reduces biasing, etc. Hence no split measure is the 

best and the choice may depend on the nature of dataset at 

hand. With our empirical analysis [12], it is found that there is 

not much variation in accuracy achieved for Random Forest 

classifier with different split measures. By considering these 

two points, a hybrid approach is proposed for decision tree 

induction. In this approach, at each node split, one of the three 

chosen split measures (Information gain, Gain ratio and Gini 

index) is selected randomly. Due to hybrid approach, there is 

possibility of achieving balance with pros and cons of various 

split measures, and another reason is with Hybrid approach 

there is possibility of generating diverse decision trees.  

The hybrid decision tree model is augmented with 

weighted voting. In [15] and [19], it is verified that weighted 

voting yields better results with Random Forest. With our 

approach, weight of individual decision tree is computed 

based on OOB error [6] of individual tree. If it is less than 

average OOB error of the entire forest, then the tree is 

assigned higher weight, and vice a versa. Here OOB error is 

considered as measure of strength of individual tree.  

OOB error for the forest is computed by taking average of 

OOB errors of individual trees. OOB error for an individual 

tree is calculated on unseen data (which is not selected as a 

part of bootstrap sample for the tree under consideration). 

Table 2 presents comparative results for % accuracy for 

original Random Forest, Random forest with hybrid decision 

tree, and Random Forest with hybrid decision tree and 

weighted voting. 

C. Optimal Subset of Random Forest 

Based on literature survey, we found that finding an 

optimal subset of Random Forest classifier is still an open 

research problem [11].  We found that the problem of 

selection of optimal subset of Random Forest follows the 

dynamic programming paradigm. Applying this approach to 

various UCI data-sets, corresponding subsets are obtained 

and studied.  

Dynamic Programming [7] is an algorithm design method 

that can be used when the solution to a problem can be viewed 

as the result of sequence of decisions. It solves problems by 

combining solutions to sub-problems. It is applicable when 

the sub-problems are not independent, that is, when 

sub-problems share sub-sub-problems. A Dynamic 

Programming algorithm solves every sub-sub-problem just 

once and then saves its answer in a table, thereby avoiding the 

work of re-computing the answer every time the sub-problem 

is encountered. 

Experiments have been performed in Java using Weka 

machine learning library. Since the time-complexity is   O 

(2
N
), the number of trees of Random Forest (i.e. N) is taken to 

be 15 to keep processing time within reasonable limits. For 

each dataset,   subsets of Random Forest are 

generated and 10-fold cross-validation is performed on each 

of these subsets. The resulting accuracy A(S) is compared 

with 10-fold cross-validated accuracy of original Random 

Forest A(RF). The subset is stored if accuracy of subset is 

greater than original Random Forest or if its size is less than 

that of Random Forest. 

Mathematically, it can be expressed as: 

 

((A(S) > A(RF)) || (( A(S) = = A(RF) &&  

 Size of S < Size of RF))) 

Figure 2 shows plots of subset accuracy vs. subset size. 

Only subsets having accuracy greater than or equal to original 

Random Forest have been plotted. In order that accuracy plots 
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of two subsets of same size do not overlap each other, it has 

been distributed randomly in the range between current subset 

size and next higher one. E.g. Accuracy measure 

corresponding to subset of size S is plotted in the range [S, 

S+1). 

 

 

Table 1. Comparative results of Random Forest and Disjoint partitioning approach 

 

Dataset % Accuracy Number of Trees Learning Time (in seconds) 

RF DP(1/3) DP(2/3) R

F 

DP(1/3) DP(2/3) RF DP(1/3) DP(2/3) 

Breast Cancer 70.97 72.02 69.23 61 2 12 1.03 0 0.016 

Haberman 66.99 71.24 71.24 2 3 3 0 0 0 

POP data 66.33 67.77 68.88 2 4 11 0.02 0 0.015 

Onehr 97.14 97.23 97.2 4 17 7 0.56 0.062 0.078 

Synthetic1 98.4 98.4 98.8 2 2 2 0.02 0 0.015 

Synthetic2 98.7 98.34 98.48 30 5 5 0.84 0.031 0.032 

 In table, 0 indicates time recorded is less than milli-seconds 

DP(1/3) – Disjoint Partitioning approach with (1/3*m) attribute subset 

DP(2/3) – Disjoint Partitioning approach with (2/3*m) attribute subset 

 

Table 2. Comparison of % accuracy values 

Dataset  
%Accuracy  

original RF 

%Accuracy 

Hybrid DT  

%Accuracy 

Hybrid DT 

with 

weighted 

voting 

breast_cancer 65.38 70.98 72.02 

diabetes 75.78 76.43 76.30 

ecoli 84.52 85.42 86.01 

glass 78.50 79.44 80.37 

vowel 98.59 98.69 98.59 

segment 97.92 98.10 98.10 

sonar 84.62 85.10 86.06 

vehicle 74.94 76.60 76.36 

musk1 95.80 97.27 97.06 

car 93.98 94.68 94.44 

anneal 99.55 99.78 99.78 

dermatology 94.54 96.45 96.72 

credit-a 85.22 87.10 87.25 

flags 59.28 61.86 63.40 

 

It can be observed that there are multiple subsets of 

different sizes having accuracy higher than the original 

Random Forest of size 15 and that many of these have same 

accuracy. The size of these subsets varies from one dataset to 

another. The optimal subset among these is the one with the 

highest accuracy. 

A. Diversity Based Dynamic Pruning (DBDP) 

Pruning of Random Forest is eliminating some of the base 

decision trees from Random Forest to reduce its size without 

affecting its accuracy. Most of the earlier work [1][14][21] in 

this direction is based on “overproduce and choose” strategy 

[16] and is static in nature. In [18] attempt is made for 

dynamic pruning, but generation of unwanted trees is still 

there. In [3], the approach is truly dynamic, but it eliminates 

inherent parallelism in Random Forest. We propose a new 

approach which is dynamic in nature and preserves the 

inherent parallelism in Random Forest. The key idea with our 

approach is to generate only those trees which are having 

maximum diversity i.e. they are less correlated with each 

other. This is to be in line with the principle that the 

generalization error of Random Forest reduces with increase 

in diversity among the base decision trees. 

 
Fig 2 a. Spambase dataset    

          
Fig 2 b. Ionosphere dataset 
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Fig 3. Bar graph showing reduction in size achieved after Pruning of Random Forest for various Datasets 

 

 
Fig 4. Comparison of Accuracy (%) of original RF and Dynamic Pruning (Diverse) RF 

 

To achieve this, we proposed ranking of bootstrap datasets 

based on their diversity. As the approach is based on diversity 

of base classifiers, we also call it as Diversity Based Dynamic 

Pruning (DBDP). To generate k base decision trees, k 

bootstrap sample sets are generated by randomly sampling the 

original training dataset with replacement. The k datasets are 

ranked based on their diversity with each other. To achieve 

this, for each column / attribute in the dataset, a consolidated 

value (V) for that column is generated by taking Root Mean 

Squared (rms) value for the column. The nominal 

(categorical) attributes are enumerated to the numerical 

values so as to compute root mean squared value. Thus a 

vector of values (V1, V2... Vm) is formed for each bootstrap 

dataset with m columns / attributes. On these vectors 

Euclidian distance formula is applied to find distance between 

two vectors which in turn will give distance between two 

datasets. A Distance matrix is formed to record the distances 

between a pair of datasets. Based on distance matrix, datasets 

are ranked. 

To verify diversity of the trees generated by our approach, 

Q statistics measure of diversity [13] is used. The number of 

trees in original Random Forest is set to 100. This setting is as 

per suggested by Breiman that fixing the number of trees to 

100 is reasonable to reach the generalization error 

convergence for Random Forest. The accuracy of Random 

Forest is recorded by setting default node size and mtry 

(number of attributes at each node split) values. For diversity 

based dynamic pruning approach, accuracy is recorded by 

varying number of trees from 5 to 100 in step size of 5. The 

accuracy values are compared with that of original Random  

Forest for 100 trees. For the datasets under 

experimentation, DBDP approach achieves accuracy of that 

of the original Random Forest in less number of trees, and the 

reduction in size achieved is in the range of 52% to 87%. The 

comparison of size of original Random Forest and that of 

DBDP approach to achieve same or greater accuracy of that 

of original Random Forest is presented in figure 3. 

Additionally, for almost all datasets, accuracy is increased as 

compared to original Random Forest. This is because of the 

inclusion of maximum diverse trees in the forest. These 

comparative results are presented in the form of bar graph in 

figure 4. 

A. Parallel Random Forest (PDTPRF) 

Random Forest can be easily parallelized due to its inherent 

parallel nature. Being an ensemble, the parallel 

implementation of Random Forest yields efficient working. 

This has led to various parallel implementations of Random 

Forest [8] [23] [25].  We have studied these implementations 

and found that each implementation is specific to some 

platform and using a different programming language. Hence 

there is a need of presenting a generalized parallel algorithm 

for Random Forest. Another finding out of our survey is that 

all these implementations are following task parallel 

approach. They are generating the trees of Random Forest in 

parallel. We have come up with a new approach in which 

along with generating the trees in parallel, the individual 

decision tree is also parallelized. 

The readings are taken for each dataset by varying the 

number of trees from 10 to 50 and the time required to build 



                                                       
   

 

ISSN: 2277-3754   

ISO 9001:2008 Certified 
International Journal of Engineering and Innovative Technology (IJEIT) 

Volume 3, Issue 11, May 2014 

272 

 

the tree and test with 10-fold cross validation is recorded in 

terms of milliseconds. The speedup achieved is presented in 

Table 3 below.  

 

 

 

           Table 3.  Speedup achieved with PDTPRF approach 

Dataset  Number of trees 

Name Instan

ces 

Attrib

utes 

Clas

ses 
10 20 30 40 50 

Breast-cancer 286 9 2 2.85 2.90 3.13 3.91 4.23 

Diabetes 768 8 2 1.77 2.55 2.39 2.44 3.09 

Hepatitis 155 19 2 2.86 3.57 3.42 3.91 4.23 

Musk1 476 168 2 1.76 1.84 2.178

8 
2.19 2.23 

Sonar 208 60 2 1.67 2.43 2.53 2.69 2.70 

Vote 435 16 2 1.74 2.10 2.80 3.32 3.50 

Car 1728 6 4 2.77 2.89 3.25 3.86 4.4 

Ionosphere 351 34 24 1.78 2.54 2.35 2.42 2.97 

Soybean 683 35 19 2.10 2.15 2.45 2.64 2.74 

Vehicle 846 18 4 2.53 2.75 2.87 3.14 3.64 

Vowel 990 13 11 1.76 1.84 2.18 2.19 2.24 

Waveform-5

000 
5000 40 3 1.44 1.48 1.51 1.55 1.70 

  

IV.    CONCLUSION 

In this paper, we presented approaches for improving 

performance of Random Forest classifier in terms of 

accuracy, and / or time for learning and classification.  

In case of accuracy improvement, research is done using 

different attribute evaluation measures and combine 

functions. A hybrid decision tree model along with weighted 

voting is suggested which improves the accuracy. 

Improvement in learning time mainly concerns on reducing 

number of base decision trees in Random Forest so that 

learning and in turn, classification is faster. The approaches 

suggested in this direction are disjoint partitions of training 

datasets to learn the base decision trees, and ranking of 

training bootstrap samples on the basis of diversity. Both 

these approaches are leading to efficient learning of Random 

Forest classifier. An attempt is made to find optimal subset of 

Random Forest classifier using Dynamic programming 

approach. Random Forest has inherent parallelism and can be 

easily parallelized for scalability and efficiency. A new 

parallel approach is proposed in which both, individual tree as 

well as entire forest is generated in parallel. 

The new approaches presented here are leading to effective 

learning and classification using Random Forest algorithm. 
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