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ABSTRACT The nonlinearities of the robotic manipulators and the uncertainties of their parameters
represent big challenges against the controller design. Moreover, the tracking of regular and irregular
trajectories with fewer overshoots, short settling time, and small steady-state error is the main target for
the robotic response. The model predictive control (MPC) is an efficient controller to handle the perfor-
mance requirements. However, the conventional MPC requires the linearization of the system model. The
linearization of the model does not cover all dynamics of the robotic system. Thus, this paper introduces the
nonlinear MPC (NLMPC) as a proper control method for the nonlinear systems instead of the conventional
MPC. Specifically, this work proposes the use of NLMPC for controlling robotic manipulators. However,
the NLMPC gains need proper tuning to attain good performance rather than the conventional methods. The
neural network algorithm (NNA) considers a sufficient adaptive intelligent technique that can be utilized
for this purpose. The restriction in a local optimum reveals the main issue versus artificial intelligence
techniques. This paper suggests a new improvement to reinforce the exploration behavior of the NNA to
overcome the local restriction issue. This modification is carried out by utilizing the polynomial mutation as
an effective method to promise the exploration manner of the intelligence techniques. The proposed system
can estimate all states from only the output to reduce the cost of the required sensors to measure all states. The
results confirm the superiority of the proposed systemswith the estimator with negligible change in the output
response. The proposed modified NNA (MNNA) is evaluated with the main NNA, genetic algorithm-based
PID control scheme, besides the cuckoo search algorithm-based PID control scheme from other works. The
results confirm the robustness and effectiveness of the suggested MNNA-based NLMPC to track regular and
irregular trajectories compared with other techniques.

INDEX TERMS Nonlinear system, robot manipulator, nonlinear model predictive control, trajectory
tracking, neural networks, signals estimation, PID controller.

I. INTRODUCTION

Recently, the robotic manipulator is utilized for diverse pur-
poses, e.g. aiding the industry and human routine duties.
Specifically, the robot manipulator can perform risky actions
and track the components in a very short time effectively
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rather than the human. The robotic moving parts require an
effective and precise control scheme for acquiring tasks, most
importantly position tracking [1]. In this regard, the nonlin-
earity characteristics of the robot, as well as the uncertainties
of parameters, are the most key challenges against the opera-
tor to adjust the managing unit of robot links [2], [3].

In the previous literature, a lot of managing strategies are
employed for the robotic manipulators [4], [5]. In [6], [7],
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a proportional-integral-derivative (PID) controller is utilized
based on semi-global stability analysis for two links robotic
manipulators. However, the design method is conventional,
and it does not take into account the system performance
which is accounted for in small steady-state error, short
settling time, less maximum over-shoot. In [8], a saturated
PID controller is designed based on global asymptotic sta-
bilization for a robotic manipulator. The designed PID is
constrained for special cases and it does not consider the
nonlinear trajectories for the robotic manipulators. An out-
put feedback control with fuzzy logic (FL) control is intro-
duced for robot manipulators in [9]. Thus, the controller
gains are adjusted by the try and error of the designer.
In [10], a fractional-order FL based on the cuckoo search
algorithm (CSA) is applied to a robot manipulator. However,
the fractional-order representation increases the order of the
system. Furthermore, the applied objective is traditional, and
it does not take into account the system overshoot and the
settling time. In [11], an adaptive sliding mode control is
applied to the robot movable parts based on pole place-
ment procedure and time delay estimation technique. Whilst,
the sliding mode control suffers from the chattering problem
and the pole placement is a conventional method to design the
controller parameters. In [12], a fractional-order PID sliding
mode controller is designed based on the bat algorithm for a
bio-inspired robot. However, the applied controller is compli-
cated in the implementation and the slidingmode suffers from
a chattering issue. In [13], an H-infinity control technique
is introduced for robotic manipulators. Thus, the control
technique is designed based on the linearized description of
the robotic dynamics. However, the linearization is created
based on the approximated procedure and it does not take
into account the full dynamics of the real system. Among
these control techniques, the model predictive control (MPC)
provided good performance for a lot of engineering applica-
tions [14].
In [15], [16], a robotic manipulator utilizes the MPC based

on the linearization of the dynamic model. However, the lin-
earization of the dynamic model is more simplified, and
it does not take into account the full dynamics of the real
system. In [17] a data-drivenMPC is introduced for trajectory
tracking by the robotic arm. Thus, the applied MPC utilizes
dynamics feedback linearization. The nonlinear model pre-
dictive control (NLMPC) can be applied directly to the non-
linear systems and overcome the linearization issue [18], [19].
In [20], a PID with an NLMPC controller is utilized for a
two-link robotic manipulator. However, the controller gains
are tuned by the try and error method based on the designer
experience. Furthermore, the applied method does not take
into account the nonlinear trajectories for the robotic manip-
ulators. A lot of conventional tuning techniques are applied
for the controller parameters like Ziegler Nichols (ZN) tech-
nique [21], [22] and graphical techniques [23], [24]. How-
ever, these techniques are complicated for nonlinear systems
and it fails to provide good performance in different engi-
neering applications [25], [26]. Artificial intelligence (AI)

techniques have provided good solutions for the optimization
issues of the controllers in different applications with short
computation [27], [28]. There are several kinds of optimiza-
tion methods like the genetic algorithm (GA) optimizer [29]
and particle swarm optimization [30]. Other variants are the
ant colony algorithm [31] and the teaching-learning algo-
rithm [32]. Among these algorithms, the neural network algo-
rithm (NNA) is a new effective and adaptive optimization
technique [33]–[35]. It is demonstrated to have a global
search feature based on the principles of artificial neural
networks. Additionally, this method does not necessitate
preliminary parameters to initialize, thereby defeating the
other algorithms. However, the blockade in a locally optimal
solution demonstrates the major issue against AI techniques.
A lot of modification strategies such as mutation operators
are used to solve this issue by enhancing the exploration
behavior of the methods [36]. The utilization of the adaptive
mutation operators can yield promising results when integrat-
ing into the mechanisms of different optimizers [37]–[39].
Considerable types of mutations such as random mutation
operator, non-uniform mutation operator, and polynomial
mutation operator can be utilized to improve the exploration
way of the optimizers [40]. Among these mutation strate-
gies, the polynomial mutation operator shows enhanced per-
formance than the other methods in a lot of optimization
techniques [41].

This paper introduces an intelligent design for the NLMPC
parameters based on a new modified neural network algo-
rithm (NNA) rather than the conventional methods. The
new improvement of the MNNA is created based on the
polynomial mutation operator to guarantee the exploration
means of this algorithm. The proposed technique is devoted
to adjusting the parameters of the NLMPC according to the
decreasing of a developed figure of the demerit performance
index. The innovative performance index is modified to con-
firm the decline of the response for the settling time as well
as the maximum overshoot of robot links at the same time.
The performance of the recommended technique is assessed
with the main NNA [33], GA-PID control scheme proposed
in [42], and the cuckoo search algorithm (CSA)- PID control
scheme introduced in [43]. The effectiveness of the suggested
technique is verified to track regular and irregular trajectories
within initial and final constraints. In turn, the uncertainties
of parameters are considered to confirm the robustness of the
suggested technique.

Below, the contributions of this paper are listed as follows:
• An improved MNNA is developed based on the uti-
lization of the polynomial mutation to guarantee the
exploration way of the main NNA deprived of initial
parameters;

• The proposed controller can decline of the response
settling time, as well as an overshoot of the robot links,
is accomplished based on a developed figure of demerit
fitness function at the same time;

• A novel intelligent design is introduced to tune the
NLMPC parameters based on improvedMNNA in order
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to track regular and irregular trajectories by the robotic
manipulator;

• The proposedMNNA is applied to adjust the parameters
of the robot control scheme rather than the conventional
methods;

• The suggested MNNA-based NLMPC method is eval-
uated with the main NNA [33], the GA-PID control
scheme [42], and CSA-PID control [43];

• The robustness and efficiency of the suggested technique
are confirmed to track regular and irregular trajecto-
ries. Moreover, the results emphasize the robustness of
the suggested technique towards the system parameter
variations.

The other parts of this work are listed in the following sec-
tions: Section II describes the optimal control by intelligence
algorithms. Section III illustrates the procedure of NLMPC.
In section IV, the modeling of the robot is given. Section V
demonstrates the output results of the proposed scheme. In the
final, the conclusions and the future work of the paper are
concluded in Section VI.

II. OPTIMAL CONTROL BY INTELLIGENCE ALGORITHMS

The design of an effective controller has a lot of challenges
due to the system’s nonlinearities and uncertainties. Further-
more, conventional methods such as ZN technique [21], [22]
and graphical techniques [23], [24] are no longer suitable
for intelligence systems. Because these techniques are com-
plicated for nonlinear systems and it fails to provide good
performance in different engineering applications [25], [26].
In [42], the GA is applied to tune the parameters of the PID
controller as an intelligent technique instead of the conven-
tional methods. The GA imitates the natural genetics and
selection to tune the optimal parameters of the controller.
In every iteration, a new set of springs are created based on
the best members from the last iteration. The optimization
by the GA is carried out based on different stages, the first is
the reproduction, the second is the crossover, and the final is
the mutation. The reproduction process is done based on the
fitness function value of each individual. So, the individual
that has the high fitness value, will have a big chance to
generate the offsprings to the next iteration. The crossover
is done by probability ratio between two parents from the last
population to generate new offsprings and increase the pos-
sibility of new solutions. The mutation is created in the
new springs by alternate the value of the string randomly
to increase the exploration manner of the GA. However,
the GA requires a lot of initial parameters to start such as the
number of populations, generations, mutation, and crossover
operators. In [43], the CSA is utilized to tune the gains of the
robotic controller. The CSA is built based on the nature brood
parasitism of cuckoo along with the birds’ behavior and fruit
flies. All cuckoos laying their eggs and the artificial cuckoo
lay only one egg. The selection is carried out to choose the
high-quality eggs for the next iteration. Some host’s nests
are selected approximately with a certain number of prob-
ability to host a foreign egg. If the host detects the cuckoo

egg, it may be cast away or the host leaves the nest for the
cuckoo. This algorithm starts randomly after setting the num-
ber of nests, probability of hosts, population, and generations.
To overcome the initial parameters adjusting issue, the NNA
is presented below for the tuning of robotic control without
adjusting initial parameters. Furthermore, a newmodification
for the NNA is carried out for the main NNA based on the
polynomial mutation to overcome the restriction in a local
optimum.

A. NEURAL NETWORKS

Typically, neural networks are novel optimization tech-
niques inspired based on the biological behavior of nervous
schemes [33]. Note that the principles of artificial neural net-
works are the chief procedure of the NNA. Specifically, these
networks have the behavior of global research to distinguish
new solutions. Still, there is no need for generating initial
parameters for the starting rather than the other processes.
The NNA realizes the innovative solutions by adjusting the
weight values between the foreseen solutions and the target
ones. Methodically, this technique has the ability to find an
optimal solution throughout the exploration space. Indeed,
the NNA has a dissimilar procedure than the other processes
to get the optimal value. This way decreases the gap between
the target solution and the different solutions. The NNA
contains 4 phases described in detail below:

1) STAGE OF INITIAL POPULATION

The NNA normally begins with a random preliminary pop-
ulation like other techniques to produce preliminary solu-
tions within the distinct search space where every solution
is termed ‘‘pattern solution’’. Initially, an arbitrary pattern
solution matrix ‘‘X ’’ with a dimension of N ×D is produced.
In which N represents the generation number while D rep-
resents the number of variables in the problem. The pattern
solutions are as follows,

X = [X1,X2, ..,Xi, ....XN ]
′and

Xi = [xi1, xi2, ........, xiD].

where;

xij = Lj + rand(Uj − Lj),

i = 1, 2, . . . . . . ,N , j = 1, 2, . . . . . . ,D (1)

where L represents the minimum boundaries of the variables
whileU represents the maximum boundaries of the variables.
The NNA likes the basic artificial neural network where
every solution Xi has an equivalent weight vector called
Wi = [wi1,wi2, ........,wiN ]. Where the matrix of weights for
all solutions has a size of N × N . Typically, the NNA begins
with an arbitrary weight matrix within (0, 1). Note that the
weight matrix is restructured in every iteration according to
the attained network error. Finally, the sum of the weights of
each computed solution is bounded, and it should not surpass
1 as follows:

∑N

j=1
wij = 1, i = 1, 2, .....,N (2)
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FIGURE 1. New population mechanism of NNA.

Note that the above constraint is helpful to regulate the
attained bias of the searching mechanisms as well as the gen-
eration process. Specifically, it assets searching procedures
from the restriction in a local best possible solution. Subse-
quently, the next step will be computing arbitrary solutions
and the equivalent values of weights, the fitness function
of each given solution is determined by the calculation of
the objective function. Later, the finest comprising possible
solution with particular weights are assigned to yield the new
value by:

Xnewj (t + 1) =
∑N

i=1
wij (t)× Xi (t) , j = 1, 2, .....,N

(3)

Xi(t + 1) = Xi(t) + Xnewi (t + 1), i = 1, 2, .....,N (4)

In which Xi(t) represent the calculated possible solution at
the corresponding iteration ‘t’ while Xnewi (t+1) represent the
weighted result at the new iteration ‘t + 1’. To demonstrate
this process, the updated generation mechanism is demon-
strated in Fig. 1.

2) UPDATING PROCESS PF WEIGHT MATRIX

In this phase, it is required to update the weights between
variables by:

Wi(t + 1) = Wi(t) + 2 × rand × (W ∗(t) −Wi(t)),

i = 1, 2, .....,N (5)

in whichW ∗(t) represents the target weight vector.

3) STAGE OF BIAS

Note that the developed NNA customs a bias operator to
achieve accepted exploration. In particular, this proposed
operator has been utilized to transform the ratio from pro-
duced possible solutions and the matrix of weights. Accord-
ingly, the bias mutation operator decreases in an adaptive way
with the iteration rising. For this aim, the following method
can be utilized:

β(t + 1) = 1 −

(

t

tmax

)

, t = 1, 2, ....., tmax (6)

or as follows:

β(t + 1) = 0.99β(t), t = 1, 2, ....., tmax (7)

in which tmax represents themaximum allowed iteration limit.
Note that decreasing β value combined with rising the iter-
ation can improve the exploitation feature of the solution
mechanism while finding the optimal solution. An arbitrary
number is formed in such stage to sense the number of
populations for biasing by:

NP = Round(D× β) (8)

Later, weights and the population are adapted by:

Xj = L + rand(U − L), j = 1, 2, .....,NP (9)

Likewise, an arbitrary number is formed to detect the weight
number to be changed by:

Nw = Round(N × β) (10)

Wj = m, j = 1, 2, .....,Nw (11)

in which m denotes an arbitrary number in the range (0, 1).

4) STAGE OF TRANSFER FUNCTION

An efficient transfer function is used here in the NNAmecha-
nism to enhance its manipulation behavior. Specifically, this
utilized operation updates the innovative possible solutions
from the main positions to new ones, allowing to decline the
gap between these solutions and the target ones. Note that the
transfer function operation can be formulated by:

X∗
i (t + 1) = Xi(t + 1) + 2 × rand × (X∗(t) − Xi(t + 1)),

i = 1, 2, .....,N (12)

in which X∗(t) denotes the finest solution at the correspond-
ing iteration denoted by ‘t’.

B. PROPOSED NNA VARIANT

Generally, restrictions of several optimization solvers with
respect to trapping in local optimal points away from the
global solution are considered a big issue. This problem is
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happened at the initial step of the optimization operation
because of the employment of arbitrary patterns. In this
regard, mutation operators have the ability to overwhelm
this issue with numerous single as well as multi-objective
optimization procedures [37]–[39]. There are currently dif-
ferent mutations, such as random mutation operator, uni-
form mutation operator, non-uniform mutation operator, and
polynomial mutation operator [40]. The polynomial mutation
yields outstanding performance rather than the other meth-
ods [41] where it has a nonlinear probability. This property
enables the algorithm to adapt the current possible solution
to the neighboring one. Thus, the exploration behavior of the
optimization algorithm can be increased that it can overcome
the restriction at a local optimum. The exchange of the current
solution by the neighboring solution is created by:

Xi(t) = Xi(t + 1) + α × δimax , i = 1, 2, .....,Np
(13)

α =

{

(2r)(1/(q+1)) − 1 if r < 0.5

1 − [2(1 − r)](1/(q+1)) otherwise
(14)

δmax ij(t) = max[Xij(t) − Lj,Uj − Xij(t)],

i = 1, 2, .....,Np, j = 1, 2, .....,D (15)

in which q denotes a non-negative number and is termed
a shape variable. Note that r represents an arbitrary vari-
able in the range of (0, 1). δmaxij represents the supreme
permissible variation between the present solution and the
mutated one. This paper suggests the mutation operation
instead of the arbitrary exploration of the biasing step in (9).
According to the preceding NNA steps, Figure 2 demon-
strates the sequential steps of the MNNA to assign the best
solution.

III. NONLINEAR MODEL PREDICTIVE CONTROL

The MPC is proved as an effective and superior control
technique in most engineering applications [45]–[48]. The
MPC predicts the future control signal within finite steps
named the control horizon ‘M’. The MPC utilizes the pre-
diction of the system output within finite steps named the
prediction horizon ‘P’ in order to predict the proper control
moves. The best control moves are selected according to
the decreasing of a quadratic objective function. The MPC
utilizes a linear-time-invariant (LTI) model to carry out the
prediction operation for the control moves and the future
system output. However, the linearization does not figure out
all dynamics of the nonlinear systems. The NLMPC does
not require the LTI system and it can be applied directly
to the nonlinear system which is defined in the following
equations,

ẋ = f (x, u, d) (16)

y = h(x, d) (17)

where x denotes the dynamic states of the system, u is the
control signal, d denotes the external disturbance on the sys-
tem, and y is the measured output of the system. The NLMPC

FIGURE 2. Flowchart of the modified NNA.

utilizes a continuous objective function to predict the proper
control moves based on the minimization of error between
the target reference and the measured output at each move
‘k’ of the sample time ‘Ts’. Where the control moves ‘1u’
are discrete whilst the system output ‘y’ is continuous. The
quadratic objective function is formulated as follows [49],

ϕ =

∫ P

0
‖r(k + t |k ) − y(k + t |k )‖2Qdt

+

M−1
∑

i=0

‖1u(k + i |k )‖2R (18)

1u(k) = u(k) − u(k − 1) (19)

Such as;

umin ≤ u ≤ umax

1umin ≤ 1u ≤ 1umax

ymin ≤ y ≤ ymax
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FIGURE 3. Schematic representation of the online optimization for the
Nonlinear MPC based on the modified NNA.

P ≥ 1

M ≥ 1

P ≥ M ≥ 1

where
‖.‖2Q, ‖.‖

2
R Euclidian norm

Q Outputs weighting factor
R Inputs weighting factor

The NLMPC necessitates a suitable tuning for its prediction
horizon ‘P’, control horizon ‘M’, outputs weighting factor
‘Q’, inputs weighting factor ‘R’, and the sample time ‘Ts’ in
order to provide good performance. The algorithm is used
to find the optimal controller not to estimate the states.
So, this paper suggests the MNNA to adjust the NLMPC
parameters as shown in Figure 3 rather than the conventional
techniques. Note that the MPC is carried out with the system
online.

IV. SYSTEM MODELING

Here, we introduce the mathematical formulation of the
robotic manipulator where its dynamic model is represented
by nonlinear differential formulae. These formulae have dif-
ferent terms such as Coriolis, load, centrifugal torques, iner-
tia, and gravity. Note that the robot actuator in its link requires
an appropriate torque that allows moving the end-effector in
a certain trajectory with respect to constraint speed. The fol-
lowing formula rules the dynamics of the robot manipulator
of different n-links [42].

τ = M (θ )θ̈ + C(θ, θ̈ ) + G(θ) (20)

where;
τ Vector of Torque for the links with dimension of n×1
M (θ ) Non-negative matrix with dimension of n × n

C(θ,
•

θ ) Vector of Coriolis torque with dimensions n×1
G(θ ) Vector of gravity torque with dimensions n × 1
θ The angular links position
•

θ Link velocity
••

θ Acceleration of links
n link Number

In this research, the robot has 2 arms (see Figure 4). The
dynamics equations of this machine can be expressed by [44]:

τ1 = m2l
2
2 (θ̈1 + θ̈2) + m2l1l2c2(2θ̈1 + θ̈2)

+ (m1 + m2)l
2
1 θ̈1 − m2l1l2s2θ̈2

2

− 2m2l1l2s2θ̈1θ̈2 + m2l2gc12 + (m1 + m2)l1gc1
(21)

FIGURE 4. Schematic illustration of two-links robot manipulator.

τ2 = m2l
2
2 (θ̈1 + θ̈2) + m2l1l2c2θ̈1

+m2l1l2c2θ̈1
2
+ m2l1gc12 (22)

In which

c1 = cos(θ1), c12 = cos(θ1 + θ2), c2 = cos(θ2),

s1 = sin(θ1), and s2 = sin(θ2).

The state-spacemodel for the robotmanipulator is formulated
by the state-space representation in (16) and (17) by suggest-
ing x1 = θ1, x2 = θ2, x3 = ẋ1 = θ̈1, x4 = ẋ2 = θ̈2, u1 = τ1,
u2 = τ2. Then substitute in (21) and (22),

ẋ3 =
1

Z1
(−(m2l

2
2 + m2l1l2 cos(x2)ẋ4 + m2l1l2 sin(x2)x

2
4

+ 2m2l1l2 sin(x2)x3x4 − m2l2g cos(x1 + x2)

− (m1 + m2)l1g cos(x1) + u1) (23)

ẋ4 =
1

Z2
(−(m2l

2
2 + m2l1l2 cos(x2))ẋ3 − m2l1l2 sin(x2)x

2
3

−m2l1g cos(x1 + x2) + u2) (24)

where Z1 = m2l
2
2 +2m2l1l2c2 + (m1 +m2)l21 and Z2 = m2l

2
2 .

Then define the Jacobian of all state dynamic equations. After
this step, the system is ready to apply the NLMPC in order to
predict the best control moves which represents the torque of
the robotic manipulator.

V. RESULTS AND DISCUSSION

Here, the proposed modified NNA is utilized to adjust the
NLMPC gains in order to improve the response of the robot
that is shown in Fig. 4. The key purpose of the optimization
operation is the improvement of the performance of each
link to achieve the target trajectory. The performance of
the output response is evaluated by the decreasing settling
time, the steady-state error, and themaximum overshoot. This
paper suggests a developed fitness function to accomplish the
declining of the response settling time aswell as the overshoot
for each link at the same time. This fitness function is labeled
figure of demerit (FOD) where it is defined as next:

J =

2
∑

i=1

(1 − e−ψ )(MP,i + ESS,i) + e−ψ (ts,i − tr,i) (25)
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FIGURE 5. Optimization effort of the proposed modified NNA and the
main NNA.

FIGURE 6. The fitness function value due to different techniques.

where;

MP,i maximum overshoot
ESS,i output response steady-state error
ts,i output response settling time
tr,i output response rise time
ψ weighting variable
i robot arm index

The previous objective function is presented as the FOD per-
formance index in [50], however, the first formulation for it is
created by Gaing [51]. The FOD imposes equal weighting for
the (maximum overshoot and the system steady-state error)
and equal weighting for the (rise and settling times). Regard-
ing the necessity of exponential weights (1 − e−ψ , e−ψ ) is
extremely appreciated instead of the linear weights. More-
over, this objective function (J ) can be extended to include
many weights for amplitudes and times as follows: J = (1−

ψ)(µ1Mp +µ2Ess)+ψ(λ1ts − λ2tr ). However, more tuning
parameters (ψ,µ1, µ2, λ1, λ2) decrease the solvability of the
optimization problem due to the increased nonlinearity which
leads to an increased possibility of restriction in local min-
ima. The objective function in (25) can achieve the designer
requirements by picking an appropriate value for the attained

FIGURE 7. Output response of the position of robot link1 in the case of
unit step trajectory.

FIGURE 8. Output response of the position of robot link2 in the case of
unit step trajectory.

weighting factor ‘ψ ′. In the case that the value of ψ < 0.7,
the settling time can be decreased. On the opposing, if the
value of ψ > 0.7, it can decrease the overshoot. When
ψ equals 0.7, the exponential weights (1 − e−ψ , e−ψ ) will
be ≈ (0.5, 0.5), so in this research, the suggested ψ equals
0.7 to accomplish the reduction of both the settling time as
well as the overshoot of each link response at the same time.
The introduced MNNA search about the optimal gains of
the NLMPC controller by the minimization of the objective
function in (25). The optimization operation is done at the
system-rated parameters and a unit step reference for the
position of each link. The nominal gains of the proposed
system are: g = 9.81m/s2, m1 = 0.1, m2 = 0.1 kg,
l1 = 0.8 m, and l2 = 0.4 m [42]. The MNNA adopted
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FIGURE 9. Control signals of each controller; (a) control signal for link1,
and (b) control signal for link2.

parameters are: the maximum number of agents is selected
as 20 and the maximum iterations is equal 5. Figure 5 shows
the optimization effort of the proposed MNNA and the main
NNA [33]. As shown in Figure 5, the proposed MNNA can
minimize the objective function fastly compared to the main
NNA [33]. Furthermore, the results of the proposed NLMPC
based on MNNA are affirmed by comparing them with the
GA-based PID control scheme in [42], the CSA-based PID
control scheme in [43]. The controller parameters due to
each method with the equivalent performance index are listed
in Table 1. Figure 6 shows the values of the fitness function
due to different techniques for clarified comparison. It is
concluded from Table 1 and Fig. 6 that the proposed MNNA
has the minimum performance index compared with the other
techniques. The steps of the MNNA to find the optimal
parameters are summarized as follows in the pseudo-code
shown in Algorithm 1.

FIGURE 10. System response of the position of robot link1 in the case of
another initial point.

FIGURE 11. System response of the position of robot link2 in the case of
another initial point.

FIGURE 12. Robot links cubic position trajectories.

Different simulated scenarios are created in the following
subsections to confirm the effectiveness and robustness of the
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TABLE 1. Comparison of controller parameters of proposed method with exist ones with the performance index.

Algorithm 1 Pseudo-Code of MNNA to Find The Controller
Gains
1: StartModified NNA;
2: Execute the robot manipulator model with Nonlinear

MPC;
3: Calculate the fitness function in (25);
4: Select the best weights and best solution;
5: While (t < iterationsmax);
6: Do the steps of Modified NNA, as in Fig. 2;
7: Execute robot manipulator model with Nonlinear

MPC;
8: Estimate the fitness function in (25);
9: Choose the best fitness value;
10: Choose the updated solution;
11: End While.
12: Stop.

FIGURE 13. The system response of link1 in case of cubic position
trajectory.

proposed MNNA. In particular, these studied scenarios are
the rated parameter test that involves unit step reference at

FIGURE 14. The system response of link2 in case of cubic position
trajectory.

different initial points and nonlinear trajectory test for the
position of each link. Additionally, the robustness test of
the suggested MNNA is investigated intensively against the
system parameters uncertainties.

A. SCENARIO 1: THE RATED PARAMETER CONDITION

WITH UNIT STEP REFERENCE

Here, a unit step position reference is adopted for each
link at system-rated parameters. The output response due
to this test is presented in Figures 7 and 8. The robotic
manipulator links starts to track a unit step trajectory at
initial states x0 = [0 0 0 0]’. Figure 9 shows the control
signal due to each controller for each link of the robotic
manipulator. The response settling time and the overshoot
due to each method are records in Table 2. It is clear from
Figures 7 and 8, and Table 2 that the proposed MNNA-
NLMPC control scheme beats the main NNA [33],
the GA-PID control scheme [42], and the CSA-PID control
scheme [43]. Besides, the introduced MNNA has the shortest
settling time and overshoot rather than the other techniques.
Besides, the proposed controller has a lower control signal
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TABLE 2. The response overshoot and settling time based on each method.

FIGURE 15. The system response of link1 in case of state observer.

FIGURE 16. The system response of link2 in case of state observer.

fluctuation than the CSA-PID controller [43] as cleared
in Figure 9.

B. SCENARIO 2: TESTING OF THE PROPOSED

CONTROLLER TO TRACK A UNIT STEP TRAJECTORY AT

OTHER INITIAL POINTS

In this scenario, the proposed MNNA- based NLMPC is
tested to track unit step trajectory at other initial points.

FIGURE 17. The system response in case of length uncertainty;
(a) position of Link 1, and (b) position of Link 2.

The test is carried out by choosing initial states
x0 = [0.2 0.2 0.2 0.2]’ to check the ability of the pro-
posed procedures to track the trajectory from another initial
state. The system response due to this test is presented
in Figures 10 and 11. As shown in these figures, the advised
MNNA- based NLMPC remains a good damping character-
istic to track the reference from another initial state.
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TABLE 3. Final and initial cubic trajectories parameters.

FIGURE 18. The system response in case of mass uncertainty; (a) position
of Link 1, and (b) position of Link 2.

C. SCENARIO 3: EFFECTIVENESS OF THE PROPOSED

METHOD AGAINST NONLINEAR TRAJECTORIES

In scenario 3, the proposed method is assessed to track non-
linear trajectories. Specifically, this scenario test is created by
adopting a cubic location trajectory on each link as shown
in Figure 12. It is worth noting that this nominated cubic
trajectory is established based on the following formulae [44]:

θd,i = c0,i + c1,i × t + c2,i × t2 + c3,i × t3 (26)

FIGURE 19. The system response in case of robustness test against
parameters uncertainties and nonlinear trajectories; (a) position of
Link 1, and (b) position of Link 2.

with target velocity as well as acceleration constraints which
are formulated as follows,

θ̇df ,i = c1,i + 2c2,i × tf + 3c3,i × t2f (27)

θ̈df ,i = 2c2,i + 6c3,i × tf (28)

where i = 1, 2 is the link index. tf , θ̇df , θ̈df represent,
respectively, the termination time, velocity, and acceleration.
Note that, in Table 3, the initial and final gains of the cubic tra-
jectories are recorded that represented as equality constraints.
The constants c0,i, c1,i, c2,i, c3,i can be determined by solving
(26) -(28) collected with the starting and target position as
well as velocity. Consequently, the nonlinear trajectory is
sketched for every arm, as simplified in Figure 12.

The system performance based on the proposed MNNA-
based NLMPC in the case of the cubic position trajectory
case is shown in Figures 13 and 14. These results show

64288 VOLUME 9, 2021



M. Elsisi et al.: Effective NLMPC Scheme Tuned by Improved NN

that the suggested method can effectively track the irregular
trajectory.

D. SCENARIO 4: EFFECTIVENESS OF THE SUGGESTED

TECHNIQUE WITH STATE OBSERVER

This Scenario is carried out to confirm the efficiency of the
suggested technique in the case of using a state observer. The
state observer is utilized to decrease the cost of the measure-
ment of all states. The output response due to this test is clear
in Figures 15 and 16. As shown in these figures, the proposed
MNNA-NLMPC can track the nonlinear trajectories effec-
tively in the case of applying the state observer.

E. SCENARIO 5: ROBUSTNESS TEST OF SUGGESTED

PROCEDURE AGAINST THE VARIATIONS OF PARAMETERS

This considered scenario has been carried out by considering
±10% uncertainty in the robotic masses as well as lengths
of each arm from the nominal values. The system response
based on the suggested MNNA-NLMPC controller is pre-
sented in Figures 17 and 18. It is clear from these figures that
the proposed technique can overcome the parameter uncer-
tainties with high damping characteristics and negligible
errors.
Furthermore, the robustness test is carried out to check

the effectiveness of the proposed technique against param-
eters uncertainties by ±20% and nonlinear trajectories.
Figure 19 shows that the links of the robot based on the pro-
posed controller can track the nonlinear trajectory effectively
with negligible error.

VI. CONCLUSION

In this paper, we have introduced a novel developed intel-
ligence technique named MNNA. The proposed algorithm
is devoted to the tuning of NLMPC of robot manipulator
control scheme instead of the traditional methods. Further-
more, a developed FOD performance index is utilized to
accomplish the lessening of the response settling time as
well as the overshoot of each robot link at the same time.
Further experiments are done to emphasize the efficiency of
the suggested technique. In addition, the proposed method
is assessed with the main NNA, GA- based PID control
scheme, and the CSA- based PID control scheme. The output
results emphasize that the proposed method superior to the
other methods and it is more effective to track regular and
irregular trajectories with amean absolute error around 0.005,
short settling time around 0.11 s, and less overshoot around
0.01% for all scenarios. Moreover, the suggested technique is
robust versus the system parameters uncertainties. For future
work, the proposed control can be applied for other robotic
manipulators include more dynamics of degree-of-freedom
and joints.
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