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Effective Replica Allocation in Ad Hoc Networks
for Improving Data Accessibility

Takahiro Hara

Abstract— Recent advances in computer and wireless communication
technologies have led to an increasing interest in ad hoc networks which are
temporarily constructed by only mobile hosts. In ad hoc networks, since
mobile hosts move freely, disconnections occur frequently, and this causes
frequent network division. Consequently, data accessibility in ad hoc net-
works is lower than that in the conventional fixed networks. In this paper,
we propose three replica allocation methods to improve data accessibility by
replicating data items on mobile hosts. In these three methods, we take into
account the access frequency from mobile hosts to each data item and the
status of the network connection. We also show the results of simulation ex-
periments regarding the performance evaluation of our proposed methods.
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Recent advances in radio communication and computer tech-
nologies have led to the development of mobile computing envi-
ronments. In mobile computing environments, by utilizing wire-
less networks, users equipped with portable computers, called
mobile hosts, can change their locations while retaining network
connections. As one of the research fields in mobile computing
environments, there has been an increasing interest in ad hoc net-
works which are constructed by only mobile hosts[2], [4]. In ad
hoc networks, every mobile host plays the role of a router, and
communicates with each other. Even if the source and the des-
tination mobile hosts are not in the communication range of the
two mobile hosts, data packets are forwarded to the destination
mobile host by relaying transmission through other mobile hosts
which exist between the two mobile hosts. Since no special in-
frastructure is required, in various fields such as military affair
and commerce, many applications are expected to be developed
in ad hoc networks.

In ad hoc networks, since mobile hosts move freely, discon-
nections occur frequently, and this causes frequent network di-
vision. Consequently, different fundamental technologies from
the conventional fixed networks are needed. For example, if a
network is divided into two networks due to the migrations of
mobile hosts, mobile hosts in one of the divided two networks
cannot access data items held by mobile hosts in the other net-
work. Thus, data accessibility in ad hoc networks is lower than
that in the conventional fixed networks. In Figure 1, if the radio
link between two mobile hosts at the central part is disconnected,
the mobile hosts in the left-hand side and those in the right-hand
side cannot access data items � 1 and � 2, respectively. In ad hoc
networks, it is a very important issue to prevent deterioration of
data accessibility at the point of network division. A possible
solution is by replicating data items at mobile hosts which are
not the owners of the original data. In Figure 1, if the replicas of
data items � 1 and � 2 are allocated at one of the mobile hosts in
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Fig. 2. Effective data replication.

the opposite networks as shown in Figure 2, every mobile host
can access both data items after the network division.

In this way, data replication is very effective for improving
the data accessibility. On the other hand, mobile hosts generally
have poor resources and thus it is usually impossible for mobile
hosts to have replicas of all data items in the network. For ex-
ample, let us suppose a situation where a research project team
which carries out investigation of digging constructs an ad hoc
network in a mountain. The results obtained from the investi-
gation may consist of various types of data such as numerical
data, photographs, sounds, and videos. In this case, although it
is useful to have the data that other members obtained, it seems
difficult for a mobile host to have replicas of all the data.

In this paper, we assume an environment where each mobile
host has limited memory space for creating replicas. We propose
three replica allocation methods for improving data accessibility.
Moreover, we verify the effectiveness of our proposed methods
by simulation experiments.

The remainder of the paper is organized as follows. In sec-
tion II, we introduce some related works and compare them with
our proposed methods. In section III, we propose replica alloca-
tion methods. In section IV, we show the results of simulation
experiments. Finally, in section V, we summarize this paper.���������������	����� 
��!#"

Several protocols for improving the connectivity in ad hoc net-
works have been proposed in IETF (Internet Engineering Task
Force) so far. DSDV (Destination-Sequenced Distance Vec-
tor)[20], [21] is a distance vector routing protocol where each
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host obtains the route information by using periodical broadcast.
When a host communicates with another host, it starts to transmit
data packets by source routing based on the route information.
AODV (Ad hoc On demand Distance Vector)[22] and DSR (Dy-
namic Source Routing)[5], [15] are routing protocols where each
host obtains the route information by flooding a route request
packet when it communicates with another host. ZRP (Zone
Routing Protocol)[10] and CBRP (Cluster Based Routing Proto-
col)[14] are routing protocols where all mobile hosts are divided
into several groups and each host periodically obtains route in-
formation within a group. When a host communicates with an-
other host in the same group, it starts to transmit data packets by
source routing based on the route information. When a host com-
municates with another host in another group, it floods a route
request packet to search for the route. Some other routing proto-
cols have also been proposed by several research groups[7], [9],
[13], [17], [18], [19], [24]. All the above protocols have been
proposed to improve the connectivity among mobile hosts in the
network level. Thus, these protocols are useful for applications
where users equipped with mobile hosts directly communicate
with each other, e.g., video conference systems. However, as
mentioned in section I, in ad hoc networks, there are also other
applications where mobile hosts access data items held by other
mobile hosts. In these applications, the above protocols can on-
ly improve the connectivity among mobile hosts which are con-
nected to each other, but cannot do anything when the network
is divided as in the case in Figure 1. On the other hand, our pro-
posed replica allocation methods specialize in such applications
and appropriately allocate replicas of data items before the divi-
sion of the network. Thus, our proposed methods can improve
data accessibility. To our best knowledge, studies for improv-
ing data accessibility in ad hoc networks have never been done
before us.

In the research field of distributed database, many strategies
for data replication have been proposed so far[6], [8], [11], [16],
[25], [26], [27], [28]. In distributed database systems, data repli-
cation offers the benefits of shortening the response time for
database write/read operations and improving the data availabil-
ity. The former is achieved by replicating data and perform-
ing database operations locally. In distributed database systems,
shortening the response time is considered one of the most im-
portant issues, and thus, most replication strategies proposed so
far address this issue. This issue includes the propagation of up-
date operations to replicas. The latter is achieved by replicating
databases and using the replicas when the site which holds the
original database fails. This approach is considered to be similar
to our approach, because both approaches address to improve da-
ta availability (accessibility). However, since system failures do
not frequently occur in distributed database systems in fixed net-
works, it is usually sufficient to create few replicas of a database,
and thus no special strategy is required. On the other hand, since
frequent division of the network is a special characteristic in ad
hoc networks, our approach takes it into account and is complete-
ly different from that in distributed database systems. Shorten-
ing the response time and propagating update operations are also
significant issues in ad hoc networks. We are planning to address
them in our future work.

In the research field of mobile computing, several strategies

for data replication have been proposed so far[3], [12], [23].
These strategies assume an environment where mobile hosts ac-
cess databases at sites in a fixed network, and create replicas
of data on the mobile hosts because wireless communication is
more expensive than wired communication. They address issues
of keeping consistency between original data and its replicas
and propagating update operations to the replicas with low com-
munication costs. They are considered to be similar to our ap-
proach, because both approaches create replicas on mobile hosts.
However, the strategies in [3], [12], [23] assume only one-hop
wireless communication, and thus, they are completely different
from our approach which assume multihop communication in ad
hoc networks.���$���%���'&��(���'�*)��+�(
�,������
��-.���	/�
�"0�1�2)��43�
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In this section, the basic system model used to discuss our
proposed methods is described. Then, we propose three repli-
ca allocation methods for improving data accessibility in ad hoc
networks.

A. System model

The system environment is assumed to be an ad hoc network
where mobile hosts access data items held by other mobile hosts
as the originals. Each mobile host creates replicas of the data
items, and maintains the replicas in its memory space. When a
mobile host issues an access request to a data item, the request
is successful in either case: (i) the mobile host holds the origi-
nal/replica of the data item or (ii) at least one mobile host which
is connected to the request issue host with a one-hop/multihop
link holds the original/replica. Thus, first, the request issue host
checks whether or not it holds the original/replica of the target
data item. If it does, the request succeeds on the spot. If it does
not, it broadcasts the request of the target data item. Then, if it
receives reply from other host(s) which holds the original/replica
of the target data item, the request is also successful. Otherwise,
the request fails.

In this system environment, we also make the following as-
sumptions:8 We assign a unique host identifier to each mobile host in the

system. The set of all mobile hosts in the system is denoted
by 9 = :<; 1 = ; 2 =<>�>�>?= ;A@�B , where C is the total number
of mobile hosts and ;ED (1 FHG.FIC ) is a host identifier.
Each mobile host moves freely.8 Data is handled as a data item which is a collection of data.
We assign a unique data identifier to each data item locat-
ed in the system. The set of all data items is denoted byJ

= :<� 1 = � 2 =�>�>�>?= ��K�B , where L is the total number of da-
ta items and ��D (1 FHGEFML ) is a data identifier. All data
items are of the same size, and each data item is held by a
particular mobile host as the original.8 Each mobile host has memory space of N data items for
creating replicas excluding the space for the original data
item that the host holds.8 The data items are not updated. This assumption is for the
sake of simplicity. In the abovementioned example of dig-
ging investigation, new data is inserted but no update oc-
curs. There are also other applications where the newness
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of data is not a serious problem, such as weather informa-
tion.8 The access frequencies to data items from each mobile host
are known, and do not change.

B. Replica allocation methods

Based on the assumptions in section III-A, first we consider
to determine the replica allocation which gives the highest data
accessibility in the whole network. Let C 1 denote the number
of mobile hosts which are connected to each other (with one-
hop/multihop links) and L 1 ( L 1 FAL ) denote the number of kinds
of data items (replicas) held by the C 1 mobile hosts. Thus,
the number of possible combinations of replica allocation is ex-
pressed by the following expression:O L 1!

( L 1 P N )! Q @ 1 R
(1)

In order to determine the optimal allocation among all possible
combinations, we must analytically find a combination which
gives the highest data accessibility considering the following pa-
rameters: (i) the access frequency from each mobile host to each
data item, (ii) the probability that each mobile host will partici-
pate in the network and will disappear from the network, (iii) the
probability that each two mobile hosts connected by a (one-hop)
link will be disconnected, and (iv) the probability that each two
disconnected mobile hosts will be connected by a one-hop link.
Even if some lopping is possible, the computational complexity
is very high, and this calculation must be done every time when
the network topology changes due to the mobile host migration.
Moreover, among the above four parameters, the three latter ones
cannot be formulated in practical because mobile hosts move
freely. For these reasons, we take the following heuristic ap-
proach:8 Replicas are relocated in a specific period (relocation peri-

od).8 At every relocation period, replica allocation is determined
based on the access frequency from each mobile host to
each data item and the network topology at the moment.

Based on this approach, we propose three replica allocation
methods which differ in emphasis put on access frequency and
network topology:

1. SAF (Static Access Frequency) method: Only the access
frequency to each data item is taken into account.

2. DAFN (Dynamic Access Frequency and Neighborhood)
method: The access frequency to each data item and the
neighborhood among mobile hosts are taken into account.

3. DCG (Dynamic Connectivity based Grouping) method:
The access frequency to each data item and the whole net-
work topology are taken into account.

B.1 The SAF method

In the SAF method, each mobile host allocates replicas of N
data items in descending order of the access frequencies. At the
time of replica allocation, a mobile host may not connect to an-
other mobile host which has an original or a replica of a data item
that the host should allocate. In this case, the memory space for
the replica is retained free. The replica is created when a data ac-
cess to the data item succeeds or when the mobile host connects

TABLE IS�T�TVU<WXWY?Z�U<[�\�U�](TV^_U�Wa`�b�ced?`$df^_`�UVg�W?h
Mobile host

Data i
1
i

2
i

3
i

4
i

5
i

6j
1 0.65 0.25 0.17 0.22 0.31 0.24j
2 0.44 0.62 0.41 0.40 0.42 0.46j
3 0.35 0.44 0.50 0.25 0.45 0.37j
4 0.31 0.15 0.10 0.60 0.09 0.10j
5 0.51 0.41 0.43 0.38 0.71 0.20j
6 0.08 0.07 0.05 0.15 0.20 0.62j
7 0.38 0.32 0.37 0.33 0.40 0.32j
8 0.22 0.33 0.21 0.23 0.24 0.17j
9 0.18 0.16 0.19 0.17 0.24 0.21j

10 0.09 0.08 0.06 0.11 0.12 0.09
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Fig. 3. An example of executing the SAF method.

to another mobile host which has the original or the replica at a
relocation period.

Now, let us suppose that six mobile hosts ( ; 1 =<>�>�>�= ; 6) exist
and ;.k ( l = 1 =�>�>�>V= 6) holds �%k as an original. The access fre-
quency of each mobile host to each data item is shown in Table
I. Figure 3 shows the result of executing the SAF method. In
this figure, a circle denotes a mobile host, a straight line denotes
a wireless link, a gray rectangular denotes an original data, and
a white rectangular denotes a replica allocated.

In the SAF method, mobile hosts do not need to exchange
information with each other for replica allocation. Moreover,
replica relocation does not occur after each mobile host allocates
all necessary replicas. As a result, this method allocates repli-
cas with low overhead and low traffic. On the other hand, since
each mobile host allocates replicas based on only the access fre-
quencies to data items, mobile hosts with the same access char-
acteristics allocate the same replicas. However, a mobile host
can access data items or replicas held by other connected mo-
bile hosts, and thus it is more effective to share many kinds of
replicas among them. Therefore, the SAF method gives low data
accessibility when many mobile hosts have the same or similar
access characteristics.

B.2 The DAFN method

To solve the problem with the SAF method that there are many
replica duplication, the DAFN method eliminates the replica du-
plication among neighboring mobile hosts. First, this method
preliminary determines the replica allocation in the same way as
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the SAF method. Then, if there is replica duplication of a data
item between two neighboring mobile hosts, a mobile host with
lower access frequency to the data item changes the replica to
another replica. Since the neighboring status changes as mobile
hosts move, the DAFN method is executed at every relocation
period. The algorithm of this method is as follows:

1. At a relocation period, each mobile host broadcasts its
host identifier and information on access frequencies to da-
ta items. After all mobile hosts complete the broadcasts,
from the received host identifiers, every host shall know its
connected mobile hosts.

2. Each mobile host preliminary determines the allocation of
replicas based on the SAF method.

3. In each set of mobile hosts which are connected to each
other, the following procedure is repeated in the order of
the breadth first search from the mobile host with the lowest
suffix ( l ) of host identifier ( ; k ). When there is duplication
of a data item (original/replica) between two neighboring
mobile hosts, and if one of them is the original, the host
which holds the replica changes it to another replica. If both
of them are replicas, the host whose access frequency to the
data item is lower than the other one changes the replica to
another replica. When changing the replica, among data
items whose replicas are not allocated at either of the two
hosts, a new data item replicated is selected where the ac-
cess frequency to this item is the highest among the possible
items.

At a relocation period, a mobile host may not connect to an-
other mobile host which has an original or a replica of a data
item that the host should allocate. In this case, the memory space
for the replica is temporary filled with one of replicas that have
been allocated since the previous relocation period but are not
currently selected for allocation. This temporary allocated repli-
ca is chosen among the possible replicas where the access fre-
quency to the replica (data item) is the highest among them.
If there is not a possible replica to be temporary allocated, the
memory space is retained free. When a data access to the data
item whose replica should be allocated succeeds, the memory
space is filled with the proper replica.

Figure 4 shows an example of executing the DAFN method
in the environment given by Table I and Figure 3. In Figure 4,
a dark gray rectangular denotes a replica which is allocated for
eliminating replica duplication. In more detail, the following
changes of replicas allocated occur between every combination
of two neighboring mobile hosts:; 1- ; 2 : � 2 m � 7 ( ; 1) = � 5 m � 8 ( ; 2); 1- ; 3 : � 5 m � 8 ( ; 3); 2- ; 4 : � 2 m � 7 ( ; 4); 3- ; 4 : No duplication; 4- ; 5 : � 5 m � 8 ( ; 4); 4- ; 6 : No duplication; 5- ; 6 : � 2 m � 7 ( ; 5) = � 3 m � 1 ( ; 6)

Here, ; k - ; D denotes that the replica duplication is eliminated
between two mobile hosts ; k and ; D , and �on m �qp ( ; k ) de-
notes that the replica allocation is changed from � n to � p at host;Ak . While six kinds of replicas are allocated in the whole net-
work in the SAF method, eight kinds of replicas are allocated
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Fig. 4. An example of executing the DAFN method.

in the DAFN method. This is because the DAFN method elim-
inates replica duplication, and thus many kinds of replicas can
be shared among the neighboring mobile hosts. As a result, the
data accessibility is expected to be higher than that in the SAF
method.

However, the DAFN method does not completely eliminate
replica duplication among neighboring hosts because it only ex-
ecutes the elimination process by scanning the network once
based on the breadth first search. In the example in Figure 4,
we can see the replica duplication of � 8 between ; 2 and ; 4

and between ; 3 and ; 4, and � 7 between ; 4 and ; 5. More-
over, if the network topology changes during the execution of
this method, the replica relocation cannot be done at mobile hosts
over disconnected links. Both the overhead and the traffic are
higher than the SAF method because at each relocation period,
mobile hosts exchange information and relocate replicas.

B.3 The DCG method

The DCG method shares replicas in larger groups of mobile
hosts than the DAFN method that shares replicas among neigh-
boring hosts. In order to share replicas effectively, each group
should be stable, i.e., the group is not easily divided due to
changes of network topology. From this viewpoint, the DCG
method creates groups of mobile hosts that are biconnected com-
ponents[1] in a network. Here, a biconnected component de-
notes a maximum partial graph which is connected (not divided)
if an arbitrary node in the graph is deleted. By grouping mobile
hosts as a biconnected component, the group is not divided even
if one mobile host disappears from the network or one link is dis-
connected in the group, and thus it is considered that the group
has high stability.

The DCG method is executed at every relocation period. The
algorithm is as follows:

1. At a relocation period, each mobile host broadcasts its
host identifier and information on access frequencies to data
items. After all mobile hosts complete the broadcasts, from
the received host identifiers, every host knows the connect-
ed mobile hosts.

2. In each set of mobile hosts which are connected to each
other, from the mobile host with the lowest suffix ( l ) of
host identifier ( ; k ), an algorithm to find biconnected com-
ponents is executed. Then, each biconnected component
is put to a group. If a mobile host belongs to more than
one biconnected component, i.e., the host is an articulation
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point, it belongs to only one group in which the correspond-
ing biconnected component is first found in executing the
algorithm.

3. In each group, an access frequency of the group to each
data item is calculated as a summation of access frequencies
of mobile hosts in the group to the item. This calculation
is done by the mobile host with the lowest suffix ( l ) of host
identifier ( ; k ) in the group.

4. In the order of the access frequencies of the group, repli-
cas of data items are allocated until memory space of all
mobile hosts in the group becomes full. Here, replicas of
data items which are held as originals by mobile hosts in
the group are not allocated. Each replica is allocated at a
mobile host whose access frequency to the data item is the
highest among hosts that have free memory space to create
it.

5. After allocating replicas of all kinds of data items, if there
is still free memory space at mobile hosts in the group, repli-
cas are allocated in the order of access frequencies until the
memory space is full. Each replica is allocated at a mobile
host whose access frequency to the data item is the highest
among hosts that have free memory space to create it and
do not hold the replica or its original. If there is no such
mobile host, the replica is not allocated.

At a relocation period, a mobile host may not connect to an-
other mobile host which has an original or a replica of a data
item that the host should allocate. In this case, in the same way
as the DAFN method, the memory space for the replica is tem-
porary filled with another replica, and it is filled with the proper
one when a data access to the corresponding data item succeeds.

Figure 4 shows an example of executing the DCG method in
the environment given by Table I and Figure 3. In this exam-
ple, two groups consisting of ; 1 = ; 2 = ; 3 = ; 4 ( r 1) and ; 5 = ; 6

( r 2) are created. Table II shows the access frequencies of the
two group which are calculated from Table I. In this figure, a
dark gray rectangular denotes a replica which is allocated in the
second cycle. By executing the DCG method, all ten kinds of
replicas are allocated in the whole network.

Compared with the DAFN method that shares replicas among
neighboring hosts, the DCG method shares replicas in larger
groups of mobile hosts which has high stability. Since many
kinds of replicas can be shared, the data accessibility is expected
to be higher.

However, since the DCG method consists of three steps; (i)
broadcasting host identifiers, (ii) determining the replica alloca-
tion, and (iii) notifying it to all hosts in the group, this method
takes the largest time among the three methods to relocate repli-
cas. Therefore, the probability is higher that the network topol-
ogy changes during executing this method, and in this case, the
replica relocation cannot be done at mobile hosts over discon-
nected links. Moreover, both the overhead and the traffic are
higher than the other two methods because at each relocation
period, mobile hosts exchange information and relocate replicas
in a wide range.��st�0u,�1vw�x���	�	�1
#��y{z&��'���1vw�'���	"

In this section, we present simulation results regarding perfor-
mance evaluation of our proposed methods.

TABLE IIST�TVU�W|W#Y$Z�U�[�\�UV](TV^_U<W}b�Y�~�Zeb�\��<W?h
Mobile host Group

Data i
1
i

2
i

3
i

4
i

5
i

6 � 1 � 2j
1 0.65 0.25 0.17 0.22 0.31 0.24 1.29 0.55j
2 0.44 0.62 0.41 0.40 0.42 0.46 1.87 0.88j
3 0.35 0.44 0.50 0.25 0.45 0.37 1.54 0.82j
4 0.31 0.15 0.10 0.60 0.09 0.10 1.16 0.19j
5 0.51 0.41 0.43 0.38 0.71 0.20 1.73 0.91j
6 0.08 0.07 0.05 0.15 0.20 0.62 0.35 0.82j
7 0.38 0.32 0.37 0.33 0.40 0.32 1.40 0.72j
8 0.22 0.33 0.21 0.23 0.24 0.17 0.99 0.41j
9 0.18 0.16 0.19 0.17 0.24 0.21 0.70 0.45j

10 0.09 0.08 0.06 0.11 0.12 0.09 0.34 0.21
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Fig. 5. An example of executing the DCG method.

A. Simulation model

In this subsection, we explain the simulation model.
Mobile hosts exist in a size 50 � 50 flatland. Each host ran-

domly moves in all directions, and the movement speed is ran-
domly determined from 0 to � . The radio communication range
of each mobile host is a circle with the radius of � . Both the
number of mobile hosts and kinds of data items in the whole
network are 40 ( 9 = :<; 1 =�>�>V>�= ; 40 B , J = :<� 1 =<>�>�>�= � 40 B ).; k ( l = 1 =�>�>�>V= 40) holds � k as the original. Each mobile host
creates up to N replicas. An access frequency of each mobile
host to �%k is ��k of either of the following three cases:

Case 1: � k = 0
R
5(1 + 0

R
01 l ).

Case 2: � k = 0
R
025 l .

Case 3: � k is determined as a positive value based on the nor-
mal distribution with mean 0

R
5(1 + 0

R
01 l ) and standard de-

viation � .
Case 1 represents a situation where every mobile host has

the same access characteristics and access frequencies vary in a
small range. Case 2 also represents a situation where every mo-
bile host has the same access characteristics, but access frequen-
cies vary in a wide range. Case 3 represents a situation where
there exists the scatter of access characteristics of mobile hosts.
When � = 0, case 3 equals to case 1. As � gets larger, the differ-
ence of access characteristics among mobile hosts gets larger.

In the DAFN and the DCG methods, replicas are periodical-
ly relocated based on the relocation period � . Table III shows
parameters and their values used in the simulation experiments.
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TABLE III�ed�Z�d�g	UV`�U�Z�T�b�]�Y?^�~�\�Z�dV`�^�b�],h
Parameter value� 1� 7 (1 � 19)N 10 (1 � 39)� 256 (1 � 8192)

Each parameter is basically fixed to a constant value, but it is
changed in a range represented by the parenthetic values in one
of the simulation experiments. Because a simulation experiment
changing the movement speed, � , relatively shows the same re-
sult as that changing the relocation period � , � is not changed in
the simulation experiments. For the same reason, the number of
mobile hosts and kinds of data items are also not changed, i.e.,
simulations changing them relatively show the same results as
those changing � and N , respectively.

In all simulation experiments, we examine the average data
accessibility and the total traffic of each of the three methods, the
SAF method, the DAFN method, and the DCG method, during
50,000 units of time. Here, we define the traffic as the total hop
count of data transmission for allocating/relocating replicas.

B. Effects of the relocation period

First, we examine the effects of the relocation period on each
of the three methods. Here, access frequencies of mobile hosts
are determined based on case 1 (�,k = 0

R
5(1 + 0

R
01 l )). Figure

6 and Figure 7 show the simulation results. In both figures, the
horizontal axis indicates the relocation period, � . The vertical
axes indicates the data accessibility and the traffic, respectively.

From Figure 6, the DCG method gives the highest data ac-
cessibility, and the DAFN method gives the next. Since the de-
gree of replica duplication is high in the SAF method, the DAFN
method and the DCG method give a drastic improvement. The
relocation period has a little effect on the three methods. Con-
trary to the intuitive expectation, short relocation period does
not give high data accessibility. This shows that sharing various
replicas is very important but the determined replica allocation
itself is not so important in this environment.

From Figure 7, the DCG method gives the highest traffic, and
the DAFN gives the next. The traffic caused by the two methods
is inversely proportional to the relocation period.

From these results, since the data accessibility is not sensitive
to the relocation period, the relocation period should be set to a
certain large value in this environment.

We have also done the same simulation experiment based on
case 2. Figure 8 and Figure 9 show the simulation results. These
results show almost the same characteristics as those based on
case 1. However, in Figure 8, the difference in the data accessi-
bility between the DAFN method and the DCG method is smaller
than that in Figure 6. This is because in case 2, access frequen-
cies vary in a wide range, and thus replicas of data items with
low access frequencies are allocated in the DCG method.
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Fig. 6. Relocation period and data accessibility (Case 1).
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Fig. 7. Relocation period and traffic (Case 1).

C. Effects of the scattering access characteristics

Next, we examine the effects of the scattering access charac-
teristics of mobile hosts on each of the three methods. In this
simulation experiment, access frequencies of mobile hosts are
determined based on case 3, and the standard deviation, � , is
changed. When � = 0, access frequencies to data items are de-
termined based on case 1 (� k = 0

R
5(1 + 0

R
01 l )) where the order

of access frequencies is the same at every mobile host, i.e, ev-
ery mobile host has the same access characteristics. As � gets
larger, the scatter of the order of access frequencies gets larger,
and thus, the difference of access characteristics among mobile
hosts gets larger.

Figure 10 and Figure 11 show the simulation results. In both
figures, the horizontal axis indicates the value of � . The vertical
axes indicates the data accessibility and the traffic, respectively.
These results show that the scatter of access characteristics has
little impact on the DCG method.
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Fig. 8. Relocation period and data accessibility (Case 2).
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Fig. 9. Relocation period and traffic (Case 2).

From Figure 10, as the difference of access characteristics gets
larger, the difference in data accessibility of the three methods
gets smaller. This is because when the scatter of access charac-
teristics is large, each mobile host allocates replicas of different
data items in the SAF and the DAFN methods, and thus mobile
hosts which are connected to each other instinctively share the
replicas.

This fact is also seen from Figure 11. As the difference of
access characteristics gets larger, the traffic caused by the DAFN
method gets smaller. This shows that when the scatter of access
characteristics is large, the degree of replica duplication is small
in the DAFN method.

D. Effects of the radio communication range

We examine the effects of the radio communication range of
mobile hosts on each of the three methods. Figure 12 and Figure
13 show the simulation results based on case 1. In both figures,
the horizontal axis indicates the communication range, � . The
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Fig. 10. Scatter of access characteristics and data accessibility.
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Fig. 11. Scatter of access characteristics and traffic.

vertical axes indicates the data accessibility and the traffic, re-
spectively.

From Figure 12, as the radio communication range gets larg-
er, the data accessibility also gets larger in every method. In
most cases, the DCG method gives the highest data accessibili-
ty. When the communication range is very small, every method
gives almost the same data accessibility. This is because the
number of mobile hosts connected to each other is small, and
thus replica relocation rarely occurs. When the communication
range is very large, every method also gives almost the same data
accessibility. This is because most mobile hosts are connected to
each other, and thus mobile hosts can access original data items
in most cases.

From Figure 13, as the radio communication range gets larger,
the traffic caused by the DAFN method and the DCG method al-
so gets larger at first, but it gets smaller from a certain point.
When the radio communication range is very small, the traf-
fic caused by these two methods is small. This is because the
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Fig. 12. Radio communication range and data accessibility.
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Fig. 13. Radio communication range and traffic.

number of mobile hosts connected to each other is small, and
thus replica relocation does not cause large traffic. When the ra-
dio communication range is very large, the DCG method gives
smaller traffic than the DAFN method. This is because in the
DCG method, the number of mobile hosts in a group is very large
(40 in most cases) and thus replica relocation rarely occurs.

E. Effects of the size of memory space

Finally, we examine the effects of the size of memory space
on each of the three methods. Figure 14 and Figure 15 show the
simulation results based on case 1. In both figures, the horizontal
axis indicates the memory size of a mobile host, N . The vertical
axes indicates the data accessibility and the traffic, respectively.

From Figure 14, as the memory size gets larger, the data ac-
cessibility also gets larger in every method. In most cases, the
DCG method gives the highest data accessibility, and the DAFN
method gives the next. The accessibility of the SAF method are
linearly affected by the memory size. The accessibility of the
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Fig. 14. Memory size and data accessibility.
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Fig. 15. Memory size and traffic.

DAFN method are also linearly affected by the memory size at
first, then it shows almost the same value as that of the DCG
method.

From Figure 15, as the memory size gets larger, the traffic
caused by the DAFN method and the DCG method also gets
larger at first, but it gets smaller from a certain point. When the
memory is very small, replica relocation does not cause large
traffic because the number of replicas created is small. When
the memory size is very large, the two methods cause small traf-
fic because each host holds replicas of most data items and thus
replica relocation rarely occurs.st�7�w
#���	�(��"<�1
�

In this paper, we have discussed replica allocation in ad hoc
networks to improve data accessibility. We have proposed three
replica allocation methods which take into account the access
frequencies to data items and the network topology. In the SAF
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method, a mobile host allocates replicas with high access fre-
quencies. In the DAFN method, replicas are preliminary allo-
cated based on the SAF method, and then the replica duplica-
tion is eliminated among neighboring mobile hosts. In the DCG
method, stable groups of mobile hosts are created, and replicas
are shared in each group.

The simulation results show that in most cases, the DCG
method gives the highest accessibility, and the SAF method
gives the lowest traffic. In a real environment, a proper method
among the three methods should be chosen based on the charac-
teristics of the system.

As part of our future work, we are planning to address replica
allocation in environments where update of data items occurs.)��	!��
�67�(�'�x�#vw�'���	"
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