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Abstract

The Cover-Source Mismatch (CSM) has been long recognized as a major problem in modern steganography and steganalysis.

Indeed, while a vast majority of works in steganography and steganalysis had been tailored to a specific reference database, namely

BOSSbase, recent works show that, because of CSM, the results may greatly differ when changing this dataset. Although the CSM

has already been the subject of several publications, these prior works investigated only a few elements in a limited setup. The

goal of the current paper is to study the effects of the CSM in a more comprehensive manner and then to examine and compare

different strategies for mitigating it. It first defines two different parameters, the source difficulty and the source inconsistency,

which are involved in the CSM. Then, using different steganographic schemes and feature sets, it aims at providing a systematic

study regarding the various factors that can give birth to CSM for image steganalysis. Finally, two practical ways to mitigate the

CSM, using training techniques promoting either diversity of different sources or the specificity of one targeted source which is

beforehand identified by training a multi-class classifier, are presented and their performances are compared for different training

set sizes.

Keywords: Steganography, Steganalysis, Cover-Source Mismatch, Image processing, Image Heterogeneity

1. Introduction

Over the past decades, steganography and steganalysis have

been largely improved. While the former essentially consists in

hiding data within innocuous-looking digital media, the latter

mostly aims at detecting the very existence of hidden messages

among a set of inspected media. Those two fields constitute a

cat and a mouse game in which the steganographers try evading

the possible detection tools from steganalyzers. On the oppo-

site, the steganalyzers have been working to improve the results

of their inspection by designing more and more accurate detec-

tion methods.

Besides, over the past two decades the scientific community

slowly organized to provide all materials for reproducibility

which is fundamental to perform fair benchmarks. This effort
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culminated with the BOSS competition which was designed to

benchmark both a steganographic scheme, namely Hugo [34];

this BOSS steganalysis contest gives birth to well-known ste-

ganalysis methods, namely the rich models paradigm with En-

semble classifier [13, 26], which has been used as a reference

for several years. The use of the database originating from

the contest, aka BOSSBase [2], has been widely adopted by

the community for obtaining reproducible and comparable re-

search. However, the use of this database for steganalysis leads

to two important drawbacks:

1) BOSSBase is very far from the type of image sets that

would be analyzed by a forensic investigator in an operational

situation of steganalysis. Indeed, the diversity of the images

presented in BOSSBase is extremely poor: let us recall briefly

that the BOSS dataset is based on raw images shot by 7 differ-

ent cameras and developed using exactly the same process. This

processing pipeline includes mainly the same demosaicking al-

gorithm (ppg) and downscaling to the same size of 512 pixels

for smallest dimension. Therefore, using BOSSBase images,

“as is”, in a “test tube”, brings steganalysts in an environment

that hardly reflects the diversity of processing operations, sen-

sors and contents that one would face by analyzing images from

the Internet such as the photo-sharing website FlickR.

2) The use of BOSSBase also had a negative effect which
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has not been immediately observed. Indeed, practitioners start

slowly and slowly to develop steganographic and steganalysis

methods tailored to this dataset. However, designing embed-

ding schemes and detection tools on a very specific dataset does

not guarantee their generalization over different images. Even

worse, it has been observed in [38] that this may lower the re-

sults on different image datasets.

From these two problems we can state that most of the ste-

ganalysis works in the literature have been conducted in Vitro,

i.e. using laboratory conditions. Such setup is too restrictive

and very far from real-life scenarios in which the practitioner

has to carry out the steganalysis without any information on

the image processing tools that have been used and, in the

best case, only a very approximative knowledge of both the

embedding scheme and payload. When those parameters are

partially unknown, the main outcome may be an important

impact of the Cover-Source Mismatch (CSM). Even worse, as

we will be shown in the next Section 2 through a deep review

of current art, prior works offer a very narrow view on CSM. In

particular, most of those works study few elements in a limited

setup without any quantitative comparison.

Contrasting the present paper with prior works, one can note

that, first, many of the parameters that constitute major sources

of CSM, namely those related to the image processing pipeline,

have never been studied. In addition, all prior works studied

only one specific aspect of the CSM, typically, the impact of

camera model alone or the effect of resizing. However, all those

sources of CSM were never studied together and quantitatively

compared to each other. In this context, one would easily under-

stand that the roots of CSM, the impact of the various possibles

causes are not assessed in a comprehensive manner and, con-

sequently, the solutions to address this problem can hardly be

assessed in a general way.

The overall goal of this paper is to bring steganalysis closer

to in Vivo setups by providing a rigorous analysis of the CSM.

The contributions of this paper can be divided into five parts:

• A comprehensive review of prior works on CSM, high-

lighting their specificities, originality and limitations (Sec-

tion 2). This state-of-the-art especially points out the lim-

ited evaluation of the different roots of CSM and the lack

of general assessment.

• The CSM is defined clearly from a statistical signal pro-

cessing perspective, and the possible outcomes of the CSM

(namely the source difficulty and the source inconsistency)

are then identified in Section 3. We propose qualitative

definitions and propose possible quantitative evaluations

emphasizing the difficulty to measure objectively this phe-

nomenon.

• The most important effects of the CSM are identified

throughout a systematic study of all processing steps from

image acquisition up to JPEG compression. By perform-

ing a wide range of targeted experiments using different

parameters related to the acquisition (Section 5), image de-

velopment parameters (Section 6), and JPEG compression

(Section 7) the impact of each processing step on CSM is

evaluated separately.

• We also include a brief quantitative study on the semantic

content (Section 8) to show the relative impact it may have

when compared to the processing pipeline.

• Finally, though present paper does not aim at designing a

novel method to cope with CSM, we present, assess and

compare two strategies for this purpose (Section 9).

2. Prior works

In order to perform in Vivo steganalysis, the first requirement

is to alleviate the Cover-Source Mismatch and to design ste-

ganalysis schemes that can cope with this problem. We present

here the prior investigations and possible solutions related to

the CSM. All have their merits, however, we claim that from

those different prior contributions, no general settings or global

explanation were provided regarding to the CSM.

To the best of our knowledge, CSM has been mentioned for

the first time in [16] which shows how the use of images from

two different cameras, of the same model, during the training

and testing steps may lead to a great drop of steganalysis per-

formance (as compared to the case when images from the very

same camera device are used for both training and testing).

Similarly, a rather experimental comparison of the so-called

“structural” steganalysis methods, which are not based on ma-

chine learning, has been proposed in [5] and emphasized how

results greatly depend on the image dataset used. The authors

especially highlighted the high difficulty to provide a fair com-

parison between different steganalysis techniques since their

ranking, in terms of detection accuracy, changes significantly

over various datasets used for assessment.

During the BOSS competition this issue was also raised ; the

organizers added, only in the testing set, images from a cam-

era that had not been used for creating the training dataset [2]

(those images were actually decompressed JPEG whereas other

images came from RAW). Results from all competitors with

highest scores were significantly worse on those images. The

Cover Source Mismatch has been further identified in the white

paper [22] as a fundamental problem for using the academic

works “into the real world”.

The works presented in [27] show how much the perfor-

mance of a steganalysis method depends on the camera model,

thus implicitly assumed that this is the most influential factor on

CSM. Interestingly, the authors also show that training a clas-

sifier over a diversified set containing images from all camera

models allows substantially reducing the impact of the CSM.

The effect of the image processing pipeline was also stud-

ied in [25] to show the effect of image resizing method. It has

been shown experimentally that when downsampling images,

the choice of the interpolation kernel as well as the downsizing

factor may greatly influence the performance of a steganalyzer.

Very similarly, the studies presented in [38] show that when

images are downsized by cropping, instead of downsampling,
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the steganalysis performance may significantly change. Inter-

estingly, the authors ranked several embedding schemes among

the state-of-the-art and showed that, depending on the downsiz-

ing parameter, this ranking may be flipped.

A notable prior work proposes a different perspective of the

CSM. The starting point of the work presented in [23], and later

enlarged in [21], is to identify among various actors, that send

or share digital images, which are the ones that use stegano-

graphic methods. In these works a source is defined as an actor,

as we will see in the sequel, this is may be closely related to the

definitions we proposed in this paper.

Our previous works [3] and [15] have been the first to study

the impact of the processing pipeline, from the acquisition of a

raw image up to the JPEG compression. The works presented

in [3] focused on the impact of the demosaicking algorithm and

used the old but readily available JPHide1 embedding scheme.

On the other hand, the works presented in [15] focused on the

image processing tools (denoising and sharpening) and showed

that the cover-source mismatch is generally less important when

image processing tools give birth to similar statistical properties

in the ensuing image noise.

Mitigating the cover source mismatch remains challenging

and only a very few previous works studied this problem ; they

can be divided into three different strategies:

1. The atomistic approach consists in splitting a large im-

age dataset into small subsets with similar properties. The

most successful works among this category have been

referred to as “forensics-aided steganalysis”, see for in-

stance [1] and [19] in which the authors used methods

from digital image forensics to create clusters of “homo-

geneous datasets”. This approach seems natural once it is

observed that the detection accuracy may greatly change

depending upon the source over which the learning is car-

ried out. In fact, the idea of creating “comparable” sources

has been applied empirically from the very first works on

Cover Source Mismatch [16].

2. The holistic approach, on the opposite, consists in blend-

ing together as many sources as possible in order to al-

low the steganalysis to learn the most general steganalysis

rules that, hence, will loosely depend on the source. This

approach has been explicitly presented in [30] and later

used by the authors in [23, 21, 33].

3. Eventually, few prior works have been proposed based on

the concept of “transfer learning”, see [29, 28] for in-

stance. This concept consists in using a dataset from a

different domain (source) for training than for testing and

to transfer both sets into an invariant domain in order to

mitigate the mismatch. Note, however, that one drawback

of this method is that the learning of this transfer requires

a whole set of images and, hence, cannot be computed for

only one test image from an unknown source. This so-

lution is interesting, however, when one does not want to

retrain a given classifier.

1JPHide, which is also referred to as JPHide&Seek and JpegHide, is avail-

able at: https://github.com/h3xx/jphs.

The present work aims at assessing in a systematic manner

the impact of the whole development pipeline on the CSM.

More generally, it is aimed at offering a systematic approach

for evaluation of the main parameters, from image acquisition

to the final JPEG compression, that influence the capacity of

images to convey hidden data. We thus study a large range of

possible changes in the whole digital imaging pipeline in order

to focus, in the present paper, on the steps that have the most

important impact on the CSM to show how those steps impact

both steganalysis accuracy and CSM.

The paper is organized as follows: Section 3 proposes a for-

mal definition of what a source is, what Cover-Source Mis-

match is and how to assess it. Section 4 presents all aspects

of the experimental setup used in the present paper. Then, Sec-

tion 5 assesses the impact on CSM of the first step of image

acquisition: the physical imaging device. The second step of

image processing and its impact on CSM is studied in Sec-

tion 6. The last part related to JPEG compression is studied

in Section 7. In section 8 the influence of image semantics

is examined. Eventually possible ways to mitigate CSM are

presented and assessed in Section 9. Section 10 concludes the

present paper.

3. Defining the Cover Source Mismatch

3.1. Rationale and motivational example

Our rationale is based on the observation that the develop-

ment pipeline may dramatically impact the statistical distri-

bution of ensuing image elements, pixels or DCT coefficient

for JPEG images, [11, 39]. To demonstate visually this phe-

nomenon, we propose a small experiment, using three different

image developement and processing softwares (RawTherapee,

LightRoom and DxO Photolab) that highlights two fundamen-

tal impacts of raw image developement on steganalysis.

On the one hand, Figure 1 shows the impact of the image-

processing software on steganalysis for two different embed-

ding algorithms (nsF5 and J-UNIWARD) and two different fea-

ture sets (cc-JRM and DCTR). One can observe that the soft-

ware used for processing raw images has an important impact

on the performance of the classifier (the diagonal of matrices)

and the mismatch (the off-diagonal error rates).

On the other hand, another experiment emphasizes the high dis-

crepancy of the statistical distributions of DCT coefficients after

developement of the very same raw images, made of i.i.d Gaus-

sian random variables, using the three aforementioned soft-

wares: Figure 2 contrasts the joint empirical distribution of the

two DCT coefficients (7, 0) and (0, 7) belonging to the same

block before quantization. On this Figure 2, one can notice that

these distributions are also very different, both marginally and

jointly.

One can also note that firstly the rightmost Figure 2(c), associ-

ated to RawTherapee, does not exhibit any significant correla-

tion between the chosen DCT cofficients and secondly a smaller

variance which makes this joint distribution very different from

the one obtained with the other softwares. Interestingly, when

https://github.com/h3xx/jphs
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LightRoom 6 DxO RawTherapee

LightRoom 6

DxO

RawTherapee

28.7 +4.93 +3.33

+1.30 28.9 +9.62

+6.14 +16.1 23.2

(a) cc-JRM feature set, nsF5 embedding scheme.

LightRoom 6 DxO RawTherapee

LightRoom 6

DxO

RawTherapee

21.6 +6.48 +20.8

+21.8 25.9 +5.12

+24.8 +4.35 16.4

(b) DCTR feature set, J-UNIWARD embedding scheme.

Figure 1: Steganalysis error rate, PE , as a function of the software used to develop raw files to jpeg images. Each software uses its own set of algorithms, with

specific implementation. Each row denotes a constant training set and each column denotes a constant testing set.
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(a) Image developed with DxO PhotoLab.
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(b) Image developed with Adobe Lightroom.
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(c) Image developed with RawTherapee.

Figure 2: Scatter plots that show the empirical joint distribution of unquantized DCT coefficients (0, 7) and (7, 0) for images corrupted with only i.i.d Gaussian noise

and then developed with three different software, namely DxO PhotoLab (left) Adobe Lightroom (center) and open-source rawtherapee (right).

looking at the impact on steganalysis from Figure 1, we notice

that this software produces the largest mismatch with the other

softwares.

This first motivational example points out to impact on CSM

in steganalysis that is due to the development channel, which

generates a strong statistical footprint on the image compo-

nents. We shall see that the results presented in this paper will

confirm this rationale.

However, to precisely model the relationship between noise

statistical properties and steganalysis, a comprehensive quan-

titative assessment explaining how each step of the processing

pipeline can impact the image statistical distribution and con-

tribute to the CSM is currently missing. This paper aims mainly

at providing such a detailed assessment of raw image develope-

ment and processing on CSM in steganalysis.

3.2. Definitions

Before analyzing more deeply the CSM, we have to define

accurately what a source is and what exactly the CSM problem

is. In order to state the problem of CSM we propose qualita-

tive definitions that try to be as general as possible. Addition-

ally, because we want to provide insights for practionners, we

adopt the point of view of the steganalyst and provide quantita-

tive metrics that allows to measure in a practical case the CSM

between two sources. Keeping this in mind, we propose the

following definitions:

Definition 1 (of a Source). A source can be defined as a device

combined with a set of algorithms that generate cover contents

such that for a given semantic content, the succession of acqui-

sitions forms a stationary signal.

For example, for digital images, a source is a camera with

fixed acquisition settings and processing pipeline such that, for

a given captured scene, each pixel outputs a stationary signal,

following the same statistical distribution.

We will consequently consider that one camera using two dif-

ferent ISO parameters will generate two distinct sources, or that

one camera using different JPEG quality factors during the de-

velopment pipeline will also generate two distinct sources (see

Figure 3) since in both cases the underlying distributions of the

generated images are modified.

Definition 2 (Cover-Source Mismatch, CSM). The Cover-

Source Mismatch is the fact that when using two different

sources for training, the learning outcome differs significantly

while the set of embedding parameters (same algorithms, same

embedding rate, ...) and steganalysis method are the same.

The Cover-Source Mismatch is particularly striking when the

sources, used to generate training and testing sets, differ.

As recalled in section 2, the CSM was noticed in multiple

practical scenarios such as, for example, during the BOSS con-

test where the practical accuracy on the test set was very dif-

ferent from the accuracy on the training set due to images com-

ing from a different source in the test set (a camera model not

present in the training set and generating JPEG images). Note
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that CSM can also occur for other learning tasks than classifica-

tion, for example regression or clustering, but for the following

definitions we focus on supervised learning.

As pointed out in the comprehensive state-of-the-art pro-

vided in Section 2, most prior works measure the CSM using

the following protocol: with two sources A and B, the stegana-

lyzer trains a dedicated classifier for source A on a given train-

ing subset. Then the steganalyst measures the detection accu-

racy for the classifier on source A and on source B and the CSM

is thus quantitatively defined as the difference between the de-

tection accuracy obtained when training on the target source

and when applying the classifier on a different testing set from

the source B. As we shall see in the present paper, this pro-

cedure is flawed because it mixes several aspect of the same

phenomenon and does not allow to distinguish them. First of

all, the CSM can be due to two fundamentally different factors

which are the source inconsistency , w.r.t another source, and

the source difficulty. Those two factors are fundamental to mea-

sure how much the Cover-Source Mismatch between sources is

important. These two notions are defined as follows.

Definition 3 (Source Inconsistency). The inconsistency be-

tween sources A and B appears when one trains a function over

the source A and obtains a different prediction error as com-

pared to one obtained when training on the source B. Informally

this corresponds to a lack of generalization of the prediction

rule.

The inconsistency between two sources may be used as a

measure of the amount of Cover-Source Mismatch. However

source inconsistency is, alone, not sufficient to provide such a

measure because one must also take into account the fact that a

steganalysis method may have different detection performances

over two sources, even when trained and tested without CSM.

Therefore, for being comprehensive we need to define the in-

trinsic difficulty of a source.

Definition 4 (Source Intrinsic Difficulty). The intrinsic diffi-

culty can be defined practically as the prediction error (for ex-

ample PE , defined in Eq. (1) for binary classification when both

the training set and the testing set comes from the same source.

The more important the prediction error, the larger the diffi-

culty.

To better illustrate these two different concepts and to ex-

plicitly define how to measure those quantities w.r.t. to a given

steganalysis method, table 1 presents an example when training

and testing on two different sources and measuring the classifi-

cation score in terms of PE . For this table, as well as for many

that will be presented in present paper, each column correspond

to the classification error when testing on a given source and as

a function, in row, of the source used for training.

The source intrinsic difficulty is simply the score in the

matched case, which can be read on the diagonal of the ta-

ble. In our example, source B has a larger difficulty (0.35)

than source A (0.2). Consequently, the difference in terms of

detection accuracy can be used as a measure of the difference

between sources intrinsic difficulty (0.15 in the present exam-

ple).

Image
acquisition

(sensor, ISO, etc.) Image
processing

(sharpening,
denoising, etc. )

JPEG
compression

(quality factor)

Image
scene

Raw photo Processed
image JPEG picture

Figure 3: Illustration of the image acquisition from a scene up to JPEG com-

pression. This process is divided into three main steps which are (1) image

acquisition (2) image rendering and processing, and (3) JPEG compression. A

source is modified for example by changing at least one parameter per step

presented in parentheses.

In the present paper, the inconsistency is used to measure the

impact of the training sources on the detection accuracy. This

quantity is measured by simply subtracting every score in the

column of interest by the testing source intrinsic difficulty.

In the present example, the inconsistency when testing on

source A while training on source B, is characterized by an in-

crease of the PE from 0.2 to 0.33. When the learning process in

reversed (training on A, testing on B), the increase in PE is only

from 0.35 to 0.38. One can thus conclude that the inconsistency

is larger in the former case as it leads to an increase of the PE

by 11% while it increases by only 3% in the latter case.

Contrary to the previous more general qualitative definitions,

this example as well as all the results presented in this paper, re-

quires a quantitatively defined metric to assess those aspects in

practice. Since we adopt a practical point of view, we will have

to rely on the detection accuracy of an empirical detector to

measure both inconsistency and intrinsic difficulty. However,

using the accuracy of a practical classifier, based upon a spe-

cific features set, has a fundamental limitation: it depends on

this specific detector and may not always allow to draw general

conclusions. For instance, the detector can be very sensitive to

a small change in the processing pipeline (e.g. when switch the

order of image processing operations). In such a case the quan-

titative evaluation will show a large inconsistency for similar

sources. On the other hand, the very same detector might be

robust to a particular parameter, e.g. the quantification matrix

in JPEG compression. One who use this detector will measure

a small inconsistency while the two sources are quite different.

As such, quantitative measures of the difference between two

sources as performed in this paper are not always good mea-

sures of the qualitative difference between sources. Neverthe-

less qualitative ideas about differences between sources are not

always relevant to the practical problem of bringing steganal-

ysis into the ”real-world”. Indeed it is the quantitative assess-

ment of the CSM for the used detector that will enable us to

understand the practical sources of CSM and to provide indica-

tion on how to mitigate it, hence our experimental setup choice.

To ease the reading of the results in this paper, the intrinsic

difficulty of the dataset will be displayed in green while the

inconsistency, displayed in red, will be directly given as the
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Training \Testing Source A Source B

Source A 0.2 0.38

Source B 0.33 0.35

Table 1: Illustrative example for defining qualitatively defined metric that as-

sesses both “intrinsic difficulty” (difference in column, when using the same

dataset for testing) and “inconsistency” (difference between diagonal element

that evaluate the detection accuracy without CSM), here the prediction error is

measured by PE .

difference between the intrinsic difficulty and the mismatched

score in a given column.

We will see in sections 5–7 that many steps of the processing

pipeline can impact, dramatically, both inconsistency and diffi-

culty. Additionally, an important CSM between sources A and

B sometimes finds its origins in an important inconsistency be-

tween those sources while it may sometimes be due to a higher

difficulty of source A or B.

4. Common Core of all Experiments

The present paper focuses on steganalysis (and steganogra-

phy) into the real world with highly heterogeneous datasets.

Therefore, our work is restricted to images compressed using

the JPEG standard, as it by far the most widely used image for-

mat for decades.

Two different image datasets have been used: the BOSS v1.0

dataset [2], made of 10, 000 images from 7 camera models, as

well as the newly released ALASKA dataset[7] made of nearly

50, 000 images from 24 different cameras. In order to master

each and every step of the image development, we used exclu-

sively raw images. Except when explicitly mentioned other-

wise, see Section 6.1, the conversion from raw to readable im-

age files has been made using RawTherapee v5.4 because this

software allows applying a wide range of operations like high-

end commercial softwares. Images are compressed in JPEG

using the Pillow library for python language. In addition, it

is worth noting that only grayscale images have been used i.e.

only one single color channel that corresponds to the luminance

“Y” channel is encoded. To lower the computational cost of all

our experimentations, the images are downsized to 512 × 512

pixels using a central crop. The downsizing of images through

cropping, rather that by downsampling, is justified by the ob-

servation reported in [15] that downsampling by an important

factor different sources of images tends to greatly homogenize

them, hence removing in large part the impact of the CSM.

Regarding steganography and steganalysis we have used

three different embedding schemes. We have chosen as a first

steganographic method the software JPHide because, despite

being very old, it remains quite popular. We also used a more

recent embedding software, namely nsF5 [14] (no shrinkage

F5) which is not adaptive, yet uses the optimal coding scheme

(embedding on Shannon Bounds) for improving efficiency. The

choice of nsF5 is due to the fact that, though it is quite out-

dated as compared to the state-of-the-art, it can be easily im-

plemented using Syndrome Trellis Code (STC) [9]. Eventu-

ally, as a state-of-the-art embedding method, we also used J-

UNIWARD [18] because it remains the most widely used al-

gorithm in academic research and is ranked as one of the most

secure JPEG steganography schemes. Those three embedding

schemes provide us with a large range of steganographic meth-

ods from the oldest to the current state-of-the-art.

It is very important to note that the script for embedding hid-

den data has been modified to insert a payload measured in (in-

serted) bits per AC coefficients, referred to as bpAC. The main

reason behind this choice is that when one wants to compare

the impact of a parameter (ISO sensitivity or image processing

tool for instance) the payload size has to remain constant. For

JPEG domain steganography, the capacity is usually measured

in bits per non-zero AC coefficients; however because this num-

ber of non-zero AC coefficient may greatly change depending

on the value of a studied parameter, it may be very difficult

to distinguish the intrinsic impact of the change in parameters

value from the impact due to the change in number of nonzero

AC coefficients. Another reason why we used the bpAC for the

present paper, which focuses on a rather practical application,

is that in the real life a user may be willing to embed a given

message, hence a fixed number of bits; to mimic this situation,

it is important to embed a fixed payload that does not depend

on individual image properties.

Regarding the steganalysis counterpart, we have used two

features sets, namely DCTR (Discrete Cosine Transform

Residual) [17] and cc-JRM (Cartesian-Calibrated JPEG Rich

Model) [24]. We used those two features sets since those are

among the most efficient and because they are complementary:

cc-JRM features are extracted directly from Discrete Cosine

Transform (DCT) coefficients while DCTR uses the image de-

compressed into the spatial domain and applies 64 filters repre-

senting each DCT mode. Those two features sets are represen-

tative examples of the two approaches for JPEG image steganal-

ysis and correspond to a good trade-off between complexity and

efficiency.

Eventually the classifier we have used for results reported in this

paper is the low-complexity linear classifier from [8]. We have

also verified, in most cases, that similar results can be obtained

with the well-known ensemble classifiers [26, 6]. However, due

to the very high number of experimental cases that have been

tested, we have chosen to benefit from the fast linear classifier

which allows speeding up the classification time by one order

of magnitude, see details in [8].

The steganalysis performance is measured using the usual em-

pirical total probability of error under equal priors, denoted PE ,

defined as:

PE =
PFA + PMD

2
, (1)

where PFA and PMD stands for the probability of false-alarm

and missed-detection respectively.

It is also worth noting that in the present paper, the classifiers

are always trained on pairs of cover and stego images and tested

on a disjoint set of pairs of images.
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5. Assessment of Sensor Settings on CSM

It is proposed to follow the digital imaging pipeline, as rep-

resented in Figure 3, to study the different steps of the process-

ing pipeline, from raw image acquisition to JPEG compression,

that impact the difficulty and the inconsistency in steganaly-

sis. As shown in Figure 3, the digital imaging pipeline may be

roughly divided into the three following main steps: (1) image

acquisition (2) image rendering and processing, and (3) image

compression, usually using JPEG standard. This section thus

starts focusing on the parameters from image acquisition step

and studies how much they may change the statistical proper-

ties of images, giving birth to a substantial CSM.

In addition, we have also carried out a study to assess the rela-

tive impact of the semantic content. Indeed, one may think that

even for a fixed acquisition setup (camera, acquisition parame-

ter and processing pipeline) the work is quite different for the

steganalysis if the image has very smooth or a highly textured

content. This study is presented in Section 8 and shows that

such the semantic content has a much smaller effect on CSM

than the processing pipeline.

Though a photographer may tune numerous parameters dur-

ing image acquisition (aperture, ISO, focal length, exposure

time, etc ...) we observed that only two parameters among

those may have an important effect on steganalysis difficulty

and inconsistency. Those parameters are the Exposure index

rating, often referred to as the “ISO” or “ISO sensitivity”, and

the “quality” of the sensor, or camera model.

5.1. Sensor Model

To start with the most obvious one, we have selected a small

set of camera models ranging from high-end cameras with full-

frame sensors, to low quality sensors used in smartphones and

tablets. The main characteristics of this subset of cameras from

the ALASKA dataset are presented in Table 2.

Figure 4 shows the results obtained in terms of steganalysis

difficulty, measured with the minimal error probability PE ,

Eq. (1), over images from the different camera models. In order

to remain as independent as possible from other parameters, we

used only raw images with the lowest possible ISO processed

using the same development pipeline, see Section 9 for more

details.

Figure 4 presents the results obtained with cc-JRM features

set for nsF5 with payload 0.04 bpAC and shows a striking cor-

relation between the photo-site area (which is for a given pro-

duction year a good approximation for the sensor quality), see

Table 2 and the intrinsic difficulty, on the diagonal element. For

a better readability, the results in those figures are sorted ac-

cording to the camera sensor size. The three APS-C sensors,

with size slightly below 24 × 16 mm have similar PE and the

cameras with smallest sensor size, typically Samsung Galaxy

S8 phone and Apple Ipad have a much larger PE .

This can be explained by the fact that the smaller the pixel

area, the smaller number of photons a photo-site counts for a

given exposure time; this requires a larger amplification gain,

decreasing the Signal-to-Noise Ratio.

The Nikon D610 camera is a notable exception; this can be ex-

plained by the fact that this camera is slightly older, since it

is (certainly) equipped with the same sensor as its predecessor,

the model Nikon D600 released in 2012. Similarly, the oldest

camera Panasonic FZ28 (released in 2008) exhibits a PE similar

to that of smartphones and tablet devices while equipped with

larger pixels.

One can also note that the different camera models may give

birth to a substantial amount of inconsistency; in the most ex-

treme case, when training over images from smartphones or

tablets and testing on images from cameras with larger pixel

area, the classifier almost acts like a random guess with PE

close to 50%.

Other results, not shown due to space limitations, with differ-

ent embedding schemes, feature sets and JPEG quality factors,

show the same tendencies on the role of the sensor on inconsis-

tency. More precisely DCTR feature set seems quite more ro-

bust with respect to inconsistency, as compared to cc-JRM (see

also Section 9) while the embedding scheme does not seem to

have much impact.

5.2. Exposure Index Rating: ISO Sensitivity

To study the impact of the second acquisition parameter that

has an important impact on both “intrinsic” difficulty and incon-

sistency, namely the ISO sensitivity, it is first proposed to use a

similar approach as the one used for sensors. We gathered im-

ages, regardless the camera model and the scene content, from

ALASKA and BOSS datasets with the same ISO sensitivity.

The results of steganalysis on such subsets of constant ISO are

presented in Figure 5 using cc-JRM features and nsF5 embed-

ding scheme at payload 0.04 bpAC.

Unsurprisingly, one can note that the PE increases with the ISO

sensitivity, with a possibly dramatic impact of the ISO on the

intrinsic difficulty, from a PE of about 19% at ISO 100 and 200

to about 37% for a high ISO of 6400. Those results can easily

be explained by the fact that, for a given camera model, the ISO

is directly related to the amplification of signals from the light

sensor and, hence, to the sensor noise magnitude.

One can also observe a quite important inconsistency since the

change of a single ISO step may cause an increase in the PE of

more than 10%. It is also worth observing that this phenomenon

holds true for all ISO sensitivities.

Eventually, it is interesting to look at the first row and column in

Camera name Year Sensor Size, mm # of Pixels photo-site area

Apple Ipad Pro 2015 4.80×3.60 12 Mpix 1.42 µm2

Samsung GalaxyS8 2017 5.61×4.21 12 Mpix 1.96 µm2

Panasonic FZ28 2008 6.08×4.56 10.1 Mpix 2.76 µm2

Panasonic GM1 2013 17.30×13.0 16 Mpix 14.05 µm2

Canon EOS100D 2013 22.3×14.9 18 Mpix 18.46 µm2

Nikon D5200 2013 23.5×15.6 24.1 Mpix 15.21 µm2

Pentax-K50 2013 23.7×15.7 16.3 Mpix 22.83 µm2

Sony Alpha 6000 2014 23.7×15.7 24.3 Mpix 15.08 µm2

Nikon D610 2013 35.9×24 24.3 Mpix 35.46 µm2

Table 2: Main characteristics of the camera models used to assess the impact of

sensors in Figures 4.
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Ipad Pro 12.3” / iso 20

Samsung Galaxy S8 / iso 50

Panasonic FZ28 / iso 100

Panasonic GM1 / iso 200

Canon EOS 100D
/ iso 100

Nikon D5200 / iso 100

Pentax K50 / iso 200

Sony Alpha 6000 / iso 100

Nikon D610 / iso 100

Ipad Pro 12.3” / iso 20

Samsung Galaxy S8 / iso 50

Panasonic FZ28 / iso 100

Panasonic GM1 / iso 200

Canon EOS 100D / iso 100

Nikon D5200 / iso 100

Pentax K50 / iso 200

Sony Alpha 6000 / iso 100

Nikon D610 / iso 100

21.8 -1.4 -0.4 +8.68 +24.3 +33.8 +30.9 +31.4 +31.1

+1.96 22.7 -1.2 +8.02 +23.5 +33.7 +30.7 +30.9 +31.8

+10.7 +0.44 22.8 +10.1 +22.7 +33.2 +30.4 +29.3 +29.5

+7.71 -0.6 -0.1 18.7 +6.28 +28.1 +13.8 +20.8 +27.8

+7.83 +0.24 -0.3 -1.2 16.3 +13.1 +5.31 +5.67 +22.6

+11.7 +4.10 +4.49 +0.96 +1.38 14.0 +1.19 +1.43 +14.6

+12.8 +2.38 +3.45 -0.0 -0.5 -0.6 13.6 +0.53 +15.9

+15.7 +7.61 +9.17 +0.04 +1.00 +2.72 +1.45 13.9 +19.5

+21.2 +14.1 +14.8 +7.69 +9.28 +3.83 +7.70 +5.59 16.1

Figure 4: Steganalysis error rate, PE , for different camera models. Results obtained using cc-JRM features and nsF5 embedding scheme at 0.04 bpAC.

ISOrandom ISO100 ISO200 ISO800 ISO1600 ISO3200 ISO6400

ISOrandom

ISO100

ISO200

ISO800

ISO1600

ISO3200

ISO6400

30.0 +1.40 +2.29 +0.70 +0.39 +1.39 +1.48

+1.22 18.7 +2.86 +2.93 +4.27 +8.47 +11.1

+1.29 +6.41 19.4 +5.22 +3.54 +5.37 +5.48

+4.56 +20.4 +18.0 27.3 +2.24 +3.49 +4.39

+7.97 +28.9 +27.7 +7.74 31.8 +2.62 +2.51

+5.64 +24.2 +23.0 +3.64 -0.5 33.9 -0.2

+11.1 +30.3 +29.6 +19.5 +8.98 +6.48 37.2

Figure 5: Steganalysis error rate, PE , as a function of the ISO sensitivity of inspect images. Images from both BOSS and ALASKA base have been used to have as

many images as possible for the widest possible range of ISO sensitivities. Results obtained using jpeg quality factor 100, cc-JRM features set and nsF5 at payload

0.04 bpAC.

ISO160 ISO500 ISO640

ISO160

ISO500

ISO640

23.4 +0.57 +1.49

+1.21 27.6 +0.72

+0.88 -0.7 28.1

(a) Leica M9 images set #1, all with the same content.

ISO320 ISO1000 ISO1250

ISO320

ISO1000

ISO1250

20.9 +2.49 +2.16

+1.24 25.7 -0.2

+1.69 +0.51 27.1

(b) Leica M9 images set #2, all with the same content.

Figure 6: Steganalysis error rate, PE , as a function of the ISO sensitivity for two image datasets from the same model and the same scene shoot with different

sensitivity and exposure time. Results obtained using jpeg quality factor 100, cc-JRM features set and nsF5 at payload 0.04 bpAC.

Figure 5 which represents the results obtained when using raw

images with all possible ranges of ISO sensitivities. Indeed, the

very first row shows that the “merging” strategy, or more pre-

cisely the holistic approach, which consists in creating a dataset

with all possible ISO sensitivities seems quite successful in the

present case; however this should be balanced by the fact that

when studying only a single parameter, here the ISO, one faces

a very limited range of possible parameters, see more results in

Section 9 on the strategies to face CSM.

However the pitfall of such results is that ISO sensitivity rat-

ing actually does not compare from a camera model to another.

In fact the underlying amplification factor used, for a given ISO

sensitivity, depends on camera models; typically it is likely for

a smartphone camera the amplification factor of signals is actu-

ally larger than for a full-frame camera. This ISO is typically

set such that, for a given images scene, the same aperture and

shutter speed is well exposed with the same ISO regardless of

the camera model, see the ISO Standard [20]. Furthermore, the

ISO sensitivity is also very often related to the image content,

outdoor images with sunlight have usually low ISO, indoor im-

ages have a more important ISO while night images may reach

the maximal ISO.

Therefore, it is proposed to conduct a study using a single cam-

era model, namely the Leica M9, and images of the same scenes

with various ISO sensitivity ratings. This is much more time

consuming but allows isolating the unique impact of ISO sen-

sitivity rating. Those results are reported in Figure 6 under the

same setting of nsF5 embedding scheme and DCTR feature set.

On those figures, one can observe the same evolution of the PE

when ISO increases; one thus observes a similar impact of the
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ISO on the intrinsic difficulty as compared with Figure 5. The

inconsistency is, however, much lower for this second experi-

mentation; this may be explained by the facts that (1) all im-

ages comes from the very same sensor and (2) we used a much

smaller image set due to acquisition time.

6. Assessment of Processing Pipeline Impact

6.1. Assessment of Image Processing Software Impact

In this section it is proposed to study the impact of the image

processing pipeline on the CSM. It is proposed to start with a

“coarse grain” assessment of the development software. To this

end, we have used three different software, Adobe Lightroom,

version 6.12 (2015), since it is the mostly widely used commer-

cial software ; its main competitor DxO PhotoLab, OpticsPro

version 11.4.5, which originally aims at correcting aberrations,

has also been used. Eventually, we used rawtherapee, version

5.4, as a representative open-source free software.

The extent of the CSM observed by applying these three soft-

ware, with their default parameters, has been shown in figure 1.

Those figures show that the choice of the software does indeed

have an important impact on both the intrinsic difficulty and the

inconsistency.

However, the study of raw images processing software offers

only a “coarse grain” analysis since, for most of them, the user

does not know exactly the set of algorithms that are used to con-

vert each and every image as well as the parameters of those

algorithms. Therefore, it is likely that using two different soft-

ware results in the application of a numerous of differences in

the processing operations which cannot be distinguished.

6.2. Assessment of Individual Image Processing Tool

Therefore, in this section, it is proposed to use one single

software and to change the algorithms used along with their

parameters. We have used the software rawtherapee (version

5.4) because it is an open-source software that can be used in

command-line for batch processing, it is very well documented

and it allows an extremely broad tuning2.

Note that, because there is potentially a very wide range of algo-

rithms that can be used to enhance the visual quality of images,

we focused on the techniques that are (1) the most commonly

used and (2) that have shown to influence the most both the in-

trinsic difficulty and the source inconsistency. To be clear, the

latter point means that we have first tried a wide range of im-

age enhancement tools (from color adjustment, overexpose and

underexpose area compensation, color balance, gamma correc-

tion, etc. . . ). We have found that the main influential common

algorithms are (1) demosaicing, (2) denoising, (3) sharpening

and (4) resizing.

RawTherapee was run using the command-line interface, in

order to adjust the different parameters automatically, and 22

processing pipelines are compared, see Figure 7-15:

2RawTherapee is available at: https://rawtherapee.com/ and a

comprehensive documentation can be found at: https://rawpedia.

rawtherapee.com.

• Four with different demosaicing algorithms [12], two with

high accuracy at a price of higher computational complex-

ity, namely AMaZE and DCB2, one optimized for low illu-

mination and high noise, IGV, and “fast” which is a linear

demosaicing

• The denoising operation, for which we used the Direc-

tional Pyramid Denoising based on wavelet decomposi-

tion [32], with four levels of denoising strengths, from 30

to 90 out of 100.

• Two image sharpening, or edge enhancement, algorithms

have been used. The first being a modified version of

the well-known unsharp masking [35], also referred to as

USM in this paper, and the second being based on the cele-

brated Richardson-Lucy blind deconvolution [37, 10]. We

used three different set of parameters for USM and two

different set of parameters for RL deconvolution (sorted

by ascending “strength”).

• Image resizing (upscaling and downscaling) using the

commonly found Lanczos filter. Two rescaling factors

have been used of 60% and 130% respectively.

• We also defined a set of 7 “combined” processing

pipelines, which all consist in application of both denois-

ing and edge enhancement. Three are made with denoising

first (with the same strength) and then using different pa-

rameters for USM. Four processing pipelines are made by

sharpening first (with the same set of parameters) and then

denoising.

For readability’s sake, the results presented in Figures 7-10

only show a subset of those pipelines, the rest of the results will

be made available online upon acceptance of the paper.

The immediate and most obvious conclusion from those re-

sults is the high impact of the processing pipeline on both the

intrinsic difficulty and inconsistency. Indeed, in the case of Fig-

ure 7 that presents results obtained using J-UNIWARD with

payload 0.3 and JPEG QF 100, the intrinsic difficulty ranges

from 0.4% (when using upsampling or the strongest denoising)

to 42.4% (when using the strongest sharpening). The inconsis-

tency, on the other hand, is stronger among pipelines that have

opposite effects, for example, the deviation from the diagonal

can be as high as 19% between USM #1 and denoising 70. Un-

surprisingly, the inconsistency decreases for processing close to

the one used for training; for instance, inconsistency between

different parameters of denoising is rather limited. This impact

holds irrespectively of the quality factor, embedding scheme or

steganalysis features.

Secondly, one can note that lowering the quality factor has

the impact of lowering the inconsistency between different pro-

cessing. To observe this, one can compare columns of Figure 7

and Figure 8 which only differ by the JPEG QF: the PE is much

more uniform on each column for QF75 than for QF100. This

can be attributed to the denoising effect of JPEG compression

which is applied equally on each database, thus lowering the

impact of preceding development steps.

https://rawtherapee.com/
https://rawpedia.rawtherapee.com
https://rawpedia.rawtherapee.com
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demosaicking: amaze

demosaicking: fast

denoising: 30

denoising: 70

Unsharp Masking #1

Unsharp Masking #3

Downsampling 60

Downsampling 130

denoising: 70 +
USM

#2

USM
#2 +

densoing: 70

demosaicking: amaze

demosaicking: fast

denoising: 30

denoising: 70

Unsharp Masking #1

Unsharp Masking #3

Downsampling 60

Downsampling 130

denoising: 70 + USM #2

USM #2 + densoing: 70

16.9 +5.53 +1.57 +4.67 +3.87 +6.49 +4.82 +12.1 +6.41 +4.46

+3.15 24.6 +2.96 +6.17 +4.62 +3.5 +7.45 +19.8 +8.68 +8.47

+4.44 +15.1 10.0 +1.92 +14.0 +7.58 +9.27 +8.9 +9.81 +13.2

+14.7 +20.3 +9.74 1.24 +19.5 +7.60 +14.4 +27.8 +5.45 +5.96

+13.7 +6.64 +9.46 +14.4 29.2 +5.19 +10.4 +49.4 +13.2 +12.9

+31.3 +22.7 +39.8 +44.6 +15.2 42.4 +30.7 +48.0 +29.8 +29.5

+9.34 +14.6 +4.43 +9.9 +11.6 +7.60 17.5 +25.6 +20.8 +22.2

+32.8 +25.2 +38.9 +21.3 +20.7 +7.59 +32.4 0.42 +29.0 +30.1

+14.9 +16.8 +10.4 +3.17 +13.2 +7.51 +18.7 +36.8 19.9 +5.11

+17.4 +16.8 +10.6 +4.7 +15.2 +7.21 +21.1 +31.7 +3.21 19.5

Figure 7: Steganalysis error rate, PE , and mismatched between all the 22 tested development pipeline. Results obtained using jpeg quality factor 100, DCTR

features set and J-UNIWARD at payload 0.3 bpAC with images from both BOSSbase.

demosaicking: amaze

demosaicking: fast

denoising: 30

denoising: 70

Unsharp Masking #1

Unsharp Masking #3

Downsampling 60

Downsampling 130

denoising: 70 +
USM

#2

USM
#2 +

densoing: 70

demosaicking: amaze

demosaicking: fast

denoising: 30

denoising: 70

Unsharp Masking #1

Unsharp Masking #3

Downsampling 60

Downsampling 130

denoising: 70 + USM #2

USM #2 + densoing: 70

16.4 +1.26 +2.76 +6.92 +2.09 +1.39 +4.26 +10.4 +7.90 +6.97

+0.42 20.2 +4.66 +7.87 +2.68 +1.57 +4.30 +10.7 +12.2 +9.73

+2.75 +4.75 9.15 +1.96 +4.92 +1.68 +4.69 +5.70 +5.41 +4.71

+12.7 +14.7 +8.00 3.07 +14.7 +2.08 +13.5 +13.8 +6.03 +3.91

+1.01 +2.77 +5.52 +9.48 23.1 +1.13 +5.08 +13.7 +7.39 +6.40

+30.8 +26.8 +39.3 +47.4 +23.1 47.8 +29.5 +40.6 +26.3 +23.5

+3.80 +4.92 +9.82 +16.1 +4.78 +1.66 17.2 +5.68 +22.2 +17.8

+10.8 +12.1 +10.0 +15.1 +15.9 +2.07 +11.2 8.36 +17.5 +16.3

+11.1 +12.1 +8.06 +3.10 +12.2 +1.96 +12.2 +13.2 21.1 +1.44

+15.4 +16.9 +9.29 +1.81 +13.9 +1.85 +15.3 +17.6 +2.64 23.0

Figure 8: Steganalysis error rate, PE , under the same settings as Figure 7, except for the jpeg quality factor set to 75 J-UNIWARD embedded payload adjusted

consequently to 0.03 bpAC.
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Figure 9: Steganalysis error rate, PE , under the same settings as Figure 7, but using nsF5 embedding scheme with a payload adjusted to 0.04 bpAC and the cc-JRM

feature set.

Thirdly, the choice of steganalysis feature does also have an

impact on the properties of the inconsistency. If one compares

Figure 7 and Figure 9, one can conclude that cc-JRM is far

more sensitive to the processing pipelines, as the inconsistency

between processing is larger than for DCTR. This result will

actually be confirmed in the following sections where we show

that the cc-JRM is an excellent feature set to detect the process-

ing pipeline while DCTR is far less accurate. We emphasize

that this effect hold true for all embedding schemes (nsF5, J-

UNIWARD and JPHide) and all JPEG quality factors.

Finally, we will note that the adaptivity of an embedding

scheme does not seem to play a clear role with regard to in-

consistency. When testing on nsF5, a weakly adaptive scheme,

which embeds only on non-zero AC coefficient, the incon-

sistency is on average higher than for J-UNIWARD which is

a highly adaptive embedding scheme. However, the incon-

sistency for Jpeg Hide&Seek presented in Figure 10, a non-

adaptive scheme, is on average the smallest of the three studied

embedding schemes.

On the other, the impact of adaptivity is very clear on the

intrinsic difficulty: contrasting Figure 7 and 9, one can note

that J-UNIWARD becomes almost undetectable when medium
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37.9 +0.72 +2.41 +6.09 +0.89 +1.18 +0.56 +10.5 +4.34 +3.23

+0.61 40.5 +2.39 +8.48 +1.07 +0.87 +0.24 +7.25 +4.96 +3.66

+0.11 +0.86 25.0 +6.59 +1.03 +2.75 -0.3 +4.10 +1.40 +0.36

+3.21 +2.46 +2.76 7.71 +3.73 +2.92 +3.00 +4.28 +5.52 +4.24

+0.85 +1.43 +2.57 +6.09 41.3 +1.14 +0.14 +13.8 +6.32 +4.36

+9.25 +6.31 +22.5 +33.5 +5.32 46.2 +10.7 +15.3 +25.0 +20.6

+3.17 +0.82 +3.52 +8.29 +1.60 +0.60 36.0 +4.57 +11.5 +8.32

+11.9 +9.22 +24.7 +36.6 +8.23 +3.34 +13.5 32.9 +28.3 +20.9

+2.61 +1.58 +3.57 +5.39 +1.28 +0.84 +2.60 +12.2 17.4 +4.42

+1.39 +0.74 +0.25 +3.29 +0.67 +1.93 -0.1 +7.07 +0.80 27.3

Figure 10: Steganalysis error rate for QF=100, DCTR feature set and JPHide at a payload of 0.02 bpAC

sharpening is applied on images but also extremely detectable

when sufficient denoising is applied, while the change in intrin-

sic difficulty for nsF5 is nowhere near as dramatic.

7. Impact of the JPEG QF

To study the impact of the quality factor on CSM we com-

pressed BOSSBase with 10 different quality factors : 75 to 79

and 96 to 100. The demosaicing used for every database was

AmAZe and images centrally cropped to 512x512. No other

processing was otherwise applied. Images were embedded with

J-UNIWARD with payload 0.03 bpac for quality factors from

75 to 79 and with payload 0.3 bpac for quality factors 96 to 100.

Figures 11 illustrate the obtained results.

Irrespectively of the steganalysis employed, one can observe

that the inconsistency between quality factors is stronger for

higher quality factors than for lower ones. This can be ex-

plained by the fact that the statistical properties of the quan-

tized DCT coefficients will be impacted more for high qual-

ity than for low quality factors. For example, the quantization

step of mode (7,7) fluctuates from 2 to 1 between QF99 and

QF100 and between 50 and 48 between QF75 and QF76. In

the first case the variance of the quantization noise is increased

by 400%, whereas in the second case it is only increased by

8.5%. One can also note that the intrinsic difficulty of each im-

age base decreases with decreasing quality factors. The speed

of this decrease is also faster for higher quality factors for the

same reason.

The properties of the CSM also depend on the chosen ste-

ganalysis methodology. Indeed, one will observe when com-

paring that the inconsistency between quality factors is always

lower when using cc-JRM features than with DCTR features.

This can be explained by how these features are built. The JRM

features only build co-occurrence matrices of the DCT coeffi-

cients without using any knowledge of the quality factor. On

the other hand, DCTR builds histograms of noise residuals and

quantizes those using the knowledge of the quality factor, thus

specializing the classifier trained on those features toward a spe-

cific quality factor. This relative robustness of the JRM features,

however, comes at the price of a lesser performance in terms of

detectability and thus a higher intrinsic difficulty.

8. Impact of Semantic Content on CSM

So far, we focused only on CSM factors that come from the

acquisition and processing pipeline. However one might rightly

ask about the impact of the content of the scene of the im-

ages themselves. For example, one might wonder about the im-

pact of the CSM when training on a dataset composed only of

smooth images (e.g blue skies or out of focus images) and test-

ing on highly textured images. In this section, we thus study

the impact of the semantic content on the cover-source mis-

match and we compare its impact with the impact of the pro-

cessing pipeline. To that end, we used two datasets reflecting

the worst case scenario of the aforementioned example. The

two datasets were taken exclusively with Camera Model Sony

Alpha ILCE-7R at constant ISO800. The first one named FLAT

is composed of 455 RAW images of blue skies, captures with

no lens attached to the camera and harshly out-of-focus blurred

scene. The second dataset, named TEXTURE, is composed of

402 RAW images of highly textured scenes (such as grass, con-

crete, stone details, forests). In addition, those datasets were

subject to two different, yet simple, processing pipelines: the

first, consists in IGV demosaicing followed by light denoising

(corresponding to ”denoising 30” in Figure 15) and is refered

to as “Denoised” while the second is refered to “Sharpen” and

consists in Amaze demosaicing followed by a light sharpen-

ing (corresponding to ”Unsharp masking #1” in Figure 15). Fi-

nally, each image was exported to a 16-bit TIFF, and randomly

cropped several times without overlap in order to produce four

datasets of 10 000 images compressed with quality factor 100.

The embedding was done using J-UNIWARD at 0.3 bpp

and classification using the Low Complexity Linear Classifier

(LCLC) with DCTR features.

From Figure 8, we clearly see that inconsistency is almost al-

ways the highest when mismatch is due to the pipeline instead

of the content (the only exception being for the denoised TEX-

TURE case, in which case the inconsistency is alway higher

than 15% for all types of mismatch). For example, training and

testing on the FLAT dataset with different pipelines induces a

higher inconsistency (close to +15% in terms of PE when com-

pared to the intrinsic difficulty of each dataset) than training on

FLAT and testing on TEXTURE but keeping the same process-

ing pipeline (+3% in the case of Amaze + sharpening and +8%
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22.2 +6.37 +1.47 +10.6 +10.7 +41.8 +36.4 +33.2 +32.9 +38.2

+2.87 23.6 +2.08 +0.45 +1.54 +38.2 +36.5 +35.4 +35.8 +40.4

+1.90 +8.37 24.5 +6.97 +8.96 +42.0 +34.3 +34.2 +34.3 +39.1

+14.9 +1.42 +15.8 25.9 -0.4 +41.3 +39.0 +35.9 +35.2 +40.1

+15.8 +1.06 +13.3 +1.23 25.5 +41.0 +34.6 +34.5 +34.6 +40.1

+27.5 +26.1 +25.1 +23.9 +24.1 7.19 +10.8 +23.1 +34.4 +39.8

+26.9 +25.7 +24.8 +23.5 +24.0 +37.9 8.97 +34.7 +35.4 +40.2

+27.4 +25.9 +25.0 +23.6 +23.9 +42.5 +40.5 11.9 +34.1 +40.3

+27.8 +26.4 +25.4 +24.1 +24.4 +42.7 +40.7 +35.3 14.1 +32.1

+28.7 +27.3 +26.2 +24.5 +25.0 +42.5 +39.9 +35.1 +20.8 9.56

(a) Results obtained with cc-JRM features.
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+29.7 +21.9 18.4 +11.3 +27.6 +42.2 +38.0 +38.4 +33.5 +32.5
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(b) Results obtained with DCTR features.

Figure 11: Steganalysis error rate for different QF with J-UNIWARD at payload of 0.03 bpAC for the five lowest QF and 0.3 bpAC for the five highest.
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Figure 12: Assessment of CSM wrt dramatic change in the semantic content

and comparison with a light modification of the processing pipeline.

in the case of IGV + denoising).

Those results thus show that, though semantic content does

have an impact on CSM, the impact of the processing pipeline

is also significant. Note that the visual impact of the processing

algorithms used in this experiment is mild, showing that even

a slight change in the processing pipelines is as important as a

totally different semantic content. Note also that in practice, the

steganalyst does have access to the ”test set” and can thus eas-

ily craft a training set with similar semantic contents. Finding

solutions to cope with the processing pipeline is not trivial and

is presented in the next section.

9. Practical Strategies for Mitigating the Processing

Pipeline Mismatch in Steganalysis

In this paper three strategies for mitigating the CSM due

to the Image Processing Pipeline (IPP) are investigated: the

atomistic approach (which can be decomposed into two sub-

strategies) and the holistic approach. Because of the very im-

portant inconsistencies due to differences between quantization

tables, in this section the same quality factor is used for train-

ing and testing. The holistic approach applied in the current

paper consists of a “mixed training”, i.e. feature sets of all in-

vestigated IPPs are blended together for constructing a single

training set.

One naı̈ve atomistic approach is to use the EXIF metadata

to identify the processing pipeline: software such as Adobe

Lightroom stores all the parameters used during the develop-

ment from RAW to JPEG into the EXIF headers. However, we

did not include this approach because EXIF metadata are very

unreliable since one can easily modify them, using for instance

exiftool program.

We proposed, instead, another blind atomistic approach

which exploits the fact that correlation-based feature sets such

as the ones used in steganalysis have proven to be very ef-

fective for performing various tasks in digital image forensics

[4, 31, 36]. The approach thus exploits the power of steganal-

ysis feature sets for designing an “IPP-informed” steganalytic

detector, similar to the one proposed in [3]. The approach con-

sists of two steps. In the first step a classifier is trained for

distinguishing between the different considered IPPs. In the

second step the classifier is applied for determining the IPP that

best fits a given image under inspection and then a steganalytic

detector trained on images produced with that IPP is applied.

In [3] the IPP-classifier was applied for distinguishing a limited

set of 11 IPPs and only one feature set (CC-JRM) was used.

The used detector was the Ensemble Classifier.

In the current paper we investigate the performance of the

IPP-classifier for distinguishing the 22 IPPs mentioned in sec-

tion 6.2 and we compare results obtained using DCTR and CC-

JRM feature sets and with both the EC and the linear classi-

fier. The results of the IPP-classifier based using both CC-JRM

and DCTR as well as jpeg qualify factors 75 and 100 are sum-

marized in figure 13. The numbers in the figure represent the

diagonal of the confusion matrix for the IPP-classifier. This fig-

ure shows, unsurprisingly, a much higher accuracy with highest

QF and, interestingly, a much higher accuracy using CC-JRM

feature set than DCTR.

To complement the results presented in figure 13, table 3

presented the overall accuracy for identification of processing

pipeline over both over cover and stego images for cc-JRM and

DCTR as well as for JPEG QF 100 and QF 75. The third and

fourth column of the table show the accuracy obtained on cover

images when using respectively the ensemble classifier and the

linear classifier. The last three columns show the results ob-

tained on the various stego-images. Please note that these re-

sults are obtained with the classifier trained on only cover im-

ages. The table shows that results obtained by the linear clas-

sifier are very similar to those obtained by the ensemble clas-

sifier. For cover images and stego images based on nsF5 and

JPHide, cc-JRM performs better than DCTR. Interestingly, for

these steganographic methods the accuracy obtained on stego-

images is very close to that obtained on cover images; this is

especially important to ensure it can be used for “atomistic”
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Figure 13: Classification accuracy (%) of Image Processing Pipelines for different feature sets, JPEG QF and development pipelines.

steganalysis.

Note that JPHide at QF 75 suffers an important issue, proba-

bly because of overhead information hiding, the detectability

becomes obvious which results in lower accuracy for identifi-

cation of processing pipeline.

Figures 14 and 15 show the results obtained by applying dif-

ferent steganalysis strategies:

• Targeted strategy: this is also referred to as the “fully-

matched case” and corresponds to the situation where

training and testing sets are extracted from the same

source, i.e. the same development pipeline.

• IPP classification aided steganalysis: this corresponds to

the atomistic approach discussed above.

• Holistic steganalysis: this correspond to gathering, dur-

ing training, features from all IPP. The number of train-

ing samples equal, respectively to 5000, corresponding to

the number of images used for training a single targeted

detector, and 110000, which is the total of samples and

matches the effective number of features used in atomostic

approach.

The results shown in figures 14 and 15 represent a subset of

the results obtained for various steganographic methods, quality

factors (QF) and feature sets (DCTR and cc-JRM). This subset

of results is chosen by the authors in order to highlight some

conclusions. Upon acceptance of the paper, the full set of re-

sults will be made available on-line. In each figure the different

steganalysis strategies are represented by different symbols and

the columns represent the 22 different IPPs. The last column is

the average of PE over all development pipelines for a given ste-

ganalysis strategy so that one can easily contrast the efficiency

of each approach. It was noted above that in general cc-JRM

produces better results than DCTR for classifying the IPP. How-

ever, section 6 shows that DCTR provides better steganalysis

Feature QF EC Linear classifier

set Cover Cover J-UNI nsF5 JPHide

DCTR 100 88.2 88.6 86.9 88.8 85.9

DCTR 75 73.7 72.8 72.8 75.1 40.3

CCJRM 100 97.6 97.3 94.9 98.1 95.5

CCJRM 75 82.4 81.4 74.8 82.1 55.4

Table 3: Comparison of image processing pipeline classification accuracy (Acc

in %) according to feature set and JPEG quality factor.

results. Therefore, in the atomistic approach based on DCTR

we also included an approach where the IPP-classification is

based on cc-JRM while the actual steganalysis step is based

on DCTR. The figures show that for the holistic approach it

is very important to have a large training database. Under the

experimental conditions examined in this paper, the atomistic

approach and the holistic approach (with 110000 training sam-

ples) lead to equivalent results. However, in some cases the

atomistic approach seems to give better results. This is espe-

cially the case when its first step is based on the cc-JRM fea-

tures and the second on DCTR. Surprisingly, we obsetrved that

this also holds true for JPHide at QF=75 where neither DCTR

or cc-JRM provide good results for IPP classification in stego-

images. This suggests that, even when the IPP-classifier is un-

able to identify the correct IPP, it does assign inspected images

to a class with similar properties. This hypothesis should be

verified in further works. The authors think that the atomistic

approach is mainly promising in cases where the steganalyst is

able to gain some knowledge about the IPP applied to images

under inspection. Such knowledge could be obtained from the

image (EXIF) metadata or from digital image forensics analy-

sis. On the other hand, the holistic approach is likely to provide

better generalization capabilities. The generalization capabili-

ties of both strategies are a topic for further research.

10. Summary of the results and conclusions

The goal of this paper was to provide a deep analysis of the

effects of the CSM and the parameters that induce it. By using

different steganographic schemes and steganalysis feature sets,

we have learned that several factors impact considerably the in-

consistency between two sources, and that all feature sets are

not robust to the same processes. Our extensive tests show that

a steganalyst wanting to use “as it” steganalysis tools should

be extremely cautious. Steganalysis accuracy may dramatically

decrease whenever images under scrutiny and images from the

training set are inconsistent w.r.t. either sensor, JPEG quality

factor, or development operations (upsampling, sharpening, de-

mosaicing).

We now summarize the conclusions for each of the studied

parameters – camera sensor, ISO, processing pipeline, quality

factors and semantic content. We refer the reader to the rel-

evant sections for the discussions of the results which led to

those conclusions. (The conclusions hold when the parameter

in question is fixed while the other parameters remain unspec-

ified, except for the quality factor which has always been fixed
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Figure 14: Comparison of detection accuracy, in terms minimal probability of error under equal prior PE (%), for the three proposed strategies and different training

sizes ; Embedding method is J-UNIWARD, JPEG QF is 75, DCTR features are used for steganalysis.
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Figure 15: Comparison of detection accuracy, in terms minimal probability of error under equal prior PE (%), for the three proposed strategies and different training

sizes ; Embedding method is nsF5, JPEG QF is 100 and ccJRM features are used (both both IPP classification and steganalysis).

in our experiments.)

Impact of the Camera model:.

• The intrinsic difficulty of a dataset is correlated to the

photo-site area of the sensor used. Together with the man-

ufacturing year, this parameter assess the quality of the

sensor at the photo-site level.

• The inconsistency between two datasets will decrease as

the photo-site area of the cameras in the training and test-

ing set get closer.

Impact of the ISO sensitivity.

• For a given sensor, the intrinsic difficulty of a dataset is

correlated to the ISO value, higher ISO leading to higher

intrinsic difficulty.

• There is no inconsistency between two datasets with differ-

ent ISO if every other parameter is fixed. However, if the

other parameters remain unspecified, inconsistency will

increase as a function of the distance between the training

and testing set ISO values.

Among the major findings of the present paper, the funda-
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mental impact on the Cover-Source-Mismatch of the image pro-

cessing pipeline is certainly the one that has been the least stud-

ied while it may give birth to the most important impact.

Main finding about the impact of Processing pipeline:.

• The processing pipeline has the highest impact on both

the intrinsic difficulty and inconsistency – we observed a

possible variation of the intrinsic difficulty from 0 to 40%.

• Processing pipelines that are closer in terms of function

(e.g. : same denoising algorithm with different parame-

ter values) will produce datasets with lower inconsistency

than processing pipelines with different functions (e.g. de-

noising and sharpening).

• The order of the operation also matters; datasets which

were processed with the same tools but in a different order

are not necessarily coherent.

• The Final JPEG compression step may reduce signifi-

cantly the inconsistency, especially when using a lower

quality factor.

• Some feature sets are more sensitive to fluctuation of

the processing pipeline, hence lead to more inconsistency

overall when used to perform steganalysis (e.g., DCTR is

less sensitive than cc-JRM to the processing pipeline).

Quality factor.

• Inconsistency is higher for high quality factors – typically,

for quality factors higher than 90 – or more generally,

quantization table with quantization steps close to 1.

• Inconsistency depends on the feature set used for steganal-

ysis, hence a feature set like the JRM which does not inte-

grate the quantization steps in its construction will be more

robust to a difference in quality factors between the train-

ing and testing sets as compared to DCTR which makes

explicit use of them.

• However, this robustness comes at the price of a higher

overall intrinsic difficulty ; a feature set that is not tailored

for a specific quality factor is more efficient when the qual-

ity factor is not known accurately and vice-versa.

Semantic content.

• While having an impact on both intrinsic difficulty and in-

consistency in the worst case scenario we studied, seman-

tic content has less impact than the processing pipeline on

both those quantities.

To alleviate the CSM, we have investigated three different

strategies: (1) targeted steganalysis which assumes that the

training source is known, (2) a strategy inspired from forensic

steganalysis which identifies first the processing pipeline and

(3) an “holistic” strategy which aims at generating a diverse

training set. Our experiments conclude that for a same training

set size (1) yields to optimal results while (2) offers better per-

formances than (3). By increasing the training set size however

strategy (3) tends to offer better generalization properties.

These experimental results give some directions as to how

future experiments studying CSM should be designed :

• Studying the camera as the only source of CSM is far from

sufficient. If only the acquisition paramaters are of inter-

est, then a source should be considered as the combination

of the camera, the ISO sensitivity, and the processing

pipeline.

• The processing pipeline has the greatest impact compared

to every other parameter studied in this paper. As such

it should be the first parameter to be taken into account

when designing datasets in a CSM setting. In particu-

lar, vanilla BOSSBase is ill-suited to such a study as each

camera follows different white balance parameters and dif-

ferent resizing factor, together with a processing pipeline

not reflecting the variety of pipelines proposed in real-life

forensics scenarios.

We hope that this work will motivate the community to inves-

tigate more the problem of robustness in steganalysis in order

to find other solutions to cope with the huge diversity of digital

image, since it is a requirement for practical use.
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