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ABSTRACT In recent years, with the continuous development of artificial intelligence and brain-computer

interface technology, emotion recognition based on physiological signals, especially electroencephalogram

signals, has become a popular research topic and attracted wide attention. However, the imbalance of the

data sets themselves, affective features’ extraction from electroencephalogram signals, and the design of

classifiers with excellent performance, pose a great challenge to the subject. Motivated by the outstanding

performance of deep learning approaches in pattern recognition tasks, we propose a method based on

convolutional neural network with data augmentation method Borderline-synthetic minority oversampling

technique. First, we obtain 32-channel electroencephalogram signals from DEAP data set, which is the

standard data set of emotion recognition. Then, after data pre-processing, we extract features in frequency

domain and data augmentation based on the data augmentation algorithm above for getting more balanced

data. Finally, we train a one dimensional convolutional neural network for three classification on two

emotional dimensions valence and arousal. Meanwhile, the proposed method is compared with some

traditional machine learning methods and some existing methods by other researchers, which is proved to

be effective in emotion recognition, and the average accuracy rate of 32 subjects on valence and arousal are

97.47% and 97.76% respectively. Compared with other existing methods, the performance of the proposed

method with data augmentation algorithm Borderline-SMOTE shows its advantage in affective emotional

recognition than that without Borderline-SMOTE.

INDEX TERMS Electroencephalogram, emotion recognition, Borderline-Synthetic minority oversampling

technique, convolutional neural network.

I. INTRODUCTION

Emotion is a group of continuous or discontinuous reaction

of people to their own and things of outside world, which is

indispensable to humans [1]–[3]. It is the carrier of non-verbal

communication between people, and it plays an important

role in people’s social activities. However, due to the accel-

eration of social development and the pace of people’s daily

life, many people tend to feel stressed and anxious. If this

condition continues this way, it may lead to various health

The associate editor coordinating the review of this manuscript and

approving it for publication was Francesco Mercaldo .

issues or depression, even influence people’s daily life and

self-development. Therefore, emotion recognition gradually

becomes a hot and realistic research topic which has received

extensive attention from researchers [4], [5].

At present, emotion recognition is applied to many fields,

meanwhile, many effective methods are pushing this subject

forward. For instance, we can determine the emotion state

of the information host when writing an article or recording

a speech through text or speech [6]–[8], or recognize facial

expressions and gestures of people through video equipment

to judge their current emotions [9]–[11]. However, these

fields, to some extent, are not be reliable enough, mainly
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because emotion can be behaved affectedly by others, then

the authenticity of emotion cannot be well-guaranteed. Just as

Picard et al. [12] said, if someone has the ability to disguise

his or her emotion, the result of emotion recognitionmay have

a high error rate.

As opposed to this, some researchers focus on the phys-

iological signals,especially electroencephalogram(EEG) sig-

nals for emotion recognition, considering EEG signals have

strong objectivity: they cannot be forged easily and are

expressed from the inside out, which makes the result more

real and more reliable [13]. Meanwhile, with the continu-

ous development of artificial intelligence and brain-computer

interface technology [14], [15], the application prospect of

emotion recognition based on EEG signals is broad, and it

has gradually become the mainstream of emotion recogni-

tion [16], [17].

Inspired by this, we use EEG signals as the data sources

to carry out research on emotion recognition. The overall

idea of this research can be summarized as follows: data

pre-processing, feature extraction, classification and evalu-

ation of the performance of model [17], in order to design

an emotion recognition model with excellent generalization

performance. Nowadays, more and more researchers at home

and abroad have begun to pay attention to the field of emo-

tion recognition of EEG signals, and propose many effective

methods for this research.

Some researchers focus on traditional machine learning

methods. Many kinds of well-designed features are extracted,

then recognized by effective classifiers, which promotes

the progress of emotion recognition of EEG signals. Islam

and Ahmad [18] proposed a system of emotion recognition

from EEG signals based on discrete wavelet transform. The

extracted features wavelet energy and wavelet entropy were

trained in the knearest neighbor(KNN) algorithm for classi-

fication. On DEAP dataset, the average accuracy was about

63%. Wichakam and Vateekul [19] extracted bandpower and

power spectral density(PSD) from EEG signals, and used

support vector machine(SVM) classifier for binary classi-

fication. The best accuracy of valence, arousal and liking

was 64.90%, 64.90%, and 66.80% respectively. Yoon and

Chung [20] proposed a supervised learning algorithm based

on the Bayesian weighted logarithmic posterior function and

perceptron convergence algorithm. For binary classification

task, it achieved accuracy of 70.90% on valance and 70.10%

on arousal, while for three classification task, it achieved

accuracy of 53.40% on valance and 53.10% on arousal.

Parui et al. [21] extractedmultiple features from brain electric

signals, and then the correlation matrix information gain was

used to calculate and recursive feature elimination meth-

ods optimized the feature set, which was used to classify

the XGBoost classifier. With testing in the DEAP data set,

the four emotional dimensions with the best accuracy were

75.97%, 74.20%, 75.23%, and 76.42%.

In recent years, with the improvement of computer automa-

tion and the advancement of pattern recognition task, some

deep learning methods have been gradually developed,

and used in the field of EEG-based emotion recognition

[22], [23]. Even up to a point, this kind of method outper-

forms traditional machine learning methods. Xing et al. [24]

established a stacked autoencoder(SAE) to decompose EEG

signals and classified them by the long-short-term mem-

ory(LSTM) model. The observed accuracy of valence was

81.10% and that of arousal was 74.38%. Alhagry et al. [25]

proposed a deep learning approach to identify emotions from

raw EEG signals, using LSTM neural networks to learn

features from EEG signals, and then categorized these fea-

tures into low/high arousal, valence and liking. The method

was tested on the DEAP data set. The average accuracy of

the method was 85.45%, 85.65%, and 87.99% respectively,

on arousal, valence and liking, respectively. Zhan et al. [26]

extracted PSD of four frequency bands from EEG signals

and designed a shallow depthwise parallel convolutional neu-

ral network(CNN). This approach achieved the competitive

accuracy of 82.95% and 84.07% on valence and arousal

respectively in DEAP data set. Meanwhile, the method

shows extensive application prospects for EEG-based emo-

tion recognition on resource-limited devices. Yang et al. [27]

implemented a 2DCNN-LSTM module to extract spatial

and temporal features respectively and combined the fea-

tures for binary classification, which achieved high accuracy

of 91.03% and 90.80% on arousal and valence in the emotion

recognition task.

However, to some extent, these methods above ignore an

important issue more or less: the handling of data imbalance.

Especially in the multi-classification task, the number of

samples in different classes of the original data set may vary

greatly, which will directly affect the final model perfor-

mance [28], [29]. Therefore, considering the problems above,

and the application of deep learning approaches in various

pattern recognition tasks, we propose a method based on

CNN with data augmentation method Borderline-Synthetic

minority oversampling technique(Borderline-SMOTE). The

specific contributions of this paper can be summarized as

follows:

(1) We extract features in frequency domain based on the

Short-Time Fourier Transform(STFT) method and sliding

window, to obtain enough feature set related to emotion.

(2) We introduce data augmentation method Borderline-

SMOTE, for getting more balanced feature set of EEG

signals.

(3) We train a 1DCNN model for three classification on

two emotional dimensions valence and arousal, and make

comparison with some existing traditional machine learning

methods(Decision Tree, KNN, SVM, XGBoost), to verify

that the proposedmodel has a higher performance on emotion

recognition of EEG signals.

The remainder of this paper is organized as follows: In

section II, we elaborate the methodology of the proposed

method, including the overview of DEAP data set(used for

evaluating the performance of the model), and the details

of pre-processing, feature extraction, data augmentation and

classification; In Section III, we present results under the
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three classification task of every subject without andwith data

augmentation on emotion dimensions valence and arousal

with using DEAP data set, evaluate the proposed model and

make some discussion about the proposed method with some

existing traditional machine learning methods(Decision Tree,

KNN, SVM, XGBoost). In Section IV, we conclude our work

and plan the following research objectives.

II. METHODOLOGY

The technical route of the proposed method in this paper is

shown in Fig. 1. More details of each step are as follows.

FIGURE 1. The technical route of the proposed method in this paper.

A. DEAP DATA SET - EMOTION RECOGNITION STANDARD

DATA SET

In this paper, we use the standard data set of emotion recog-

nition - DEAP data set, which is an open data set for emo-

tion recognition with using physiological signals [30]. DEAP

data set is a multimodal data set that contains EEG and

other peripheral physiological signals. It includes not only

physiological signals, but also facial expression videos and

subjective evaluation of subjects during physiological signals

acquisition experiment. 32 subjects were stimulated byMusic

Video to induce their emotions, and then physiological sig-

nals of the subjects were collected to obtain the data set.

After down-sampling, the sampling frequency of EEG

signals in the DEAP data set were reduced to 128Hz, and

then the EEG signals were filtered to 4 ∼ 45Hz. After aver-

aging to the unified benchmark, the eye electrical artifacts

were removed by blind source separation method. The signal

FIGURE 2. Name and corresponding location of the 32-conductor EEG
signal electrodes in the brain region.

TABLE 1. DEAP data set signal categories and corresponding signal
acquisition channel.

categories and corresponding signal acquisition channels are

shown in Table. 1, and 32-conductor EEG signal electrodes

in the brain region are shown in Fig. 2.

Each data file(s01.dat ∼ s32.dat) contains the following

two matrices:

(1) Data matrix: 40 ∗ 40 ∗ 8064, the first 40 represents the

total number of videos, the second 40 represents the signal

collection of the total number of channels, 8064 is 63 seconds

of any 1 video 1 channel (63 ∗ 128) on the experimental

data, which is the data for 3 seconds before the baseline data

obtained before the experiment, and the last 60 seconds of

data recorded in the process of the experiment;

(2) Labels matrix: 40 ∗ 4. These four columns represent

four affective dimensions: valence, arousal, dominance, and

liking scores ranging from 1.0 to 9.0.

B. PRE-PROCESSING

The model of EEG-based emotion recognition is targeted

to be highly personalized and is thus trained and tested in

units of each subject. First, considering the first 3 seconds

of EEG signals is baseline, it is discarded and the last 60s

EEG data are selected as the research object of the proposed

method.
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TABLE 2. The original data distribution of EEG signals on valence.

In addition, the EEG data of subjects has the inherent

problem of large difference in characteristic values in and

between subjects, normalization of EEG data is an important

part. In this paper, min-max normalization [31] is adopted,

and its formula is as follows.

x∗(t) =
x(t) − min(x)

max(x) − min(x)
(1)

where x(t) is the raw EEG data(essentially a time series),

min(x) and max(x) is the minimum and maximum value of

x(t) respectively, x∗(t) is the normalized EEG data. Through

the above process, the raw EEG signal value is mapped to the

value from 0.0 to 1.0.

Then, we classify EEG signals into three classes(positive,

neutral, negative) on two emotion dimensions(valence and

arousal). The original data distribution of EEG signals on

valence and arousal are shown in Table. 2 and Table. 3

respectively. The label on the top row represents the left end

of the score interval. From the two tables, we can find that

the scores of labels are real numbers from 1.0 to 9.0, but

the distribution of labels is relatively random and irregular.

Therefore, to balance the distribution in each class as far

as possible, 4.0 and 6.0 are selected as the classification

boundary threshold. In other words, we re-label the value

of every class in these two emotion dimensions: the label of

positive class is ‘‘2’’(score from 6.0 to 9.0), the medium class

is ‘‘1’’(score from 4.0 to below 6.0), and the negative class is

‘‘0’’(score from 1.0 to below 4.0).

C. FEATURE EXTRACTION

Feature represents the properties or characteristics of the

signal. By feature extraction, a set of features that contains

relevant information as much as possible is extracted from the

raw data, which is significant for improving the performance

of the model [32], [6].

Considering the different manifestations of EEG signals in

different frequency bands and their non-stationarity, based on

the STFT method, spectral power features of five frequency
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TABLE 3. The original data distribution of EEG signals on arousal.

bands are extracted from the normalized EEG signals. First,

we use bandpass IIR filters to obtain the five frequency

band signals including theta(4-7 Hz), alpha(8-13 Hz), low-

beta(13-16 Hz), high-beta(16-31 Hz) and gamma (31-45 Hz)

in each channel. Then, we use a 2-second(i.e. the size of the

sliding window is 256) sliding window with 1.835-second

overlapping(i.e. the step size of the sliding window is 16),

to capture more detailed feature information. Finally, we get

40 ∗ 465= 18600 samples, where 40 represents the total num-

ber of videos, 465 represents the total number of segments

that produced by the 2-second sliding window, which can be

calculated by the formula as follows:

samples=1+
total_length−sliding_window_length

sliding_window_length−overlap_length
(2)

For every sample, we extracted the characteristics of 5

different frequency bands from 32 EEG channels, thus, for

every subject, the shape of data and labels are (18600, 160)

and (18600, 4) respectively.

D. DATA AUGMENTATION

After the above steps of feature extraction, sufficient samples

are obtained. Now, the data distribution of each class is shown

in Table 4.

However, by analyzing the distributions of samples, we can

find that these samples are imbalanced in different classes.

Even in the worst case, the number of samples of majority

class is 10 times or more than that of other minority class.

Moreover, some samples are close to or at the classification

boundary. These factors work together, increase the difficulty

of the classification task and in turn influence the perfor-

mance of model. Therefore, data augmentation should be a

key factor that has to be considered.

Motivated by the typical applications of data augmentation

algorithm Borderline-SMOTE in arrhythmia detection [33],

legal judgment prediction [34], etc, in this paper, we use

the Borderline-SMOTE algorithm for data augmentation.

Borderline-SMOTE is an oversampling algorithm derived

from SMOTE algorithm. SMOTE algorithm generates
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TABLE 4. Data distribution of each class after feature extraction.

synthetic data of a minority class by using the nearest neigh-

bor of minority class data samples. But it does not consider

the location of adjacent majority class data while synthesize

the data of minority class, so the class samples can be over-

lapped [35], [36]. To address this limitation, we pay attention

to and only over-sample or strengthen the borderline and its

nearby points of the minority class.

Suppose the minority class has been labeled with red ’+’

(shown in Fig. 3(a)). First, we extract them nearest neighbors

from the samples of the minority class. Then, more than

half of the m construct the set by selecting the samples of

minority class corresponding to the majority class. This set

is called DANGER which is denoted by solid squares(shown

in Fig. 3(b)). Next, we select the s nearest neighbors of the

samples in the DANGER set, multiply the distance between

the sample and the nearest neighbor by a random number

between 0 and 1 and add them to the sample. Finally, the syn-

thetic samples, which are shown in Fig. 3(c) with hollow

squares, are generated:

syntheticj = pj + r∗

j difj, j = 1, 2, . . . , s (3)

where pj represents the instance in the DANGER set, rj rep-

resents a random number ∈ [0, 1], difj represents the distance

between the s nearest neighbors of samples.

FIGURE 3. (a) The original distribution of data set. (b) The borderline
minority samples(solid squares). (c) The borderline synthetic minority
samples(hollow squares).

After data augmentation, for each subject, the number

of samples of each class is close to the number of sam-

ples of the majority class. Therefore, the problem of data

imbalance can be solved, and then facilitate the process of

classification.

E. CLASSIFICATION

1) THE CNN ARCHITECTURES

Based on the fact that EEG signal is a one dimensional time

series [37], we train a one dimensional convolutional neu-

ral network(1DCNN) for three classification. The 1DCNN

model contains an input layer(L0), an output layer(L13),

and multiple hidden layers(L1 ∼ L12), which contain many

parts such as convolutional layer, batch normalization layer,

pooling layer, flatten layer and fully-connected layer. The

structure of the 1DCNN model is shown in Fig. 4.

L0, L3, L6: The convolutional layers. The filters are set

to 128, 128 and 64 respectively, the kernel_size is set to 3,

and the padding is set to ‘‘same’’, to feed the features into

the deep levels of network and carry out the convolution

operation.

L1, L4: The batch normalization layers. By setting after

convolutional layers, they can help to solve the problem of

difficulty in convergence in the process of network training,

and delay the occurrence of over-fitting to a certain extent.

L2, L5, L7: The pooling layers. The pool size is set to 2.

They are sandwiched between the prior convolutional layers,

and they use the maximum value from each of a cluster of

neurons at the prior layers. This will speed up the computation

of networks.

L8: The flatten layer. In the transition from the con-

volutional layers to the fully-connected layers, the two-

dimensional inputs are transferred into one-dimensional

inputs, which facilitate subsequent processing of the fully-

connected layers.

L9 - L12: The fully-connected layers, which are fully

connected to the flatten layer. Three dense layers are

cross-connected to two dropout layers with the units are set

to 32, 16 respectively, the two activation function are set to

’tanh’ and ’relu’ respectively, and the dropout rate is set to

0.4 to prevent overfitting effectively.

L13: The output layer, with 3 units that represents the

three classes positive(2), medium(1), and negative(0). The

activation is set to softmax that represents the classification

task is three-classification.
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FIGURE 4. The structure of the 1DCNN model.

2) MODEL TRAINING, VALIDATING AND TESTING

The model of the proposed method is implemented by using

Keras framework [38]. The learning rate is set to 1e-4(0.0001)

with the optimizer Adam, the batch size for model training

and testing is set to 128, and the epoch of model is set to 30.

All the data of 32 subjects before and after processing

data augmentation algorithmBorderline-SMOTE are used for

the 1DCNN model’s training and testing. First, we randomly

and independently split the data of every subject into 80%

training set and 20% testing set. Then, the training set is

sent to the 1DCNN for model training and the testing set for

testing. During the training process, we use stratified-10-fold

cross-validation. In every fold, for training set, we select 90%

data for training and last 10% data for validation, and eval-

uate the performance of the model. ‘‘Stratification’’ means

that the proportion relationship of each class in the origi-

nal data is maintained in each fold. For example, there are

three classes of the original data with a ratio of 1: 1.2: 1.

If the stratified-10-fold cross-validation is adopted, then in

the divided 10 folds, and the classes of data in each fold

are maintained with a ratio of 1: 1.2: 1. By the kind of

cross-valudation method, not only the number of samples of

different classes reaches the balance situation, so does the

FIGURE 5. The schematic diagram of stratified-10-fold cross-validation.

number of every fold, which makes the results more credible

than normal k-fold cross-validation [39].

The schematic diagram of the process is shown in Fig. 5.

3) MODEL EVALUATION

Under the three classification task, the following performance

indicators are investigated: Accuracy, Macro-F1-Score, and

Confusion matrix. Meanwhile, we draw the figures of results

in order to evaluate the performance of the model from mul-

tiple angles.

Confusion matrix: There are many different combinations

of predicted results and real results, and the corresponding

matrix of these combination results is the confusion matrix.

In binary classification task, there are 2 ∗ 2 = 4 different

combinations of the above results, which are denoted as

TP(True Positive), FP(False Positive), FN(False Negative)

and TN(True Negative). Thus, the confusion matrix as shown

in Table 5 can be obtained.

TABLE 5. Confusion matrix.

Extend to the three classification task in the proposed

method. First, we calculate TP, FP, FN, TN of three classes

respectively. Then, we can get the average value of TP,

FP, FN, TN (denoted as TP, FP, FN , TN , respectively).

Thus, like the performance indicators in binary classifi-

cation task. Accuracy, Macro-Precision, Macro-Recall and

Macro-F1-Score can be calculated as follows:

Accuracy

=
TP+ TN

TP+ TN + FP+ FN
(4)

Macro− Pr ecision

=

3∑

i=1

TPi

TPi + FPi
(5)

Macro− Re call

=

3∑

i=1

TPi

TPi + FNi
(6)

Macro− F1 − Score

=
2∗(Macro−Pr ecision)∗(Macro−Re call)

(Macro− Pr ecision)+(Macro− Re call)
(7)
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The higher the performance indicators are, the better the

performance of the model.

III. RESULTS AND DISCUSSION

Based on the above analysis, we carry out the main

experiment(With using Borderline-SMOTE) and compari-

son experiment(Without using Borderline-SMOTE) of every

subject on two emotional dimensions valence and arousal

with using DEAP data set. Moreover, we compare our

proposed method with some existing traditional machine

learning methods(Decision Tree, KNN, SVM, XGBoost),

to further verify the effect of data augmentation method

Borderline-SMOTE on the performance of the model. The

final results above are shown in Table. 6 and Fig. 6 ∼ Fig. 14.

FIGURE 6. The accuracy line diagram of 1DCNN.

A. RESULTS OF THE PROPOSED METHOD

The accuracy line diagram of the proposed method is shown

in Fig. 6.

In the figure above, we show the results of 1DCNN on

two emotional dimensions valence and arousal, without and

with using data augmentation method Borderline-SMOTE.

We can find that the overall performance of themodel is ideal.

First, the performance on arousal is slightly better than that

on valence. In accuracy, there is an improvement of about

1% ∼ 2%. Second, in different subjects, the performance of

the model fluctuates to some extent, but the overall variance

is small, which indicates that the model has a good gener-

alization ability and can adapt to the situation of different

sample data, so as to automatically learn from the features and

carry out effective classification. Third, as the most important

point, by using data augmentation method Borderline-Smote,

the performance of themodel on both dimensions valence and

arousal are significantly improved. In accuracy, there is an

average improvement of about 5%. Therefore, the problem of

data imbalance can be addressed, so that the data distribution

is no longer dominated by the majority of samples, then the

model becomes more effective and the results become more

convincing.

FIGURE 7. The confusion matrices of 1DCNN on valence.

FIGURE 8. The confusion matrices of 1DCNN on arousal.

The confusion matrices of the proposed method are shown

in Fig 7 ∼ Fig 8. The rows of the matrices represent real

labels(from top to bottom are negative, medium, positive)
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TABLE 6. Results of 1DCNN model in every subject, on valence and arousal, without and with Borderline-SMOTE.

while the columns represent predicted labels(from left to right

are negative, medium, positive). The values in the matrices’

cells represent the average accuracy of the three emotions

on the test set data of all 32 subjects. Compared with the

method without Borderline-SMOTE, the average accuracy

that predicted correctly of all three kinds emotions have

been improved, which also vividly indicates that when fac-

ing multi-classification tasks with imbalanced classes, data

augmentation methods are a kind of significant tool to deal

with different data samples, so that enhance the performance

of model.

B. COMPARISON BETWEEN THE PROPOSED METHOD

AND SOME EXISTING METHODS

Besides the proposed method, we also compare it with some

existing traditional machine learning methods(Decision Tree,

KNN, SVM, XGBoost). The results of them are shown

in Fig. 9 ∼ Fig. 13.

Fig. 9 ∼ Fig. 12 show the accuracy line diagram of

Decision Tree, KNN, SVM, XGBoost in every subject

respectively. Fig. 13 ∼ Fig. 14 show the average accu-

racy and average macro-f1-score of all models respectively.

We can find that models based on traditional machine

FIGURE 9. The accuracy line diagram of decision tree.

learningmethod also have good performance. Here, SVMand

XGBoost(based on emsemble learning) is better than deci-

sion tree and KNN model. However, when comparing with

models based on deep learning method(such as the 1DCNN

model proposed in this paper), based on the deep learn-

ing method, models based on traditional machine learning
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FIGURE 10. The accuracy line diagram of KNN.

FIGURE 11. The accuracy line diagram of SVM.

FIGURE 12. The accuracy line diagram of XGBoost.

method have a common problem: the automatic learning abil-

ity is slightly poor and is greatly affected by data distribution

and well-designed features. For example, in subjects 1, 7, 15,

23 and 27, the performance of the four models is better than

that in subjects 2, 11, 21 and 24. Therefore, the variance of

the results is relative large, which indicates that there are some

problems in stability of performance.

FIGURE 13. The average accuracy of all models.

FIGURE 14. The average macro-f1-score of all models.

However, by using data augmentation method Borderline-

SMOTE method, this problem has been slightly improved.

On both emotional dimensions valence and arousal, the vari-

ance of the results in different subjects decreased, and

the average accuracy of the above five models has been

improved by 3% ∼ 5%, especially some individual samples,

the increase could even be as much as 6% ∼ 8%. Therefore,

in the traditional machine learning methods, the effective-

ness of Borderline-SMOTE data augmentation method can

be proved, and the idea of ‘‘data augmentation + classifi-

cation’’ can be effectively promoted in many classification

problems.

Meanwhile, the results of the proposed method has also

been compared with some different existing methods by other

researchers that used DEAP data set, as shown in Table. 7.

Our proposed method represents a significant improvement

over the existing methods on both emotional dimension

valence and arousal, which further verifies the value of the

proposed method of ‘‘data augmentation + classification’’ in

this article.

TABLE 7. Comparison of the proposed method with some existing
methods by other researchers.
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C. MERITS AND LIMITATIONS OF THE PROPOSED

METHOD

The model of the proposed method is designed based on

1DCNN, and the features in frequency domain, which makes

the model simple and intuitive with low space cost. Mean-

while, the idea ‘‘data augmentation + classification’’ are

validated on traditional machine learning and modern deep

learning methods, which helps to enhance the adaptive ability

and the performance of models.

However, the personalized emotion recognition model also

has some limitations. On the one hand, the brain itself is a

complex nonlinear system, 1-dimensional features still can-

not fully reflect the characteristic information of EEG signals,

although frequency domain feature is a kind of typical EEG

signals. On the other hand, in terms of computational com-

plexity, the process of data augmentation involves over sam-

pling of a few types of samples, When the sample size is

large or the imbalance is serious, a large time cost will be

created. These limitations need to be improved in the future.

IV. CONCLUSION

To sum up, in this paper, we propose a method of emo-

tion recognition of EEG signals based on 1DCNN with

data augmentation method Borderline-SMOTE. Under the

three classification task, after data pre-processing and feature

extraction, this method pays close attention to the problem

of data imbalance and augments the samples at and near

the classification boundary to make the samples of differ-

ent classes more balanced. Then, the samples are sent to

the well-designed 1DCNN for three classification. Finally,

the model is evaluated on DEAP data set on two emo-

tion dimensions valence and arousal, with stratified-10-fold

cross-validation. Meanwhile, we compare the model of

proposedmethodwith four traditional machine learningmod-

els(Decision Tree, KNN, SVM, XGBoost) and some exist-

ing methods by other researchers. It can be proved that the

proposed method is effective and shows its advantage in

emotion recognition. By comparison, the effectiveness of idea

‘‘data augmentation+ classification’’ has been proved, which

helps to enhance the adaptive ability and the performance of

models. Especially when the data imbalance is very serious,

for instance, the number of samples of majority classes is

10 times or more than that of other minority classes, data

augmentation should be a key factor that has to be considered.

In the future, we will focus on the limitations of the model,

continue tuning the parameter and optimizing the model

structure, and use the model to carry out some relevant works

that worth researching, like identification of depression

[40], [41] and dementia stage classification [42], [43].
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