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The detectability of a sinusoidal grating was measured in a standard two-interval forced-choice experiment against
backgrounds of noise gratings of the same orientation as the signal. The noise gratings were either spatially high-
pass or low-pass filtered and were either unchanged in each observation interval (static) or flickering at a rate that
depended on their cutoff frequency (dynamic). Spatial-frequency-selective mechanisms are inferred from the
data and their characteristics shown to depend on assumptions concerning the detection process thought to follow
the spatial-frequency-selective device.

INTRODUCTION

The hypothesis that the visual system is like a set of filters or
channels, each selectively sensitive to a limited range of spatial
frequencies,' forms a particularly simple and attractive basis
for models of pattern perception. If those cortical units shown
to be selectively sensitive to bands of limited spatial frequency
over a limited range of orientations 2 -4 could legitimately be

treated as elements whose function was to signal the presence
of certain spatial frequencies at particular orientations and
in particular regions then we should, perhaps, be able to make

a start at building adequate models of the way in which we

perceive patterns. We cannot, of course, deduce the function
of a neural unit from its properties; rather we must attempt
to determine the behavior of a system in which elements
having certain properties serve particular functions and,
comparing the behavior of that system with the behavior of
our observers, attempt to establish some evidence that the
elements indeed serve the function hypothesized.

In order to incorporate spatial-frequency-selective ele-
ments, or channels, into an adequate model of pattern per-
ception, we need to know quite a lot about the elements
themselves; we need to know their form of processing-linear
or nonlinear; we need to know how restricted the receptive
fields of the elements are; and we need to know how their
outputs are combined. We need to know the details of the
frequency selectivity of the elements-how the sensitivity of
a channel changes as the spatial frequency of the stimlus is

altered from that which is most effective-before we can use
the concept to make rigorous predictions.

One major difficulty is that we cannot readily determine all

the relevant aspects of a system in isolation, and each different

assumption about any single stage of the process affects our
inferences about the characteristics of the others.

Many of these difficulties have been considered in auditory
pyschophysics, in which the determination of the spectral
sensitivity of elements thought to be tuned to limited bands
of audio frequency has been a central problem since Hem-
holtz's treatise5 of 1877. Only a few attempts to establish the
complete shape of spatial-frequency-selective channels in
vision have been made.6 8 Patterson and Henning9 have dealt
with many of the theoretical issues involved in inferring filter
shapes from various sets of data, but Nachmiasl' clearly in-

dicated the most serious difficulty: the shape of the filter one
infers from one's data depends on the form of the detection
mechanisms assumed to follow the filter.

Our experiment, an adaptation of one of Patterson's audi-
tory experiments," is an attempt to determine the spectral
sensitivity of the visual channels. The experiment has some
features in common with experiments of Greis and R6hler' 2

and Stromeyer and Julesz,8 and our data are similar to theirs.
However, we consider the effects of two common assumptions
about subsequent detection mechanisms on the shape of the
channels that we infer and, depending on the assumption,
reach rather different conclusions about the shape of the
filter.

EXPERIMENT 1

Procedure
Two authors13 served as observers in a standard two-interval
forced-choice grating-detection experiment. Two observation
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intervals, each 1 sec in duration and separated by a 600-msec
pause, were marked for the observers by bursts of audible
noise. The signal (a vertical sinusoidal grating turned on and
off with 100-msec rise and fall times) was presented in one of

the two intervals, and, in a subsequent 750-msec answer in-
terval, the observers were required to indicate which interval

had contained the signal. The signal always occurred in one

of the observation intervals on each trial and had 0.5 proba-
bility of being in the first interval on each trial. After the

answer interval, tones informed the the observers which in-

terval had contained the signal. Each trial took about 3 sec,

and trials with a fixed signal contrast and spatial frequency
were performed in groups of 50 without a pause. After 50
trials, the signal contrast was changed and another set of 50

trials begun. Psychometric functions relating the percentage

of correct responses (in 100 trials) to signal contrast were thus

determined.

The vertical, sinusoidal signal grating filled a 60 square

aperture in a matte black surround and was turned on and off
without altering the mean luminance (5.1 cd/M2 ) of the

Hewlett-Packard 1300 X-Y display in which it was generated;

observers' fixation was unconstrained. Harmonic distortion
in the luminance pattern was negligible provided that the

contract of the pattern was less than about 63%.
The signals to be detected were presented against a back-

ground of visual noise-vertical light and dark stripes of ran-
dom width and contrast. Just as a sinusoidal grating is con-
veniently specified by the distribution of luminance along the

line in the plane of the grating and normal to its orientation,

so a noise grating is specified by the averages characterizing
the distribution of luminance obtained along the same line.
The characteristics of noise gratings, however, are more easily

specified in terms of their average spatial-frequency charac-
teristics. We used either low-pass or high-pass filtered noise.
The low-pass noise contained a band of spatial frequencies

all having the same mean contrast and all having spatial
frequencies below some value-the cutoff spatial frequency.

The high-pass noise consisted of spatial frequencies above

some cutoff frequency with all components again having the

same mean contrast. Thus either type of noise can be speci-
fied in terms of the mean contrast within the band of

noise-the contrast density or the mean contrast per cycle per

degree-and the cutoff frequency of the noise. In practice,

of course, the high-pass filtered noise was bandpass noise with
no components above some high spatial-frequency limit much

greater than the nominal cutoff frequency of the filter.

Further, the transition from passband to stop band for both
types of noise was not abrupt but gradual, with a loss of con-

trast on the stop-band side of 2.4 log units per doubling of

spatial frequency.
Both the signal and the noise were generated in the fashion

described by Campbell and Green 14 with the apparatus used

by Henning et al. 15 The signal and the noise waveforms were

both stored in digital form and subsequently converted into
analogue waveforms during each frame of the display. The
frame rate was 100 Hz. During each 1-sec observation in-

terval, a particular random sample of a noise waveform having
the appropriate spatial-frequency characteristics was dis-
played to the observers. Thus the masking grating was un-

changing (static) during the observation intervals. A different
random sample of the noise was displayed in each observation

interval. The signal, in the interval in which it occurred, al-

ways had the same phase. The noise-contrast density was
adjusted for each signal frequency to obtain the maximum
range of contrasts within the linear region of the display.
Thus the noise-contrast density differed across signal
frequencies and also between high- and low-pass conditions;
it was held constant, of course, across cutoff frequencies within
a condition.

Psychometric functions were measured against noise
backgrounds with several cutoff frequencies both below and
above the spatial frequency of the signal.

RESULTS

Figure 1 shows the relation between the percentage of correct
responses and signal contrast obtained in the presence of
low-pass filtered noise at several different cutoff frequencies.
The spatial frequency of the signal grating was 6 cycles/deg,
and each data point was based on 100 observations from ob-
server BGH. When the cutoff frequency (nominally the
spatial frequency of the component of the noise with the
highest spatial frequency) is far below that of the signal, little
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Fig. 1. The percentage-correct detection of a 6 cycles/deg grating
in a standard 2IFC experiment as a function of the signal contrast.
The parameter is the cutoff frequency of the low-pass filtered visual
noise against which the grating was detected. Each data point is
based on 100 observations from observer BGH.
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Fig. 2. The percentage-correct detection of a 1 cycle/deg grating in
a standard 2IFC experiment as a function of the signal contrast. The
parameter is the cutoff frequency of the high-pass filtered visual noise
against which the grating was detected. Each data point is based on
100 observations from observer GBH.
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Fig. 3. The log signal contrast corresponding to 75% correct detection
of a 3 cycles/deg grating as a function of the cutoff frequency of the
visual masking noise. Data for (a) GBH and (b) BGH. Solid sym-
bols, low-pass noise conditions; open symbols, high-pass noise con-
ditions. The contrasts corresponding to 75% correct were obtained
by interpolation from psychometric function based on 100 observa-
tions per point. (The signal contrasts have been adjusted between
high- and low-pass conditions by a factor that depends on the noise-
power density used in the two conditions.)
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conventional 75% correct level, but any other level would yield
similarly shaped functions.

Figure 3(a) shows the log contrast required for 75% correct
detection of a 3 cycles/deg signal as a function of the cutoff
frequency of both high- and low-pass filtered noise. The data
are for observer GBH, and both scales are logarithmic. Figure
3(b) shows similar data for observer BGH. For both observers
the data are reasonably well described over their 1-log-unit
range by two straight-line segments.

If we were to treat the data as a direct indication of the
shape of the visual channels, we should conclude that the
channels were asymmetric, with attenuation of about 0.7 log
unit of contrast per doubling of spatial frequency (15 dB/
octave) below the frequency of maximum sensitivity and 0.4
log unit per doubling of spatial frequency (8 dB/octave) above
that spatial frequency.

The results at the other spatial frequencies we used (Figs.
4 and 5) can be described exactly as those obtained at 3 cy-
cles/deg; the data appear asymmetric on double-logarithmic
coordinates showing a steeper gradient on the low-frequency
side. The slopes are roughly independent of spatial fre-
quency, and this fact might lead us to infer that the bandwidth
of a channel (defined as the separation in spatial frequency

I-C)

I-

0

C-s

0

0
'J

In

a

CUT-OFF FREQUENCY (c/deg)

Fig. 4. The log contrast corresponding to 75% correct responses as
a function of both high- and 16w-pass filtered visual noise at three
different signal frequencies for observer GBH.

masking occurs; with a cutoff frequency of 3 cycles/deg the

signal grating is detected when it has 6.5% contrast-a level

that is close to, but still greater than, that which might be

expected in the absence of any masking grating. When the

cutoff frequency of the noise or masking grating is raised to

be closer in frequency to that of the signal, more signal con-

trast is required to achieve any given performance level; that

is, the signal grating becomes more difficult to see.

Figure 2 shows similar results for observer GBH detecting

signals having a spatial frequency of 1 cycle/deg but this time

in the presence of high-pass filtered noise with different cutoff

frequencies. The results are again based on 100 observations

per point.

Since we found that functions relating performance (linear)

to signal contrast (logarithmic) are virtually parallel whatever

the spatial frequency of the signal and whatever the cutoff

frequency of the masking noise, it is reasonable to consider

the effects of cutoff frequency on the signal contrast required

to achieve only one level of performance. We have used the
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Fig. 5. The log contrast corresponding to 75% correct responses as
a function of both high- and low-pass filtered visual noise at three
different signal frequencies for observer BGH.
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Fig. 6. Data calculated from Stromeyer and Julesz (Ref. 8). The
ordinate, to facilitate comparison with Figs. 4 and 5, shows the ratio
of the threshold contrast for masked signals to that for unmasked
signals. The abscissa shows cutoff frequency, and both coordinates
are logarithmic.
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between the frequencies corresponding to some fixed atten-
uation) is proportional to spatial frequency.

Figure 6 shows, for comparison, results of Stromeyer and
Julesz8 at 2.5 cycles/deg. Although there are considerable

differences between the signals and the experimental methods
in the two studies, the results are similar. The chief difference
is in the slope of the low-frequency side-0.37 log unit per
halving of spatial frequency in the results of Stromeyer and
Julesz, 0.7 log unit per halving in ours. The data of Greis and
R6hler12 show about 0.4 log unit per halving. The similarity
of the results is somewhat surprising in that Stromeyer and
Julesz16 increased their noise-contrast density as they moved
the cutoff frequency away from the signal frequency, whereas,
in our experiment and that of Greis and R6hler,1 2 the noise-
contrast density was constant.1 8' 1 9

DISCUSSION

In order to see how our data might be used to gain detailed
knowledge of the spatial-frequency tuning of the mechanisms
used to detect gratings, we must make some assumptions
about the way in which the information derived from lim-
ited-band channels is processed; without some notion of the
processing, it is impossible to see what data of the sort we have
acquired might mean.

We must be concerned, for example, whether we can treat
the frequency-selective aspect of the system as linear over the
range of signal contrasts we used. Further, it is important to
know whether results obtained with our level of mean noise-
power density would be obtained at other contrasts. Both
questions are addressed in a subsequent paper using sinus-
oidal masking stimuli. We show there that, over a wide range
of masker frequencies, masking is roughly proportional to the
contrast of the masking stimulus over a 1.2-log-unit range of
masker level containing the masker contrasts used in this
study. Consequently, we felt it reasonable to proceed as if the
frequency-selective aspect of the system were effectively
linear.

A second problem concerns the question of whether ob-
servers change from using one spatial-frequency-selective
mechanism to another as the masking conditions change.
Patterson20 has shown that in hearing, in which frequency-
selective mechanisms have attenuation characteristics with
slopes of 5.0 log units per doubling of frequency, observers
change the filter through which they listen in order to improve
their performance, and Pelli2 l has suggested analogous be-
havior in vision. The relatively poor attenuation character-
istics in vision make shifts of this sort unlikely; nonetheless,
we felt obliged to confirm that the spatial-frequency-selective
device (or channel) through which we assume our observers
to he detecting signals did not change significantly from
condition to condition.

To provide this check, we used Patterson's2 0 technique of
measuring the masking effect of the sum of low-pass and
high-pass filtered noises that, by themselves, produce the
same masking effect. In hearing, Patterson found very big
differences-the sum of the two masking stimuli produced a
masking effect that was 0.5 log unit greater than that produced
by either stimulus used separately. (It was this large effect
that suggested that observers were improving their perfor-
mance in the presence of a single-sided noise by changing the
frequency band through which they detected the signal.) Had

Patterson's observers used only frequency-selective mecha-
nisms centered on the signal frequency, Patterson would have
obtained only about a 0.15-log-unit increase in masking, re-
sulting from the addition of the power in the high- and low-
pass noise through the auditory filter. Since we do not know
what aspect of the visual "image" seen through a spatial-fre-
quency-selective device is used by observers in detecting
gratings, we cannot readily specify the magnitude of the effect
that is predicted on the assumption that the observers do not
alter the center frequency of the channel in different masking
conditions. We should expect a 0.15-log-unit effect if ob-
servers use the equivalent of signal "power" or "energy" but
a 0.3-log-unit effect if the observers use something like the
peak-to-trough ratio in reaching their decisions. In fact we
obtain effects of 0.3 log unit in each of three observers with two
different combinations of high- and low-pass filtered noises.
The two most reasonable interpretations of this result are
either (1) that observers do not alter their frequency-selective
mechanism and use the peak-to-trough ratio in the image or
output of the device on which to base their decisions, or (2)
that the observers use an energylike or powerlike quantity and
shift the center frequency of the channel to improve their
performance by 3 dB when different cutoff frequencies of the
masking noise are used. A 3-dB improvement is within the
range found by Pelli.21

We must now turn to the related and more difficult problem
of interpretation and consider how the form of processing
assumed to follow the frequency-selective device influences
the channel shape inferred from our data.

We have assumed that we are dealing with a frequency-
selective system that, at least with low-contrast signals, is not
unreasonably approximated by a linear one and that the
earliest stage in the system we use to detect gratings can be
represented by the mechanism that limits the spatial-fre-
quency response of the whole system. (These are common
assumptions for psychological models but are unlikely to
represent realistic sequences in neurophysiological systems.
Nonetheless, the simple system might well have behavior
similar to more complicated neurophysiological realizations
of visual processing.)

We wish to determine the form of the spatial-frequency
selectivity of a channel-the function H(f)-in which, because
our stimuli are treated as one-dimensional displays, we need
only one dimension of spatial frequency. If the system is to
behave as a conventional bandpass filter, we should expect the
function that represents the attenuation of the spatial-fre-
quency filter I H(f) 12 to have a maximum at some spatial fre-
quency and to decrease monotonically on either side of that
frequency. In order to determine its shape from our data, we
must decide how the output of the filter (in response both to
our masking stimuli and to our signal gratings) is pro-
cessed.

One simple assumption is that our observers use the square
of the contrast in the image of our stimuli seen through the
spatial-frequency-selective channel and integrated over the
extent of the display, as the measure on which to base their
decisions. Such a decision statistic is analogous to the energy
in a signal of finite extent and is given by

So /9 . 2
D = x(s)h(o-s)ds da,

-So/2 -O .
(1)

where x (s) is the stimulus, h(s) is the Fourier integral trans-
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form of H(f), which is the spatial-frequency representation
of the channel, and SO is the extent of the filtered grating.
The integral within the square brackets is a convolution in-
tegral expressing the response of a channel in terms of its re-
sponse to a narrow line.

Because x(s) always contains a noise grating that varies
from observation interval to observation interval, the quantity
D is a random variable and must be treated as such; we must
determine the distribution of D in those conditions when noise
alone is present and when both noise and signal are present
in order to see how our observers' behavior depends on the
several parameters of the signal, of the noise, and of the shape
of the filter. (The reader who is unfamiliar with these ele-
mentary notions of detection theory might wish to consult
Nachmias's2 2 excellent chapter reviewing detection theory
with vision in mind.)

Fortunately, a much simpler form of Eq. (1) results if we
consider how the probability distribution of D might be de-
termined from the frequency-domain representation of the
stimuli. In the spatial-frequency domain, D is given by

D = f' X(f)JH(f)J2df, (2)

where X(f) is the spectral density of the stimulus. 23 When

low-pass filtered noise is presented alone, then, for each par-
ticular sample of noise,

Fc

D = 2 f N(f)IH(f)I2df, (3)

where Fc is the cutoff frequency of the noise and N(f) is the
square of the noise-contrast density in that noise sample. The
probability distribution of D does not have a recognized form,
but the mean and variance of the distribution can be deter-
mined readily.

We need to know at least the mean and variance of two
distributions of D (1) when the noise is presented along and
(2) when both signal and noise are present, in order to deter-
mine the ability of a system basing its decision on D (or some
monotonic function of it) to detect the signal. The ratio of
the difference in the means of the two distributions to the
square root of the sum of the variances determines the per-
centage of correct responses that is obtained. When the
distributions can be approximated by normal distribu-
tions-and they can, provided that the effective bandwidth
and extent of the noise are sufficiently large-the ratio can
be taken as the z value used in elementary statistics, and the
percentage of correct responses can be determined from
standard tables of the normal probability integral.

The details of the calculation involved in determining the
z ratio from our stimuli can be found in Patterson and
Henning,9 and their results have a feature that is particularly
fortunate when the shape of our visual masking functions is
considered, for, if the function relating the square of the signal
contrast corresponding to some performance level (75% cor-
rect, say) to the cutoff spatial frequency is exponential on
linear coordinates, the filter or channel shape will also be ex-
ponential.19 [That this is so may be seen by assuming an
exponential form for IH(f)12 and making an appropriate
substitution into Patterson and Henning's Eq. (A16)]. Since
our data have an exponential form (and only because they
have an exponential form), and if we are prepared to assume
that the observers use a quantity like D in reaching their de-

cision, then the channel shape is given directly by the data.
From Figs. 4 and 5, then, the channels are asymmetric and
have different exponential skirts above and below their center
frequencies. Their bandwidths are roughly proportional to
their frequencies. In the latter respect they are similar to
channels derived from adaptation experiments of Blackemore
and Campbell6 and from multiple-component detection ex-
periments similar to those of Sachs et al.7

It should be noted that the filter shapes shown in Figs. 4 and

5 arise only by assuming that observers detect gratings by
using a quantity like D on which to base their decisions.

There is little enough evidence that observers use such a

quantity; Carter and Henning241 provide only slim support for
the notion that observers use such a variable.

At least as likely a decision statistic is the peak-to-trough
ratio in the stimuli, and we need to know what channel shape
we would infer from our data if we were to assume that ob-
servers use the peak-to-trough ratio, or a monotonic function
of it, in reaching their decision.

Campbell et al. 2 5 have considered the effect of the overall

contrast sensitivity function on the peak-to-trough ratio of
a number of different waveforms. The waveforms they
treated were deterministic, however, and ours are random.
Moreover, we do not have the filter shape to begin with; rather,

we have the effect of the filter shape implicity in the form of

the behavior of our observers, and we wish to infer the filter

shape implied by their behavior.
We could proceed as we did when we were inferring filter

shape on the assumption that observers use the energy at the
output of the unknown filter. However, when observers are
presumed to use the peak-to-trough ratio, the resulting inte-
gral equation relating their performance and the unknown
filter shape is exceedingly complicated. 23' 26 It is given im-
plicitly by

P(c) = (J/ax2) f Vt exp[(Vt
2 

+ CQ,
2
)/2ax

2
]

X [1 - exp(-Vt 2/2uax 2)]IO(C 8 Vt/o-,)dVt, (4)

where 2CQ is the peak-to-trough ratio of the grating corre-
sponding to some percentage of correct responses P(c) in the
presence of a noise with a given cutoff frequency, IO(x) is a
modified Bessel function of the first kind and first order, and

the quality ax2 is related to the channel shape IH(f)12, the
cutoff frequency of the noise Ft, and the mean noise-contrast

density \/-No by

Ox 2 = No JH(f)12 df.

Equations (4) and (5) determine the probability that a sample

from the distribution of the contrast of a sinusoid plus a fil-

tered Gaussian noise exceeds the contrast of noise alone and

hence the percentage of correct responses in a two-interval

forced-choice (2IFC) detection task. It is assumed that the
reciprocal of the effective extent of the display is small com-
pared with the bandwidth of the noise; the effect of relaxing
this assumption is considered by Henning.2 6

Nothing much analytical can be done with a relation as

complex as this, and, whereas numerical solutions could un-

doubtedly be found, the effort involved is hardly justified by

the amount of data we have. Consequently, we have adopted

an alternative, though less elegant, approach.

Henning et al.
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Since we know the value of the signal contrast corre-

sponding to 75% correct at each cutoff frequency, we can

manipulate the quantity a,,2 in Eq. (4) until we find a value

that produces the percentage of correct responses that our

observers obtained with that signal contrast. By repeating

this operation for different cutoff frequencies, we obtain a

function relatingou, 2 to cutoff frequency. Now Eq. (5) shows

the relation between a.,2 and IH(f) 12 so that it is an easy

matter to deduce to filter shape; it is given by

IH(f)12 = d (oy. 2)/dP~~, (6)

where o-.,2 is the empirically determined function relating F,

and signal contrast through Eqs. (4) and (5).

On the assumption that the observers use the peak-to-

trough ratio in making the decision, the derived function is

the only one that could yield our observers' performances.

Figure 7 shows, as solid lines, the function I H(f) I at each of

the three spatial frequencies we used. (The filter shapes in-

ferred from the same data by using the energy-detection as-

sumption are shown as dotted lines.) The data on which the

figures are based are those of observer BGH, and it is clear that

the detection mechanism assumed to follow a spatial-fre-

quency-selective device significantly influences the spatial-

frequency-selective characteristics one infers from a given set

of data. Comparisons of the two different predictions in Fig.

7 show that the skirts of the frequency-selective device in-

ferred when the observer is assumed to use the peak-to-trough

ratio of the stimulus to make decisions (solid lines) have ex-

actly one half the slope inferred when the observer is assumed

to use an energylike quantity (dashed lines). The change in

slope implies a change in bandwidth, and the bandwidths

inferred on the basis of a peak-to-trough detection mechanism

are twice that inferred from the same data on the assumption

of an energy detector; differences in the frequency-selective

mechanism inferred under the two hypotheses are non-

trivial.

The two detection criteria that we have considered are by

no means exhaustive, and there are no really general tech-

niques for considering classes of detection mechanism. 27
It

-H5
-1*0

-15

0-5 0-75 1-0 15 2-0
CUT-OFF FREQUENCY

3*0 4-0
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6-0

Fig. 7. Solid lines show the attenuation characteristics of the fre-
quency-selective mechanisms inferred from the data of BGH on the
assumption that observers use a decision statistic that is a monotonic
function of the peak-to-trough ratio of the filtered stimulus. Dotted
lines show the characteristics inferred from the same datad when ob-

servers use a decision statistic that is a monotonic function of the
energy in the filtered stimulus.

would be fruitless to attempt to test the implications of every

possible detection mechanism, but it is as well to bear in mind

that a given set of data bearing on the question of spatial

frequency selectively implies different spatial-selectivity

characteristics depending on the assumptions made about the

detection process assumed to follow the spatial-frequency-

selective elements.

SUPPLEMENTARY EXPERIMENT: TEMPORAL

FACTORS

The major difference between our results and those of Greis

and Rbhler 12 and of Stromeyer and Julesz' 7 is that the data

of Stromeyer and Julesz, taken with signals at 2.5 cycles/deg,

indicate symmetric filter shapes (on double logarithmic

coordinates), whereas ours are asymmetric on the same

coordinates. The data of Greis and R6hiler, from a low-pass

filter condition with static masking stimuli, are consistent with

the low-frequency skirt of Stromeyer and Julesz. One par-

ticularly important difference between the stimuli used in the

two studies is that our noise gratings and those of Greis and

Rbhler were static for the duration of each observation in-

terval, whereas tho se of Stromeyer and Julesz were changing

throughout their observation interval. There are marked

effects of temporal changes on the detectability of gratings,

particularly in the low-spatial-frequency region, 28'29 and, in

order to determine whether temporal factors in the stimuli

might account for the differences between our data and those

of Stromeyer and Julesz, we repeated our experiment using

noise gratings that changed continually in time.

Method and Results
The experimental technique differed only trivially from that

used in the experiments already described, except that the

noise gratings were present continuously and constantly

changing instead of being static for the duration of an obser-

vation interval. The spatial-frequency characteristics were

as before, but the temporal characteristics were simply those

produced by the audio-frequency noise used to generate the

gratings. This means that both the contrast and the phase

of the noise gratings changed at rates that were random and

contained all temporal frequencies below a number that was

proportional to the spatial bandwidth of the noise.2:3 The

signal was sinusoidal, of fixed spatial phase, and had a spatial

frequency of about 2 cycles/deg. The noise-contrast density

was not changed when cutoff frequencies were changed, and

in this the procedure is like that of Greis and Rdhler and un-

like that of Stromyer and Julesz. The square display had a

mean luminance of 102 cd/in
2 and subtended 100 per side.

The three observers, two of whom are authors,30 were seated

side by side and viewed the screen simultaneously against a

black background.

Figure 8 shows the results for the three observers. The log

contrast corresponding to 75% correct responses is plotted as

a function of the cutoff spatial frequency of the masking noise.

Both axes are thus logarithmic, and the results for the ob-

servers have been offset vertically so that the data for each can

be seen clearly. We have used the 75% correct performance

level because the functions relating the percentage of correct

responses to log contrast were again parallel. The contrast

corresponding to 75% correct responses was obtained by linear

interpolation.
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Fig. 8. Log masked sensitivity (the reciprocal of masked contrast)
as a function of the cutoff frequency of the visual masking noise. Data
for three different observers are shown. The noise was continously
present and continuously changing.

The data for all three observers are symmetric on these

coordinates and have slopes of about 0.4 log unit per doubling

of spatial frequency. This suggests that the steeper loss in

masking with decreasing frequency obtained when static noise

was used is a result of the loss in effective contrast of static,

low-frequency gratings. Lennie:31 has described this effect

and attributes it to the fact that stimuli containing only

components of low-spatial frequency are, in a sense, stabilized

on the retinas of fixating viewers because small eye movements

produce virtually no local change in luminance when the

spatial frequency of the stimulus is low.

The effect of temporal factors on the shape of masking

functions is pursued in another paper in which the temporal

characteristics of sinusoidal masking gratings are manipu-

lated.

SUMMARY

We have measured the effect of low-pass and high-pass noise
gratings on the detectability of sinusoidal gratings and found

the functions relating the contrast corresponding to 75%

correct detection to the cutoff spatial frequency to be roughly

linear on double logarithmic coordinates.

With static noise the functions are asymmetric (on double

logarithmic coordinates), having a slope of about 0.7 log unit

of contrast per halving of spatial frequency below the signal

and 0.4 log unit per doubling above it. These characteristics

appear to be independent of frequency with the signals of

low-spatial frequency that it was possible for us to use.

When the spatial masking noise changed throughout the

duration of the observation interval (dynamic noise), the

functions became symmetric, similar to those reported by

Stromeyer and Julesz8 with both slopes showing about 0.4-

log-unit change per doubling of frequency.

If it is assumed that the observers base their decisions on

a quantity that is a monotonic function of the square deviation

of the spatially filtered stimulus from the mean luminance,

then the features of the functions described above also char-

acterize the frequency-selective elements. However, if the

observers use a quantity related to the peak-to-trough ratio

in the stimulus for their decisions, the attention characteristics

s - -
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Henning et al.

of the frequency-selective elements implied by the data are
more broadly tuned and have only half the slope.
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