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Abstract 2000) and the psychological evidence supporting this
This paper explores the relationship between fact mutgbili model. Also |r_1 the same section, \.Ne review Hiddelston's
intervention and human evaluation of counterfactual (2_005) extension to Causa_ll Bayesian Networks. We then
conditionals. Two experiments are reported that show the discuss Kahneman and Miller's Norm Theory (1986) and
effects of causal strength and causal distance on fact two psychological experiments designed to test the
mutability and intervention. Subjects’ answers are coagbar  correctness of the predictions of the Al models.
to the predictions of three models of counterfactualamiag
in _Artifipial Intelligence. This compar_ison demonstra_tbatt The Stalnaker/Lewis Theory
logical inferences and graph topologies are not suffidiemt ]
modeling all aspects of human counterfactual reasoning. Many models of counterfactual reasoning are inspired by
the model-theoretic accounts of Stalnaker (1968) and Lewis
(1973). Minor differences aside, both crucially rely on a
notion of comparative similaritybetween possible worlds
Introduction relative to the “actual” world of evaluation. Thus Lewis’s

. . . truth conditions state that a counterfactual ‘If it wéhnat
Counterfactual reasoning has long been a subject OfmtereAntecedentthen it would be tha€onsequent(ATH C) is

to philosophers (e.g. Leibniz, 1686; Hume, 1748; Goodmany, o, e at world “if and only if, if there is an antecedent-

1947, Lewis, 1973; Stalnaker, 1968). More r_ecentlyworld accessible fronn, then the consequent holds at every
linguists, psychologist, and later on cognitive ScientistSynecedent-world at least as closé &s a certain accessible
have become interested in the study c_Jf the concept dt'wh ;o adent-world” (p. 49). Assuming for simplicity that
would have been” and how reasoning about events thglgare is g set ok-worlds that are maximally similar fothis

almost happened provides us W.ith _knqwledge t_h_at cannot Beans that the counterfactuet C is true if and only ilC
deduced from simple facts or indicative conditionalg.(e. ;

. ) s true in all of those maximally simil#-worlds.
Kahneman and Miller, 1986; Sternberg and Gastel, 19895' Stalnaker and Lewis account for various logical properties
In the last two decades there have been several astémpt

. : . of counterfactuals by imposing conditions on the underlyin
model counterfactual reasoning in Al (Ginsberg, 1986; y Imposing ying

) >R similarity relation, but neither attempts a detailedysis of
Costello and McCarthy, 1999; Pearl, 2000; |_"ddles"onﬁhis notion. However, Lewis (1979), noting that his theory

2005, among others). The advantage of such formal modelg, st pe fleshed out with an account of the appropriate
|s_that they make precise predlctlons for particulaesab imilarity relation, and this will differ from contexto
this paper we briefly review two of these models andu,iex; » gives an informal ranked list of general “weights
demo_nstrate using evidence from two psychologica, priorities” in determining similarity: first, to @i big,
experiments that these models do not _capture t_h_e f idespread, diverse violations of law; second, to maeémi
spectrum of human counterfactual reasoning. Specifically, spatio-temporal region of perfect match of particular
we illustrate how causal distance and causal strengghtaff fact: third, to avoid small, localized violations odw:

the in;erpretation of counte_rfa_ctual statements. Ir\‘ourth, to secure approximate similarity of particulat$ac
conclusion, we argue that utilizing the psychological Despite the informality of these guidelines, one can

ﬁ”_d"?gs on fa!“:t mutability_ and similarit_y are cruciad t discern a priority of laws over particular fact, and ofg"b
building cognitively plau5|ble computational models Ofdiscrepancies over “small’ ones. Much of the subsequent
counterfactual reasoning. work on modeling counterfactual reasoning is based on

First, we briefly review the S_talnaker/ Lewisltheomjl ._similar intuitions and can be viewed as attempts to nitake
counterfactuals. Next, we discuss Causal Bayesia otion of similarity more precise. However, in view o

Networks (Spirtes, Glymour, and Scheines, 1993; Pearl,
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Lewis’'s emphasis on the inherent vagueness and context-

dependence of the notion, it is not surprising thatether

considerable variation in detail. '

Ginsberg’s Computational Implementation B :

Ginsberg (1986) models the interpretation of counterféctua Figure 1:do(X=x), an external action

relative to an imaginary “large database describingsthe makingX independent of its paredy

of the world at some point.” This is in line with Al

conventions on the one hand, and the logical school gbear| claims that theo operator “is a crucial step in the
Premise Semantics (VEItman, 1978; Kratzer, 1981), on th@mantics of counterfactuals” (PearL 2000) A
other. In this framework, the move from the world of counterfactual with antecedent ‘If it were thAtx' is
evaluation to antecedent-worlds correspondsrvision of interpreted in a causal network by first applyida(X=x)

the database, and the problem of determining similasity ithen evaluating the consequent in the resulting modified
mirrored by the question of which facts to keep and whicthetwork. This leads to the strong prediction that unilees
ones to give up in order to keep this revismimimal Again  consequent is not a (direct or indirect) effecKoit should
following Al conventions, Ginsberg extends the termpe unaffected by the intervention and retain its prior
“possible world” to partial descriptions, which would probability.

correspond to sets of (total) possible worlds in the |n a series of six psychological experiments, Sloman and
Stalnaker/Lewis framework. ~ Lagnado (2005) investigate whether human subjects’
Overall, Ginsberg's theory is set up to minimize responses to counterfactual statements can be explained
differences in facts and localize violations of rulds  ysing the method of determining the truth of counterfastua
particular, his second postulate ensures that viola#oas in Causal Bayesian networks and tie(x) operator.
treated as exceptions to existing rules, rather than th@verall, they conclude that responses of the subjects we

Workings of different ones. In this, the theory refiect more or less Compatib|e with the effect of thb(x)
Lewis's emphasis on minimizing violations of law while gperator. But they argue that “representing intervenigon

maximizing correspondence in particular fact. not always as easy as forcing a variable to sorhesvand
. . cutting the variable off from its causes. Indeed, nobshe
Counterfactuals in Causal Bayesian Networks data reported here show some variability in people's

Causal Bayesian Networks have recently gainedesponses. People are not generally satisfied to simply
considerable currency as a formal tool for representingmplement a ‘do’ operation. People often want to know
domain knowledge and modeling causal and counterfactugrecisely how an intervention is taking place.” (Slonaad
reasoning (Pearl, 1998, 2000; Spirtes al, 1993). A Lagnado, 2005).
Bayesian Network is a directed acyclic graph whoseoesrt
represent variables and whose topology encodelliddleston’s Theory of Counterfactuals
independencies between those variables in the forrheof t Hiddleston (2005) is a recent attempt to synthesize the
Markov AssumptianThe probability of a variabl¥ is fully  insights of different strands of research into a theunich
determined by the values of its immediate pargaiX)in  accounts for a number of problematic examples that were
the graph. A Bayesian Network eausalif all arrows are  djscussed in the philosophical literature. He adoptsaisieb
assumed to lead from causes to effects. Pearl (200QJea of representing causal relations as directedliacyc
assumes that causation is deterministic; uncertainty igraphs from Spirtest al. (1993) and Pearl (2000), but his
modeled as a prObab|I|ty distribution over a distinct afet interpreta’[ion of these graphs dispenses with soméneof t
“exogenous” variables. Under this assumption, the valfies @ssumptions about causality made by the latter. Unlike
pa(X)jointly determine thealueof X. Pearl, he allows for non-deterministic causal laws] ke
The causal interpretation makes a special updatgeakens the Markov Assumption to allow for cases in
operation available, formally represented using the “ which a variable’s taking on a different value is impdssib
operator”: The result of applying the operatw(X=x)to @  given the actual values of its parents and the céaisal
network with a verteX results in a new network in which Hiddleston evaluates counterfactuals relative to models
has valuex and all arrows leading int& are removed. In  consisting of a causal graph and an assignment ofs/adue
this network, the variables ipa(X) are independent &, g variables. One may think of such models as “possible
hence unaffected by standard algorithms of beliefyorlds” and call the values that variables are assigned
propagation. The intention is thaib(X=x) represents an them their “actual” values. Relative to such a mddehe
external intervention upon X which disrupts the causal jntroduces a notion opositive parentof a variable X
process that normally determines the valu&Xafo the fact  (written ppa(X), a subset apa(X) defined as those parents
that X=x does not warrant any inferences about its normay of X such that the conditional probability Xfs taking on
causes. Thusgdo(X=x) represents docal update whose its actual value, given that all &fs parents (includingy)
effects are limited to the descendantXaf the graph. have their actual values, is strictly higher than the
corresponding conditional probability in the event tNat



alone amon’s parents takes on a different value. Thus themportant psychological factor which should play a role in
set of positive parents o relative to the same causal theories of counterfactual reasoning.
structure may differ between alternative value assignsne Two context free conditions which we believe affect fac
Instead of modeling the interpretation of a counteufact mutability are causal distance and causal strength. Causa
AO— C whose antecedent is the assertion that some variahiéstance is the relative closeness of the antecedetiteo
X has value by “cutting the links” frompa(X)to X, his rule  counterfactual from its consequent in the causal graph. We
involves a comparison between alternatidefiodels” with  predict that the closer the antecedent is to its conagghe
the same causal structure as the original mdéiend in  more mutable the antecedent is and therefore the éaisier
which X=x. Among those, a model i®\*minimal” if (i) the  to mentally undo it. The second condition is the gjtierof
set of non-descendan® of X such that bothz andZ's  the causal connection between the antecedent and the
positive parents have the same values ad iis maximal, consequent. Psychological evidence suggests that people not
and (ii) the set of “causal breaks” - variablesvhich take only use causal structures but also utilize beliefs about
on a different value while the valuesd§ positive parents causal strengths (e.g. Kushnir and Gopnik, 2005; Waldmann
are the same as iM - is minimal. The counterfactual & Hagmayer, 2001)AP (Jenkins and Ward, 1965) and
A= Cis true inM if and only ifC is true in all of thosé- power PC (Cheng, 1997) both utilize conditional
minimal models. These conditions, as Hiddleston puts itprobabilities to compute causal strength. In Bayesian
“force any causal break to be as minor and late as iHetworks, these parameters can be calculated from the
lawfully possible.” conditional probabilities. However, none of the models
Hiddleston leaves room for the incorporation of contextdiscussed above utilizes causal strength when evaluating
dependence by allowing that depending on the situatiortounterfactualsWe predict that if an effect has multiple
only a subset of all “causal breaks” mayreéevant The causes, the ones which have a stronger causal connetion
role of the context is not formalized in his modelsybeer. it are more easily undone than the ones which have kewea
connection. This is consistent with our predictiorowth
Norm Theory causal distance; the connection with direct causesoisgsr

One important perspective in research on counterfactudfian that with distant causes. _

reasoning in psychology is Kahneman and Miller's Norm There are also context dependent factor which affect the
Theory (1986). According to this theory, the outcome of gnutability of facts. For example, actions are more iiata
situation is compared to a norm, which is constructechenli than failures to act (Kahneman & Miller, 1986). We

based on past experiences and expectations, as well as igyestigate the affect of these context dependent faotors

the particular outcome. Outcomes that are similar & thth€ evaluation of counterfactuals in a separate paper (i
norm are considered normal, while outcomes that arBreparation).

significantly different are considered abnormal. Abmal .

outcomes activate their normal counterparts, thus #rey Experiments

an invitation for counterfactual thinking. Kahneman andin the following experiments we present scenarios
Miller (1986) argue that when constructing the norm, thereontaining facts with different mutability rates and
are certain facts that are easier to mentally undo, dnvestigate how these different rates affect subjects’
“mutate” from the actual world than others. Peoplemaoee  responses to counterfactual questions. We then compare
or less able to predict the availability of counteifiat these responses to the predictions of the normatneels
alternatives to a given situation, “Some aspectsaiityeare  discussed in the previous section focusing on the prediction
more mutable than others, in the sense that altersative of Causal Bayesian Networks.

them come more readily to mind’” (Kahneman, 1995).

Hence, when thinking about causal situations, there arfexperiment 1

certain causes that tend to be easier to modify ortenuta | this experiment we investigated how the distance ef th
. ) antecedent from its consequent in the causal graph can
Fact Mutability and Intervention change the mutability of facts when analyzing a backward

According to the Norm Theory, when faced with multiple counterfactual statement, where the effect is the edést
causes with different mutability rates, alternativesdases of the counterfactual and the cause is the consequent.
which have higher mutability rates come more readily toSloman and Lagnado (2005) suggest that people are more
mind and therefore these causes tend to be easier likely to keep the state of the consequent intact when the
mentally undo and give up their values. In other words, theffect is part of the antecedent of the counterfactual
higher the mutability rate of a fact, the less likilys that  statement. Therefore, if the effect has been ietezd on,
its value will stay the same under an intervention. the status of the cause(s) should not change and Hemce t
Although deciding the mutability of facts is similar teeth distance of the cause from the effect should not playtea
problem of determining similarity between possible @syl when evaluating counterfactuals. We predict immediate
fact mutability has not been taken into account in theauses to be more mutable than distant causes. Theiiefore
philosophical and Al literature. We believe that ttdsan  should be easier for people to undo immediate causes than
distant causes.



In the following three scenarios we asked questions abo@Question 1: If Tom had not had extra work for the weekend,
different variable#, B andC. In each scenarid) caused8  would he have been on time on Wednesday morning?
andB cause<C, representing thehain network topology in  (CO— B)

Figure 2. We then asked the following counterfactualQuestion 2: If Tom had not had extra work for the weekend,

guestions: would his alarm have rung on Wednesday morning?
(Co~A)

(1) If C had not happened, wouBlhave happened? Question 3: If Tom had not been late on Wednesday

(2) If C had not happened, woufdhave happened? morning, would he have extra work for the weekend?

(3) If B had not happened, woultihave happened? (B> C)

(4) If B had not happened, woukdhave happened? Question 4: If Tom had not been late on Wednesday

morning, would his alarm have rung on tim82( A)

A lifeboat is overloaded with people saved from a sinking

) ] ship. The captain is aware that even a few additionaigsu
Figure 2:Chaintopology could sink the boat. However, he decides to search for the

] i last person: a missing child. Soon, they find the &-yéd
According to Pearl’s (2000) model, given the above networlgir| but when she gets onboard, the boat sinks

P(A|do(C)) = P(A|do(B))=P(A) and P(B|do(C))=P(B)
therefore the truth-value of the cause should not chand@uestion 1: If the boat had not sunk, would they havado

given any intervention on its effect. the child? CO- B)
Question 2: If the boat had not sunk, would the captain have
Method decided to search for the child2— A)

36 Northwestern undergraduate students were presented
with a series of scenarios, and after each scenajowlere  Results
asked to evaluate the likelihood of a number ofThe results are summarized in Table 1. The MovingsBall
counterfactual statements. The questions were presented stenario replicated one of Sloman and Lagnado's (2005)
a computer screen, and subjects were asked to rate thiedings: forward counterfactuals are treated differently
likelihood of each question from O to 10, O being “deéilyit from backwards counterfactuals. The responses to the
no” and 10 being “definitely yes.” forward counterfactual question “B had not happened
Three different scenarios were designed to follow thevould C have happened?B{— C) were lower than those
same causal structure whehecausesB, B causesC and to any of the backward counterfactuals (mean=2.8, SB = .
both A andC definitely happened. Logical abbreviations in F(1,35) = 9.53, p<.05), suggesting that the hypothetical
the parenthesis are added here for the reader’s convenienabsence of the cause has a stronger influence on teeofta

they were not shown to the subjects. the effect than vice versa.

A repeated measure ANOVA was conducted comparing
Scenario 1 the mean of the answers to the three backward
Ball A causes BaBB to move. counterfactuals, revealing significant: A post hoc test
Ball B causes BalC to move. revealed thatB O— A was significantly lower than both
Balls A, B andC definitely moved. C— A andCO- B (F(1,35) = 7.89, p<.05) However, there

was no reliable difference between the estimated
Question 1: If BallC had not moved, would ba# still have  probabilities ofCo— A andC— B.
moved? CO— B) The same pattern was observed in the Alarm Clock
Question 2: If BallC had not moved, would ball still have  scenario: there was a significant difference between
moved? CO— A)
Question 3: If BalB had not moved, would bat still have - -
moved? B~ C) Scenario/Questions | CO—B |CO—»A BO—~A |[BO—C

Question 4: If BalB had not moved, would ba still have

Moving Balls 59 5.6 4* 2*
moved? B A) g
] Alarm Clock 5.6 53 7.9* 2.9*
Scenario 2
Tom's alarm clock did not ring on Wednesday morning, | Lifeboat 4.5* 6.2 N/A N/A

resulting in Tom being late for work. Because Tom wés la

that morning, Tom's boss gave him extra work for the _
weekend. Table 1: Subjects’ mean response to backward

counterfactual questions




backward and forward counterfactuals (F(1,35)=21.23with two causes with a common effect, people more easily
p<0.05). No significant difference was detected betweemndo the cause which has the connection to the effect.
CO> A and C> B, but the estimate® 0~ A was much The topology of the network in the following scenariais
higher than any of the other two (F(1,35)=9.92, p<.05). collider (Figure 3): There are two causes which affect the
In the third scenario we asked only two questi@3;» A same effect. We hypothesize that a difference between
andC B, which came out to be the significantly different andB in the strength of their respective causal connection

(F(1,35)=12.10, p<.05). with C will affect which of the two is given up in
counterfactual reasoning abouC, contrary to the
Discussion assumption in the Causal Networks literature that both

Causal Bayesian networks predict that an intervention oshould be equally unaffected.
the effect should not affect the value of its cause(s).

Therefore, answers to backward counterfactual questions

the first and third scenario should all be Yes (10) iantthe o °
second scenario should all be No (0). Hiddleston's and

Ginsberg’s models predict the answers to all the cquresti °

in the three scenarios to be No (0).

Subjects’ answers tBO— A were consistently different
from answers taC 0~ A. We believe that this difference Figure 3:Collider Topology
may be due to the distance between the cause andebt eff
nodes. That is, the closer the antecedent is tortseguent, Method
the easier it is to undo its value. Therefore, ieésier to  The same participants were presented with another rsgena
undo the value oA in B~ A than inCo— A. Following ~ which was very similar to the Lifeboat scenario, wiltie
this hypothesis, in the first scenario whérés true (10) in  only difference that this time there were two personthe
the consequent of counterfactuals, it seems that ssbjestater.
more often undid the value #fin Bo— A and altered it to Scenario 1
false (0) than inCO— A. In the second scenario the sameA lifeboat is overloaded with people saved from a sinking
trend was observedA is false in the consequent of ship. The captain is aware that even a few additionaigsou
counterfactuals, and subjects more often undid its vialue could sink the boat. However, he decides to search for the
true iNnBO— Athan inCO- A. last two people: a missing child and a missing cook. Soon,
Also, in the last scenario significant difference wasthey find both people, but when they get onboard, tra bo
observed between answers @ B and CO— A which  Sinks.
again agrees with the above hypothesis and is due fadhe
thatB is closer taC thanA. Therefore, it is easier to undo, or Questions:
give up, its value. (1) If the boat had not sunk, would they have found the
All of the observed differences were consistent with ourchild? €O B)
prediction. However, no difference was detected betweef?) If the boat had not sunk, would they have found the
Co— B andCC— A in the first two scenarios. We believe Co0k? CO— A)
this might be due to the differences of the context hiichv
the conditionals were being evaluated, Basn the third Results
scenario seems to be a more salient cause that irttie o The mean forCO— A was 6.5 while the mean f@0— B
two scenarios. How different context affects the evanat was 7.0. The difference between the two questions was
of counterfactuals is part of our ongoing research. significant (F(1,35) = 7.19 p<.05).
In conclusion, the experiments show that the degree to
which people are willing to mutate the antecedent ef th Discussion
counterfactual varies with the location of the antecedad ~ Causal Bayesian networks predict that the answers to bot
the context of the scenario. This conclusion contradioe  of the questions should be Yes (10), and Hiddleston’s and
predictions of the three models discussed in this paper.  Ginsberg’'s models predicts that the answers shouldde N
In the next part we describe another experiment whickO).
guestions the applicability of théo(x) operator, and the It was explicitly mentioned in the scenario that a few

logical operations of the two other models. additional pounds would be enough to sink the lifeboat,
therefore both the cook and the child were potentialesaus
Experiment 2 for the sinking of the boat. However, the results skioat it

In addition to causal distance, another factor which wd'aS €asier for the subjects to undo(cook was found).

believe may influence counterfactual reasoning is thisaia hisl_risult suggesrt]s that lt(he subjects Wer:e |efoS ligetyt
strength between the antecedent and the conclusion [€ link between the weaker cause and the effect caupar

counterfactual statements. We predict that the strotinger to the link between to the stronger cause and the same
causal effect is, the easier it is to undo it. Hendeernfaced effect. Thu_s causes Wlth stronger effects are morebieuta
and more likely to be intervened on than weak causes.



Conclusion Ginsberg, M. L. (1986). CounterfactualsArtificial
Intelligence30:35-79.

Although the models discussed are able to correctly Wed'goodman, N. (1983).Fact, Fiction, and Forecast

people’s judgments about many counterfactual questions, . ) . ;
; ; Cambridge, Mass.: Harvard University Press.
they fail to capture certain aspects of human courtterdia Griffiths, T. L. & Tenenbaum, J. B. (2005). Structuraia

reasoning. We argue that causal strength and causaladistan ; ! -
influence the interpretation of counterfactual condiis. gir&r)lggg 4_'385’6‘“36" Induction. Cognitive  Psychology

][:lg?ci’SOf the models reviewed in this paper utilize these Hiddleston, Eric (2005). A Causal Theory of
While intervention may not necessarily remove thaseh Cn?gntegaCtaa?li\é?uzgg(é)rfiiz-%zbncemin Human

dependencies between the antecedent of the counterfactu n d,ersta.\n ding ' quiry 9

and its immediate causes, how people choose the loaatio Jenkins, H. M. & Ward, W. C. (1965). Judgment of

intervention is related to psychological factors including contingenc between  responses  and . outcomes
mutability of facts involved in the case. gency P '
Psychological Monographs, 79.

In a series of new experiments we aimed at a dire% >
. e ahneman, D., & Miller, D. T. (1986). Norm theory:
comparison between the context sensitivity of Norrmedrly Comparing reality to its alterr(1ative)sPsychoIogicaly

and the context neutrality of the Bayesian Networks .

. : - . Review93:136-153.
approach in - analyzing cqunterfactuals _co_nd|t|onals (Ig<ahneman D. (1995). Varieties of Counterfactual Thinking
preparation). Among the important predictions that th n N J i?oése &j M. Olson J. Mvhat Might Have :
Norm Theory makes is that when people analyze Been: The Social Psychology of Counterfactual

counterfactuals, they are more likely to undo actiorad th i
’ . . Thinking(pp. 375-396)Mahwah, NJ: Lawrence Erlbaum.
lead to some type of consequence rather than inactions t atzer, A. (1981). Partition and revision: The se if

mfetor;ﬂ;;imgo?;:é%uetgceih:;ngtgs ' szloerd?;a\a/lgtl?gjnd gcilénterfactualsJournal of Philosophical Logid0:201-

evidence for this effect in a set of experiments wifiatlow )Jt<ushnir, A. & Gopnik, A. (2005). Young Children Infer
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Psychological Sciencks (9):678-683
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similarity analyses between potential worlds are two o .
important steps in evaluating the truth of counterfactuaF?afrl’ J. (|_200c§)).§?;usagtyd 'V'Sd.e's’ _R(Iaaasonlng, and
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