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SUMMARY

In this study, the effects of high-amplitude initial conditions on the accuracy of modal parameters, identified from
output-only vibration data, are investigated. The influence on the sample output correlation function, which is the basis
of most time-domain operational modal analysis techniques, is analyzed first. Then, a numerical simulation is
performed to quantify the effect of nonzero initial conditions on the relative accuracy of natural frequencies, damping
ratios, and mode shapes. It is shown that, when all identification assumptions are satisfied, high-amplitude initial con-
ditions can significantly reduce the estimation errors, especially for short data records. Finally, a full-scale application
is presented where the modal parameters of a six-span high-speed railway bridge are determined from output-only
data. The results obtained with two different data sets are compared: The first one consists of the bridge’s response
to ambient data only, whereas the second one also contains the free vibration recorded immediately after a train
passage. Although for most modes the results are similar, it is possible to identify some additional bending and torsion
modes from the free vibration data with good accuracy. Copyright © 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

There is much practical interest in SHM of civil structures based on vibration measurements, and in
recent years, much research effort has been spent in the search for robust approaches [1–6]. By placing
sensors on a structure and monitoring the structural dynamic behavior, SHM provides an attractive
solution to operational safety and management of civil structures. SHM also provides an experimental
method to study structural behavior under extreme loading conditions (e.g., earthquake and hurricane).
Several successful applications of vibration-based SHM systems in civil structures have been reported
recently [7–13].

The SHM is a nondestructive technique for damage identification that is based on tracking the
changes in dynamic characteristics of a structure. Modal parameters, that is, natural frequencies,
damping ratios, and mode shapes are sensitive to (some) structural changes and often serve as indica-
tors in modal-based damage detection [14]. There are mainly two types of tests to identify modal
parameters: forced vibration and ambient vibration test. When performing a forced vibration test on
a civil structure, heavy actuators such as drop weights or shakers are needed, and the operational
service needs to be interrupted during the test. In contrast, an ambient vibration test makes use of
the operational response to freely available ambient loads (wind, traffic, micro-tremors, etc.), and it
requires the structure to remain in operation. Therefore, ambient vibration tests have become very
popular for determining the modal properties of large civil structures. A wide variety of successful
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applications of modal analysis based on ambient vibration data, also called operational modal analysis
(OMA), have been reported; see, for example, References [15–19] and the references therein.

Although OMA has been widely used in many reported case studies, it has two major drawbacks:
The mode shapes cannot be mass normalized in a single test, and the response due to ambient
excitation is often narrow banded in the frequency domain, so that only a limited number of lower
modes can be identified with good accuracy. Nevertheless, the higher modes are often of interest as
well, especially for SHM purposes because they tend to be more sensitive to local damage. For these
reasons, there has been an increasing interest in OMA with exogenous inputs (OMAX) during the past
years. In OMAX, both measured and unmeasured forces are taken into account, so that small and
practical actuators can be used in operational conditions [6,19,20]. However, the OMAX approach is
less well suited for permanent SHM.

In this paper, it is therefore investigated whether an output-only modal analysis starting from large-
amplitude initial conditions, as opposed to the more common case of low-amplitude or zero-amplitude
initial conditions, can serve as an alternative method for increasing the accuracy of the identified modal
parameters and for enlarging the frequency content of the response. Such initial conditions occur, for
instance, immediately after the passage of a train on a railway bridge or immediately after the passage
of a heavy truck on a road bridge. It is likely that the free response induced by initial conditions has a
broader frequency spectrum than the purely ambient response. The free vibration test, based on the
sudden release of a heavy mass from structure, is a reliable method to determine damping ratios.
The natural frequencies and mode shapes obtained from free vibration test can also serve as a check
of the modal parameters extracted from ambient vibration test. Modal properties obtained from the
two experimental methods are compared in References [21–23].

The basis of most time-domain system identification methods for OMA is the output correlation
function. This function is estimated from the measured vibration response data by averaging over
the available data samples, resulting in the sample output correlation function. The influence of the
initial conditions on the sample correlation function is therefore analyzed first, in Section 2. Then, in
Section 3, a numerical simulation on a single DOF (SDOF) system is performed to quantify the effect
of nonzero initial conditions on the relative accuracy of natural frequencies and damping ratios. The
results of this simulation are employed in the subsequent case study of Section 4. A full-scale application
is presented where the modal parameters of a six-span high-speed railway bridge are determined from out-
put-only data. In all cases, the modal parameters are identified with stochastic subspace identification
(SSI) [24–26], which is chosen as a representative time-domain system identification algorithm in this
paper. Simulation [19,27] and case studies [28–30] have shown that this is one of the most robust and
accurate algorithms available for output-only modal analysis. Conclusions are drawn in Section 5.

2. EFFECT OF INITIAL CONDITIONS ON OUTPUT COVARIANCE ESTIMATES

In this section, we will theoretically analyze the output covariances with considering initial conditions.
The stochastic state space model of a structure with n DOFs is defined in Equation (1) [25]

xk þ 1 ¼ Axk þ wk

yk ¼ Cxk þ vk
(1)

where xk 2 R
n � 1 is the state vector, and yk 2 R

l � 1 is the vector of output measurements. l is
the number of the DOFs tested. k is the discrete time sample number. A 2 Rn � n and C 2 Rl � n

are the state matrix and the output matrix, respectively.wk 2 R
n � 1 is the process noise due to model-

ing errors, and vk 2 R
l � 1 is the measurement noise due to sensor inaccuracy, both of which are

assumed to be zero-mean white noise with covariance matrix:
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where E is the expected value operator and dpq denotes Kronecker delta. The output covariance matrix
is defined as

Λi ¼ E yk þ i yTk
� �

¼ lim
N!1

1
N

X

N � i

k ¼ 0

yk þ iy
T
k (3)

where N represents the total number of discrete data samples. In a real test, N is a finite number,
so the output covariance matrices Λi cannot be calculated exactly. Instead, the estimate Λ̂i is
obtained:

Λ̂i ¼
1
N

X

N � i

k ¼ 0

yk þ iy
T
k : (4)

When considering k = 1, 2 for the output vector yk in Equation (1), we obtain following
expressions of y1 and y2:

y1 ¼ Cx1 þ v1

¼ C Ax0 þ w0ð Þ þ v1

¼ CAx0 þ Cw0 þ v1

(5)

y2 ¼ Cx2 þ v2

¼ C Ax1 þ w1ð Þ þ v2

¼ CA2x0 þ CAw0 þ Cw1 þ v2

(6)

Generalizing this result to arbitrary values of k yields

yk ¼ CAkx0 þ
X

k

m ¼ 1

CAk � mwm � 1 þ vk (7)

where m is a positive integer. x0 represents the initial conditions at the start of the measurements.
Equation (7) shows that the output is composed of two parts. The first part, denoted by yinik ,
contains the influence of the initial condition, whereas the second part, denoted by yamb

k , is due
to the ambient excitation:

yinik ¼ CAkx0

yamb
k ¼

X

k

m ¼ 1

CAk � mwm � 1 þ vk
(8)

where the superscript ini stands for initial and amb represents ambient. Through Equations (7)
and (8), the estimate of output covariance matrices Λ̂i can be rewritten as follows:

Λ̂i ¼
1
N

X

N � i

k ¼ 0

yk þ iy
T
k

¼
1
N

X

N � i

k ¼ 0

yinik þ i þ yamb
k þ i

� �

yinik þ yamb
k

� �T

(9)

Let us now consider the following two limit situations.

Case 1: Zero initial condition and nonzero ambient excitation. In this situation, the output covariance
can be estimated as follows:

Λ̂i ¼ Λ̂
amb
i ¼

1
N

X

N � i

k ¼ 0

yamb
kþi y

ambT

k (10)

For a small number of data samples, the accuracy of Λ̂
amb
i is relatively low. However,
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Equation (10) converges to the following expression when the number of data samples N

is increased:

Λ
amb
i ¼ lim

N!1
Λ̂

amb
i ¼ lim

N!1

1
N

X

N � i

k ¼ 0

Cxamb
k þ i þ vk þ i

� �

yamb
k

¼ lim
N!1

1
N

X

N � i

k ¼ 0

CAi � 1xamb
k þ 1y

ambT
k ¼ CAi � 1E xamb

k þ 1 yambT
k

h i

¼ CAi � 1G (11)

where G represents the next state-output covariance matrix. Equation (11) is the basis for
stochastic system realization or SSI methods. Such methods estimate the system matrices C, A,
and G from the decomposition of the estimate Λ̂

amb
i of the output correlation sequence. When

the number of samples N increases to infinity, the estimate Λ̂
amb
i converges to the exact matrix

Λ
amb
i , and as a consequence, the estimates of the system matrices converge to their true values.

Case 2: Zero ambient excitation and nonzero initial conditions. In this situation, the output
covariances are estimated from the pure free vibration responses under initial conditions.
From Equation (9), we obtain

Λ̂i ¼ Λ
det
i; N ¼

1
N

X

N � i

k ¼ 0

CAk þ ix0x
T
0A

kTCT

¼ CAi � 1 1
N

X

N � i

k ¼ 0

Ak þ 1x0x
T
0A

kTCT

(12)

The superscript det emphasizes that Λdet
i; N is purely deterministic. Λdet

i; N depends on the number of
samples N. It converges to zero when N tends to infinity. From the last equality in Equation (12), it
follows that the matrices A and C can be determined exactly with a stochastic system identification
method from the output correlation sequence for finite N. This can, for instance, be achieved with
stochastic system realization or subspace identification algorithms, which have become standard tools
in OMA [19].

In a real measurement situation, both ambient excitation and initial conditions are exist. The output
measurements are the combination of free vibration and ambient data. Therefore, the accuracy of the
output covariance estimated from the real test data is influenced by both ambient excitation and initial
conditions. If the ambient excitation is dominant, then one expects a low accuracy of output covariance
with a low number of data samples N. If the initial conditions are dominant, then one expects a much
better accuracy of output covariance for a small number of data samples. We will further quantify this
observation in a simulation example in the next section.

3. SIMULATION USING A SINGLE DOF SYSTEM

Assuming all identification assumptions are satisfied, we will study in this section the relationship
between the estimation errors, the initial conditions, and the measurement duration through a numerical
simulation of the simplest case possible: the OMA of a SDOF system. The numerical study is based on
Monte Carlo simulation [31]. The characteristics of the system are plotted in Figure 1. The mass,
stiffness, and frequency of the system are fixed, whereas two different values for the damping ratio
are considered. The ambient excitation is white noise signal with a variance of 1. The free vibration
responses are obtained by giving an initial displacement to the system. Six initial displacements are
studied, which are x0 = 0, 0.001, 0.0025, 0.005, 0.01, 0.05 m. The sampling frequency is 50Hz.
Figure 2 plots the pure ambient vibration response and free vibration response under the initial
displacement x0 = 0.05 m. The maximum amplitude of the free vibration signal is around 15 times
as high as that of the pure ambient signal. Under different initial displacement conditions, the
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amplitude of the free vibration signal varies greatly. To quantify the amplitude difference between free
vibration and ambient data, we define the amplitude ratio R as

R ¼
MAX yfreeð Þ

RMS yambð Þ
(13)

where yfree and yamb denote the free and ambient vibration responses, respectively. MAX(•) is the

function to find the maximum value. RMS(•) is the function to calculate the root mean value of a sig-
nal. If the signal is stationary, then its RMS value is independent of its length.

The free vibration data under initial displacement are combined with pure ambient data to identify
modal parameters. The modal parameters are extracted by using the SSI-cov algorithm [25]. The
algorithm parameters are chosen as follows: the half-block row number i=5 and the model
order n=2. The number of data samples is varied to be N = 14, 15, 16, 25, 26, 27, 28, . . ., 216.
The analysis is performed 500 times for each initial displacement; in each of these Monte Carlo runs,
a different realization of the white noise excitation is used. The standard deviations of the eigenfrequency
sf and the damping ratio sx are estimated as the sample values obtained over the 500 Monte Carlo runs.

Figure 3 plots the relative standard deviation of the eigenfrequency sf /f in function of the number of
eigenperiods for different amplitude ratios of free vibration and ambient data. The eigenperiod of the
SDOF is defined by 1/f with f as the eigenfrequency. The number of eigenperiods is defined as the
sampling time divided by eigenperiod. sf /f is a measure of the relative accuracy of the identified
eigenfrequency. Both axes of the figure are dimensionless. Many information can be obtained from this
figure. First, the higher the number of eigenperiods, the more accurate the estimated eigenfrequency is.

Figure 1. Description of the single DOF system.
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Figure 2. Acceleration time history (a) for purely ambient excitation with zero initial conditions and (b) for the free
vibration with an initial displacement x0 = 0.05 m and x1 = 0.5%.
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sf /f is approaching zero when the number of eigenperiods goes to infinity, and no matter the frequency
is identified from pure ambient data (R= 0.0) or from combined free and ambient data (R> 0.0).
Second, for a fixed number of eigenperiods, the relative standard deviation of the eigenfrequency is
smaller when the amplitude ratio is larger. Third, for a very low number of data samples, the relative
standard deviation of the eigenfrequency that is identified from combined free–ambient data have a
small increasing part, which cannot be found in the results extracted from pure ambient data. This is
because at the first few samples, the free vibration dominates the response completely. Adding more
data samples then leads to more inaccurate estimates as the ambient part becomes relatively more
important while the number of samples is still low. Finally, for a fixed amplitude ratio, we can use
the figure to find out how long the sampling time needs to be in order to attain a certain relative
accuracy for the estimated eigenfrequency.

Figure 4 plots the relative standard deviation of the damping ratio sx in function of the number of
eigenperiods. The trend is the same as in Figure 3, but the point from where the beneficial effects of
nonzero initial conditions disappear in OMA is more obvious. This is around the contraflexure point,
for example, in Figure 4(b), for curve R= 7.9, this point appears when the number of eigenperiods is
30. This is because from these contraflexure points, the ambient data start to play the dominant role,
so sx will start to decrease monotonically.

Figure 5 plots the relative standard deviation of the eigenfrequency and the damping ratio in
function of the amplitude ratio of free vibration and ambient data. It is shown in the figure that the
relative standard deviation is decreasing monotonically with increasing amplitude ratio. When the
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Figure 3. The relative standard deviation of the estimated eigenfrequency in function of the measurement duration.
(a) x1 ¼ 0:5% and (b) x2 ¼ 1:5%.
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(a) x1 = 0.5% and (b) x2 = 1.5%.
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amplitude ratio gets very large, the influence of the number of data samples on the estimation accuracy
is relatively small.

As a summary, the numerical simulation illustrates that, for the ambient data, more accurate modal
parameters can be obtained if we have longer sampling time (reflected also by a larger number of
eigenperiods). For the combined free–ambient data, the beneficial effects of initial conditions on the
accuracy of the estimated modal parameters are important for a large-amplitude ratio and a limited
number of data samples. The effect disappears when the number of eigenperiods grows. The larger
the amplitude ratio, the shorter the measurement duration needs to be to reach a certain accuracy. When
the amplitude ratio is known or when it can be estimated, the graphs of this simulation example provide
a way to estimate the sampling time needed to reach a certain target accuracy.

4. APPLICATION: OPERATIONAL MODAL ANALYSIS OF A HIGH-SPEED
RAILWAY BRIDGE

In this section, it is illustrated how the initial conditions can influence the modal identification results of
an operational vibration test. Two sets of vibration response signals are used to do the OMA: The first
one contains purely ambient vibration response data, and the second one contains the combined free
vibration–ambient vibration response data recorded immediately after a train passage.

4.1. Bridge description

The Jalón viaduct (Figure 6) is a six-span box girder prestressed concrete bridge for high-speed trains
at Calatayud, Spain. The total length of the viaduct is 250m. The first span measures 35m; it is
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Figure 5. The relative standard deviation of (a) the eigenfrequency and (b) the damping ratio in function of the
amplitude ratios.

Figure 6. The Jalón viaduct.
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followed by four spans of 45m each. The final span also measures 35m. The height of the intermediate
piers varies from 27 to 38m. The bridge deck is 12.94m wide. There are two parallel railway tracks
running in opposite directions.

4.2. Ambient vibration test

To determine the dynamic properties of the Jalón viaduct and also to gather useful information
for constructing a permanent health monitoring system, an ambient vibration test campaign was
performed. The whole test was performed with 12 wireless triaxial accelerometers (GeoSIG GMS-18),
which are interconnected through a time-synchronous WIFI network. The sampling frequency is
200Hz, and the sampling time for each setup is around 15min. In total, 303 nodes were measured in
38 different setups. All measurements were performed inside the box girder. Figure 7 shows the
location of the measurement nodes. Among them, four reference nodes (27, 39, 105, and 139) were
measured in all setups. So in each setup, the triaxial accelerations of four reference nodes and eight
roving nodes were recorded (Figure 8).

4.3. Operational modal analysis

Operational modal analysis of the Jalón viaduct is performed using the MATLAB (MathWorks 3 Apple
Hill Drive Natick, Massachusetts 01760 USA) toolbox MACEC 3.2 [32] developed by the Structural
Mechanics Section of KU Leuven. Both the set of pure ambient vibration data and the set of combined
free–ambient vibration data were used for modal parameter estimation. The condition of the viaduct
immediately after train passage is considered as the initial condition. The modal parameters identified
from pure ambient data have been presented previously by He et al. [33]. This paper will mainly focus
on applying the combined free–ambient vibration data to the OMA of Jalón viaduct and aims to study
the effects of the initial conditions in OMA. The ambient results will only serve as a comparison.

In a real vibration test, the free vibration is always accompanied by ambient excitation. From the
simulation example, where all identification assumptions were satisfied, it was concluded that we
can extract more accurate modal parameters from the combined free–ambient vibration data. It also
suggested how to choose the sampling time after setting an accuracy criterion of the relative
standard deviation of modal parameters. In this application, we will also investigate the effect of the

Figure 7. Location of measurement nodes. Units are in meters, and the circles indicate the reference nodes.

Figure 8. Sensor locations inside the box girder at (left) section A-A and (right) a wireless sensor in operation.
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measurement duration on the accuracy of the identified modal parameters. The results obtained are then
compared with the ones from the simulation example.

Figures 9 and 10 plot the relative accuracy of the natural frequencies and damping ratios of the first
two modes, obtained by computing sample means and variances over the 38 setups, as a function of the
measurement duration. The legend ambient in the figure means the modal parameters are extracted
from pure ambient data. The combine legend means that the corresponding modal parameters are
extracted from combining pure ambient and free vibration data. As the real test data are influenced
by many factors, the results are not as clear as in the mathematical simulation, but nevertheless, they
are similar. For the results extracted from pure ambient data, the relative accuracy is always increasing
with the measurement duration. For the results extracted from combined ambient and free vibration
data, the contraflexure point, which indicates that the ambient data start to play dominant role, appears
in the time range of 60–100 s. The amplitude ratio R of the free vibration data and the ambient data as
defined in Equation (13) is around 80. According to the simulation results of Figure 4, 350 times the
eigenperiod of the fundamental mode, which corresponds to a measurement duration of 55 s, should
be considered to reach a relative accuracy of 0.05. So a data record of about 60 s will be used for
the OMA of the Jalón viaduct with the combined free–ambient data.

Figure 11 shows the response recorded by a reference sensor under pure ambient and combined
free–ambient vibration. Before using the two types of vibration responses for system identification,
the data are preprocessed as follows. First, the data are sent through a high-pass filter with a cutoff
frequency of 0.1Hz. Then, the constant offset is removed. Finally, a downsampling is performed by
first low-pass filtering the data using a filter with a cutoff frequency of 48Hz and then resampling
the data at 60Hz
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System identification was performed by the covariance-driven SSI algorithm [25]. A value of
i= 115 was selected for half the number of block rows. The model order was varied from 2 to 250
in steps of 2 to construct the stabilization diagrams [34]. The stabilization criteria are as follows: the
difference in two successive natural frequencies dfi⩽ 1%, the difference in two successive damping
ratios dxi ⩽ 5%, modal assurance criteria (MAC) value between two successive mode shapes
MAC⩽ 1%, and the modal phase collinearity (MPC) larger than 0.5. Figure 12 plots the stabiliza-
tion diagram of the second setup obtained from pure ambient and combined free–ambient vibration data.
The diagram constructed from the combined free–ambient data contains more stable poles in the
frequency range of 6–10Hz, which means that more modes can be identified in this frequency range.

Table I summarizes the modal parameters of the Jalón viaduct identified from combined free–
ambient and pure ambient vibration data. The mean values and the standard deviations are the finite-
sample estimates obtained over all 38 setups. The frequencies and damping ratios extracted from pure
ambient data are also listed. Of the identified 18 modes, 7 are lateral bending, 9 are vertical bending,
and 2 are torsion.

Only 11 of these modes can also be extracted from the pure ambient data. The other seven modes,
which are usually the higher bending and torsion modes, can only be extracted from the combined
free–ambient vibration data. The standard deviations of the eigenfrequencies and damping ratios are
relatively small, which means that all the identified modes of the viaduct are well identified in each
setup. The MPC values are very close to 1, which means that the identified mode shapes are almost
purely real. A comparison between the ambient and free vibration results with respect to
eigenfrequencies, damping ratios, and standard deviation of eigenfrequencies and damping ratios is
shown in Figure 13. The relative differences in eigenfrequency between ambient and free vibration
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Figure 11. Typical acceleration time history of one reference sensor under (left) ambient excitation and (right) free
vibration immediately after a train passage.

Figure 12. The stabilization diagram of setup 2 obtained from (left) pure ambient data and (right) free vibration
data. �, stable poles; v, stable frequency and vector; d, stable frequency and damping; .f, stable frequency.

Stabilization criteria: df i ⩽ 1%, dxi ⩽ 5%, and MAC ⩽ 1%.
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Table I. Summary of the experimental results obtained from the combined free–ambient and purely ambient
vibration data.

Mode Free vibration Ambient vibration Type

ff (Hz) sf f xf(%) xa(%) MPC fa (Hz) xf a %ð Þ

1 0.648 0.029 0.69 0.67 0.94 0.648 0.75 1st↔
2 1.219 0.008 1.34 1.51 0.96 1.238 0.81 2nd↔
3 2.186 0.035 1.53 1.87 0.85 2.230 1.00 3rd↔
4 3.267 0.003 0.40 0.11 0.96 3.279 0.42 1st↕
5 3.493 0.009 0.70 0.14 0.93 3.536 1.37 4th↔
6 3.783 0.027 0.61 0.55 0.98 3.758 0.54 2nd↕
7 4.094 0.025 1.74 0.83 0.87 n/a n/a 3rd↕
8 4.452 0.004 0.48 0.07 0.98 4.471 0.66 4th↕
9 4.917 0.011 0.74 0.09 0.94 n/a n/a 5th↔
10 5.045 0.013 0.62 0.47 0.97 5.056 0.57 5th↕
11 5.309 0.028 0.73 0.47 0.85 n/a n/a 1st↺
12 6.027 0.034 0.70 0.15 0.91 6.036 0.69 6th↕
13 7.455 0.061 0.70 0.20 0.87 n/a n/a 6th↔
14 8.420 0.036 0.96 0.62 0.83 n/a n/a 2nd↺
15 9.329 0.138 0.96 0.29 0.79 n/a n/a 7th↔
16 10.435 0.114 0.95 0.43 0.65 10.011 0.82 7th↕
17 10.746 0.071 1.39 2.28 0.56 10.743 0.69 8th↕
18 14.694 0.066 0.95 0.25 0.82 n/a n/a 9th↕

↔, lateral bending mode; ↕, vertical bending mode; ↺, torsion mode; MPC, modal phase collinearity; n/a, not applicable.

(a) (b)

(c) (d)

Figure 13. Comparison between the modal parameters identified obtained from purely ambient and combined
free–ambient data: (a) eigenfrequencies, (b) damping ratios, (c) standard deviation of eigenfrequencies, and (d)

standard deviation of damping ratios.
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results are very small, whereas the relative differences for the damping ratios are much larger.
The standard deviations of the eigenfrequencies and damping ratios extracted from combined free–
ambient vibration data are usually larger than the ones extracted from purely ambient vibration data.

The 3D mode shapes of the identified lateral and vertical bending modes are plotted in Figures 14
and 15, respectively. The modes that can only be extracted from the combined free–ambient vibration
data are shown in Figure 16. The MPC values, which are an indicator for the smoothness of the mode
shapes, are also included in these figures. The higher bending and torsion modes have usually a lower
MPC value, reflected also by some irregularities in the mode shapes.

Figure 14. Jalón viaduct: identified lateral bending modes from combined free–ambient vibration data. MPC,
modal phase collinearity.

Figure 15. Jalón viaduct: identified vertical bending modes from combined free–ambient vibration data. MPC,
modal phase collinearity.
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4.4. Finite element analysis

A 3D finite element (FE) model was constructed to further validate the experimental results. The FE
model (Figure 17) was built in ANSYS (ANSYS, Inc 2855 Telegraph Avenue, Suite 501 Berkeley,
CA 94705) by using Beam4 elements for the piers and Solid45 elements for the box girder and the bal-
last. The material properties of box girder and piers were determined from the design documents. As
material properties of ballast, the following values were adopted from the literature [35]: a Young’s
modulus of 280MPa, a Poisson’s ratio of 0.3, and a density of 17000 kg/m3.

Table II compares the analytical and experimental results. Overall, a good match is found between
the analytical and experimental results. The relative differences between the eigenfrequencies calcu-
lated from the FE model and the corresponding values identified from the combined free–ambient data
are usually larger than the relative differences between the eigenfrequencies computed from the FE
model and the corresponding values identified from the purely ambient data.

Figure 16. The higher modes that can only be extracted from the combined free–ambient vibration data. MPC,
modal phase collinearity.

Figure 17. Finite element model (FEM) of the Jalón viaduct.
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Table II. Comparison of finite element and experimental results.

Mode FEM Free Ambient Comparison Type

fe (Hz) fa (Hz) ff (Hz) Δfef (%) Δfea (%) Δffa (%)

1 0.601 0.648 0.648 7.25 7.25 0.00 1st↔
2 1.182 1.219 1.238 4.52 3.04 �1.53 2nd↔
3 2.201 2.186 2.230 1.30 �0.69 �1.97 3rd↔
4 3.264 3.267 3.279 0.46 0.09 �0.37 1st↕
5 3.595 3.493 3.536 �1.67 �2.92 �1.22 4th↔
6 3.788 3.783 3.758 �0.80 �0.13 0.67 2nd↕
7 n/a 4.094 n/a n/a n/a n/a 3rd↕
8 4.421 4.452 4.471 1.12 0.70 �0.42 4th↕
9 5.211 4.917 n/a n/a �5.98 n/a 5th↔
10 5.015 5.045 5.056 0.81 0.59 �0.22 5th↕
11 5.717 5.309 n/a n/a �7.69 n/a 1st↺
12 5.966 6.027 6.036 1.16 1.01 �0.15 6th↕
13 7.554 7.455 n/a n/a �1.33 n/a 6th↔
14 9.290 8.420 n/a n/a �10.33 n/a 2nd↺
15 10.180 9.329 n/a n/a �9.12 n/a 7th↔
16 10.190 10.435 10.011 �1.79 2.35 4.24 7th↕
17 10.971 10.746 10.743 �2.12 �2.09 0.03 8th↕
18 15.739 14.694 n/a n/a �7.11 n/a 9th↕

Δ fea = (fa � fe)/fa � 100%, Δ fef = (ff � fe)/ff � 100%, Δ ffa = (ff � fa)/fa � 100%. ↔, lateral bending mode; ↕, vertical
bending mode; ↺, torsion; FEM, finite element model; n/a, not applicable.
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Figure 18. Comparison of computed mode shapes and the mode shapes identified from the combined free–
ambient data: Lateral bending modes. FEM, finite element model; MAC, modal assurance criteria.
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The computed and experimentally determined modal displacements are compared in Figures 18–20
for lateral bending, vertical bending, and torsion modes, respectively. The experimental modal
displacements are plotted along one of the measurement lines (from nodes 1 to 303, see Figure 7).
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Figure 19. Comparison of computed mode shapes and the mode shapes identified from the combined free–
ambient data: Vertical bending modes. FEM, finite element model; MAC, modal assurance criteria.
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Figure 20. Comparison of computed mode shapes and the mode shapes identified from the combined free–
ambient data: Torsion modes. The top one is lateral modal displacement, whereas the bottom one is vertical

modal displacement. FEM, finite element model; MAC, modal assurance criteria.
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The MAC values calculated between the FE results and the experimental results are also shown in
these figures. These MAC values are high (often> 0.95) for the vertical and lateral bending modes that
can be identified from both the purely ambient and combined free–ambient data. For the torsion and
higher bending modes that can be identified from the combined free–ambient data only, the MAC
values are lower. This does not necessarily mean that these modes are less well identified from the
measured vibration data; it may as well be that the FE model is less able to predict these modes with
good accuracy.

5. CONCLUSIONS

In this paper, the effect of large-amplitude initial conditions on OMA results was studied. The
influence on the sample output correlation function, which is the basis of most time-domain OMA
techniques including SSI, was analyzed analytically. The influence on the accuracy of the identified
modal parameters was investigated in a simulation example and a full-scale application of the six-span
railway viaduct. The following conclusions can be drawn from this study.

When all identification assumptions are satisfied, the estimation error of the output correlation
sequence decreases when the measurement duration increases, and the ratio between the maximum of
the free vibration response and the RMS value of the ambient response increases. The positive influence
of the initial conditions is more pronounced for short data sequences. The results of the simulation exam-
ple provide a way to decide, for a given free/ambient response ratio, what the measurement duration
needs to be in order to reach the desired estimation accuracy.

The OMA of the Jalón viaduct shows that both purely ambient and combined free–ambient data
provide reliable experimental modal results. Because the purely ambient response is narrow banded
in the frequency domain, the higher bending and torsion modes could only be extracted from the
combined free–ambient data, which were obtained immediately after a train passage.
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