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ABSTRACT

This study investigates the role of the parameterized boundary layer structure in hurricane intensity

change using two retrospective HWRF forecasts of Hurricane Earl (2010) in which the vertical eddy dif-

fusivity Km was modified during physics upgrades. Earl undergoes rapid intensification (RI) in the low-Km

forecast as observed in nature, while it weakens briefly before resuming a slow intensification at the RI

onset in the high-Km forecast. Angular momentum budget analysis suggests that Km modulates the con-

vergence of angular momentum in the boundary layer, which is a key component of the hurricane spinup

dynamics. Reducing Km in the boundary layer causes enhancement of both the inflow and convergence,

which in turn leads to stronger and more symmetric deep convection in the low-Km forecast than in the

high-Km forecast. The deeper and stronger hurricane vortex with lower static stability in the low-Km

forecast is more resilient to shear than that in the high-Km forecast. With a smaller vortex tilt in the low-Km

forecast, downdrafts associated with the vortex tilt are reduced, bringing less low-entropy air from the

midlevels to the boundary layer, resulting in a less stable boundary layer. Future physics upgrades in op-

erational hurricane models should consider this chain of multiscale interactions to assess their impact on

model RI forecasts.

1. Introduction

The vertical shear of the environmental wind is rec-

ognized to be a key parameter regulating the intensity

and intensity change of tropical cyclones (TCs) (e.g.,

DeMaria 1996; Kaplan and DeMaria 2003; Zhang and

Tao 2013; Kaplan et al. 2015). The TC vortex and en-

vironmental shear interaction has been extensively

studied by both numerical simulations and observations.

Several key mechanisms have been identified to be re-

sponsible for shear-induced variation of TC intensity:

balanced-dynamical adjustment of a TC vortex to

shear-induced vortex tilt (e.g., Jones 1995, 2000; Reasor

and Montgomery 2001, 2015), growth of convective

asymmetry in the TC eyewall region (e.g., Frank and

Ritchie 2001; Ritchie and Frank 2007; Guimond et al.

2010; Jiang 2012), asymmetric organization of TC

eye–eyewall mesovortices (e.g., Schubert et al. 1999;

Braun et al. 2006; Braun and Wu 2007; Reasor et al.

2009), ventilation of the TC warm core (e.g., Simpson

and Riehl 1958; Tang and Emanuel 2012), and mod-

ulation of the boundary layer entropy by asymmetric

convective downdrafts tied to vortex tilt (e.g., Shelton

and Molinari 2009; Riemer et al. 2010; Zhang et al.

2013; Zawislak et al. 2016; Nguyen et al. 2017; Wadler

et al. 2018).

The abovementioned mechanisms typically help re-

veal how and why TCs weaken in a sheared environ-

ment. Nonetheless, TCs that are experiencing relatively
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moderate shear (typically defined as a difference of;5–

10ms21 between 850 and 200 hPa) occasionally undergo

rapid intensification (RI; e.g., Molinari and Vollaro 2010;

Nguyen and Molinari 2012). Reasor and Eastin (2012)

showed that Hurricane Guillermo (1997) underwent RI

in a shear of ;8ms21, emphasizing Guillermo’s resil-

ience to explain how it underwent RI in this shear envi-

ronment. Hurricane Earl (2010) was another TC that

underwent RI under moderate shear (;6ms21). The

evolution of the convection of Earl has been studied by

Rogers et al. (2015) usingDoppler radar data. They found

that RI onset occurred once a cluster of deep convection,

termed ‘‘convective bursts’’ in that study, became located

in the upshear-left quadrant of Earl. A similar result

for Earl was found using ground-based lightning data

(Stevenson et al. 2014) and passive microwave satellite

data (Susca-Lopata et al. 2015). During this same time

period of convective bursts, the vortex of Earl became

aligned between 2- and 8-km altitude, suggesting that

alignment was a precursor to RI onset. Chen and

Gopalakrishnan (2015), in a modeling study of Earl,

also focused on the azimuthal distribution of convective

bursts during RI. They emphasized the role of asym-

metric convective bursts in the warm-core development

and the linkage to the central pressure drop of Earl.

Recently, Zawislak et al. (2016) and Rogers et al.

(2016) also highlighted the importance of the azimuthal

location of deep convection on the intensification of

Hurricane Edouard (2014) using extensive aircraft and

satellite observations, finding again that a key feature

distinguishing a period of intensification in Edouard

was the presence of deep convection on the upshear-

left side.

It is also well known that the TC boundary layer plays

an important role in changes of TC intensity and struc-

ture (e.g., Emanuel 1995; Braun and Tao 2000; Nolan

et al. 2009; Sitkowski and Barnes 2009; Smith and

Thomsen 2010; Kepert 2012; Bryan 2012; Cione et al.

2013; Zhu et al. 2014; Kilroy et al. 2016; Bu et al. 2017;

Williams 2017; Zhang and Pu 2017). Convergence in

the boundary layer governs the radial location of up-

drafts and deep convection, which has been identified as

an important mechanism for TC intensification (e.g.,

Miyamoto and Takemi 2015; Rogers et al. 2015, 2016;

Zhang et al. 2017) from theoretical studies that consider

the efficiency of diabatic heating in producing temper-

ature changes (and, from balance considerations, TC

intensification) (Shapiro andWilloughby 1982; Schubert

and Hack 1982; Nolan et al. 2007). When deep convec-

tion is located in the region of high inertial stabil-

ity inside the radius of the maximum wind speed

(RMW), the TC typically intensifies at a faster rate

than when deep convection is located outside the

RMW (e.g., Vigh and Schubert 2009; Pendergrass and

Willoughby 2009; Rogers et al. 2013).

Smith and Montgomery (2016) noted limitations

in the above theoretical argument and proposed an

alternate explanation for why the radial location of

deep convection relative to the RMW is crucial for TC

intensification. They argued that angular momentum

surfaces can be advected inward toward the TC center in

the boundary layer if deep convection is located inward

from the RMW. Following a similar line of reason-

ing, angular-momentum convergence in the frictional

boundary layer and its role in TC intensification was

the focus of several studies (e.g., Smith et al. 2009;

Montgomery et al. 2014; Sanger et al. 2014;Montgomery

and Smith 2014; Smith et al. 2017) that argued that

agradient forcing in the boundary layer helps spin up a

TC vortex when the inflowing air radially advects ab-

solute angular momentum at a rate that exceeds that

removed by the frictional torque, which is referred to as

the boundary layer spinup mechanism.

Although substantial efforts have been made to im-

prove operational TC models in order to advance their

skills for track and intensity forecasts (Gopalakrishnan

et al. 2013; Tallapragada et al. 2014), it remains a chal-

lenging task to accurately forecast TCs undergoing RI

(Kaplan et al. 2015), likely because of the continued

poor representation of the abovementioned physical

processes in the models. As part of the Hurricane Fore-

cast Improvement Project (HFIP; Gall et al. 2013), a

recent upgrade of the boundary layer physics in the

operational Hurricane Weather Research and Fore-

casting (HWRF) Model was completed. One of these

upgrades was the vertical eddy diffusivity Km in the

planetary boundary layer (PBL) scheme, which was re-

duced to be more consistent with airborne in situ ob-

servations given by Zhang et al. (2011) and Zhang and

Drennan (2012). Zhang et al. (2017) studied the impact

of this improvement on RI prediction, showing sub-

stantially improved RI detection. They also showed that

TCs in HWRF forecasts with this reduced Km tend to

retain stronger inflow in a shallower boundary layer at

RI onset. Deeper and stronger updrafts (i.e., deep con-

vection) are shown to be farther inward from the RMW

at the RI onset, which is consistent with stronger

boundary layer convergence in the HWRF forecasts

with smaller Km than with larger Km.

Note that Zhang et al. (2017) only focused on model

diagnostics of the axisymmetric TC structure using a

composite approach due to computational limitations.

As a follow-up to Zhang et al. (2017), the present study

evaluates the role of the parameterized boundary layer

structure in modulating the asymmetric TC structure

associated with RI. A case study approach is used here
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instead, to analyze two HWRF retrospective forecasts

of Hurricane Earl (2010), a TC that underwent RI in

moderate shear. Building upon previous studies on TC

and shear interactions, the objective of this case study is

to further explore why changes in the boundary layer

structure led to a different evolution of deep convec-

tion and vortex tilt and evaluate their feedback to the

boundary layer and in turn TC intensification. Specifi-

cally, we intend to address the following questions:

1) How does Km affect the radial advection of angular

momentum in the boundary layer and its relative role

in vortex spinup?

2) How does Km-induced change in the boundary layer

structure affect the distribution of deep convection

and RI?

3) How does Km influence the evolution of vortex tilt

and its feedback to boundary layer thermodynamics?

4) How does Km influence the distribution of surface

enthalpyfluxes and theboundary layer recoveryprocess?

2. HWRF forecasts of Hurricane Earl (2010)

Asmentioned earlier, the HWRF retrospective forecasts

are used to study the impact of parameterized boundary

layer structure on hurricane intensity change. The de-

scription of the HWRF Model and retrospective forecasts

parallels that of Zhang et al. (2015, 2017) in the next two

paragraphs with minor modification. The HWRF system

was initially developed at the Environmental Modeling

Center (EMC) of the National Weather Service (NWS).

During the past eight years, joint development of HWRF

was also accomplished at the Hurricane Research Division

(HRD) in collaboration with EMC as part of HFIP. Below

we only briefly describe the PBL scheme of the version

(V3.7) of HWRF used in this study, while descriptions of

other components of the model physics as well as the initial

and boundary conditions can be found inTallapragada et al.

(2014) and Zhang et al. (2015).

The PBL scheme used here is essentially a modified

version of the Medium-Range Forecast (MRF) scheme

(Troen andMahrt1986) that has been used in the Global

Forecast System (GFS) for more than a decade. In this

scheme, turbulent fluxes in the boundary layer are pa-

rameterized byKm following the standard downgradient

assumption (Hong and Pan 1996; Gopalakrishnan et al.

2013; Zhang et al. 2015), in which Km has the form of

K
m
5 k(u*/S)z[a(1–z/h)2] , (1)

where k 5 0.4 is the Von Kármán constant; a is a pa-

rameter controlling the magnitude and shape of Km,

which was added to the PBL scheme of HWRF in 2012;

u* is the frictional velocity; S is the surface layer stability

function; z is the height; and h is the boundary layer

height that is defined based on a critical Richardson

number. Note that Km calculated using a 5 0.5 better

matches with observational estimates given by Zhang

et al. (2011) and Zhang and Drennan (2012) than that

calculated using a 5 1 as in the earlier version of the

HWRF Model [see Fig. 1 of Zhang et al. (2017)], not-

withstanding the limitations of this a method as detailed

by Zhang et al. (2012, 2015, 2017). We note also that

Braun and Tao (2000) are the first who have pointed out

that the boundary layer is too diffusive in hurricane sim-

ulations with the MRF-type PBL scheme. Other numer-

ical studies (e.g., Smith and Thomsen 2010; Kepert 2012)

also pointed out the limitation of using the MRF-type

PBL scheme to simulate the TC boundary layer structure.

As detailed by Zhang et al. (2015), two sets of

HWRF retrospective forecasts of over 100 cases were

conducted by EMC with a 5 0.5 (referred to as low-Km

hereafter) and a5 1 (referred to as high-Km hereafter),

FIG. 1. Time series of (a) the storm intensity in terms of the

maximum surface wind speed, (b) maximum azimuthally aver-

aged tangential wind speed Vt, and (c) minimum azimuthally

averaged radial wind speed, from twoHWRF forecasts of Hurricane

Earl (2010) initialized at 1200 UTC 27 Aug 2010 with high-Km

and low-Km boundary layer physics. The black line indicates the

intensity divergence point at t 5 54 h.
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respectively. These forecasts were run in a cycling

mode,1 using the same initial conditions at the first

forecast of Earl boundary conditions, and the same

physics, except for this a parameter in the PBL

scheme. In this study, we focus on analyzing two

HWRF forecasts of Hurricane Earl (2010) that are

initialized at 1200 UTC 27 August 2010: one from

high-Km and the other from low-Km forecasts. The

storm intensity from these two forecasts, as measured

by the peak 10-m wind speed (Vmax), is shown in

Fig. 1a. The storm intensity is similar between the two

forecasts in the first 36 h, remaining nearly steady

state. After that time, the storm in both forecasts slowly

intensifies. However, the intensity forecast shows a bi-

furcation (i.e., divergence in intensity forecast) at ;54h,

when the storm in the high-Km forecast weakens briefly

before resuming a slow intensification, while the storm

keeps intensifying in the low-Km forecast until reaching its

maximum intensity at 84h. The intensity forecast from

low-Km closely follows thebest-track intensity.Theevolution

of the maximum azimuthally averaged tangential velocity

(max,Vt.) and minimum radial velocity (min,Vr.; i.e.,

inflow strength) in the eyewall is shown in Figs. 1b and 1c,

respectively, indicating that both the primary and secondary

circulations of Earl develop much faster in the low-Km

forecast than in the high-Km forecast, consistent with the

intensity forecasts. Prior to the intensity divergence point, the

axisymmetric vortex, as measured by the azimuthal mean

tangential velocity, is weaker and shallower in the high-

Km forecast than in the low-Km forecast (Figs. 2a and

2b). Furthermore, the inflow is much stronger in the

low-Km forecast than that in the high-Km forecast in the

boundary layer (Figs. 2c and 2d).

FIG. 2. The radius–height plot of the (a),(b) azimuthally averaged tangential wind speed and (c),(d) radial wind

speed during the period of 48–53 h in (left) high-Km forecast and (right) low-Km forecast. The black dashed lines in

(a) and (b) denote contours of 64 and 34 kt, respectively. The black line in (c) and (d) denotes the inflow layer depth

defined as the height of 10% peak inflow.

1A cycling mode means the HWRF Model was run every 6 h

from the initial time of the forecast. At each cycle, vortex initiali-

zation and data assimilation were turned on, which makes the

initial intensity of the storm the same but the vortex structure could

be different.
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3. Angular momentum budget

We first look into mechanisms that may dynamically

contribute to the difference in the intensity change between

the high-Km and low-Km forecasts of Hurricane Earl.

Budget analyses of the absolute angular momentum (M5

rVt 1 2fr2, where r is radial distance and f is the Coriolis

frequency) are conducted. Note that the method and de-

scription of the angular momentum budget parallels that

given by Zhang and Marks (2015) in the following three

paragraphs.

The budget equation of the azimuthally averaged M

tendency has the form of

›hMi

›t
52hV

r
i
›hMi

›r
2 hwi

›hMi

›z

2

�

V 0
r

›M0

›r

�

2

�

w0 ›M
0

›z

�

1F
r
, (2)

where w is the vertical velocity. The bracket represents

an azimuthal average at a given height, and the prime

represents a departure from the azimuthal mean (or

FIG. 3. The radius–height plot of the terms in the absolute angular momentum (M) budget for the (left) high-Km

and (right) low-Km forecast during a period (48–50h). The budget terms consist of (a),(b) the local rate of change of,M.;

(c),(d) the total mean advection of ,M.; (e),(f) the sum of the eddy transport of ,M0
.; and (g),(h) the friction term Fr.

Theblack line denotes the radius ofmaximumazimuthally averaged tangentialwind speed.Note that the residual termequals

the tendency term minus the sum of the mean and eddy transport terms. All terms are expressed in units of 106m2 s21h21.
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‘‘eddy’’ term). Here, the three velocity components are

storm relative. Terms on the right-hand side of Eq. (2)

are the mean radial advection of ,M., the mean ver-

tical advection of ,M., the radial eddy transport of

,M., the vertical eddy transport of ,M., and the

residual term (Fr), respectively. Of note, the residual

term, Fr, includes both the vertical and horizontal dif-

fusion associated with subgrid turbulent processes. Al-

though diffusive terms are not explicitly output, budget

analyses based on a research version of HWRF with the

same setup in the operational version as used in this

study confirmed that the terms are balanced (Smith et al.

2017; Leighton et al. 2018). Note also that Eq. (2) follows

the absolute angular momentum budget given by Smith

et al. (2009) except the eddy transport terms are in-

cluded here as well.

We first look into the role of mean and eddy trans-

port terms in the total ,M. budget that is affected by

the change inKm. For simple comparison purposes, the

tendency of ,M., the total mean and eddy transport

of ,M., and the Fr term are shown in Fig. 3 from the

high-Km (left panels) and low-Km (right panels) fore-

casts. Here, all the budget terms shown in Fig. 3 are

averaged over the period of 48–50 h. The ,M. ten-

dency is generally larger in the low-Km forecast than in

the high-Km forecast (Figs. 3a and 3b) consistent with

the intensity forecasts. In addition, the ,M. tendency

in the low-Km forecast is mostly positive, while that in

the high-Km forecast has a layer of negative values over

positive values. The low-Km tends to spin up the flow

everywhere outside of the eye, and particularly at low

levels at the RMW, while high-Km only spins up low to

midlevels outside of the RMW.

In both high-Km and low-Km forecasts, the total mean

advection term contributes more to the total tendency of

,M. than the eddy advection term in the boundary

layer. However, the mean advection term is sub-

stantially larger in the low-Km forecast than in the

high-Km forecast (Figs. 3c,d), especially in the boundary

layer, which is mainly due to the stronger low-level

inflow induced by the smaller Km in the low-Km fore-

cast. The result of the eddy contribution to the total

,M. in the two forecasts is consistent in producing a

positive tendency along the eyewall at the mid- to

upper levels while producing a negative tendency at

lower levels in the eyewall region. The eddy term in

the high-Km (Fig. 3e) forecast is more positive inside

the RMW at 3–10-km altitude, than the low-Km

(Fig. 3f) forecast, while it is more negative below

3-km altitude inside the RMW.

Note that the spinup of the vortex in the boundary

layer due to the positive mean advection of ,M. is

mainly from the radial advection of ,M.. The radial

advection of,M. exceeds the boundary layer diffusion

caused by subgrid processes in the low-Km forecast when

the storm intensifies, which is consistent with the spinup

theory of Smith et al. (2009) that emphasized the im-

portance of the boundary layer spinup mechanism. The

stronger boundary layer inflow induced by smaller Km

makes the radial advection of high ,M. much larger

and the spinup of the storm much faster in the low-Km

forecast than in the high-Km forecast.

4. Distribution of deep convection

Next, we evaluate the impact ofKm on the distribution

of deep convection (hereafter referred to as convective

bursts).2 The evolution of the mean radial location of

burstswithin 200km from the storm center and the radius of

azimuthally averaged maximum wind speed at 2-km alti-

tude (RMW) is shown in Fig. 4. It is evident that the mean

radial location of the bursts ismostlywithin theRMWin the

low-Km forecast,while it is outside theRMWin thehigh-Km

forecast, especially after the intensity divergence point (t5

54) of the intensity forecast (Fig. 1a). The count of con-

vective bursts 6h before the intensity divergence point

(t 5 54) as a function of radius to the storm center nor-

malized by the RMW is shown in Figs. 5a and 5b, re-

spectively, for the high-Km and low-Km forecasts. Here,

we break the bars into three groups showing the

FIG. 4. Time evolution of the mean radius of convective bursts

and the radius of maximum wind speed (RMW) at 2 km for the

(a) high-Km and (b) low-Km forecasts of Hurricane Earl (2010).

2We define a convective burst as locations where the maximum

vertical velocity in the vertical column of each model grid point

is.3m s21, following previous modeling studies (Chen and Zhang

2013; Chen and Gopalakrishnan 2015).

858 MONTHLY WEATHER REV IEW VOLUME 147

Unauthenticated | Downloaded 08/17/22 12:24 AM UTC



number of bursts below 4 km, between 4 and 8 km, and

above 8 km. The majority of the bursts are located at

and inside the RMW (0.5–1 RMW) for the low-Km

forecast, but most of the bursts are located outside the

RMW (1–2 RMW) for the high-Km forecast, especially

for the bursts at higher altitudes. This result in the low-

Km forecast is consistent with burst observations of

Hurricane Earl documented by Rogers et al. (2015)

and supports the theoretical argument of Smith and

Montgomery (2016).

The azimuthally averaged diabatic heating rate in the

low-Km forecast is found to be much larger, and more

radially concentrated, than that in the high-Km forecast,

especially inside the RMW (Figs. 5c and 5d). In-

terestingly, in both the low-Km and high-Km forecasts,

the largest azimuthally averaged diabatic heating is lo-

cated mainly inside the low-level RMW, while the mean

burst location is different. The radial location of the

maximum diabatic heating may be tied to that of the

maximum boundary layer convergence. It is evident

from Figs. 5e and 5f that the peak boundary layer con-

vergence is located inside the low-level RMW in both

forecasts, which is shifted slightly inward in the

low-Km forecast. Themagnitude of the peak azimuthally

averaged boundary layer convergence is much larger

in the low-Km forecast than in the high-Km forecast

FIG. 5. The plot of the number of convective bursts as a function of radius normalized byRMWat 2 km for (a) high-Km

and (b) low-Km forecasts during the period between 48 and 53 h of forecast time; the azimuthally averaged diabatic

heating averaged during this period as a function of radius normalized by RMWat 2 km for (c) high-Km and (d) low-Km

forecasts, and the azimuthally averaged divergence averaged during this period as a function of radius normalized by

RMWat 2 km for (e) high-Km and (f) low-Km forecasts. The burst counts are grouped into three groups showing the burst

distribution below 4km (green), between 4 and 8 km (blue) and above 8 km (red).
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(Figs. 5e and 5f), which correlates well with the peak

diabatic heating.

We note that diabatic heating depends on the total

mass flux in the eyewall, and convective bursts contribute

only a fraction of the total mass flux. Braun (2002) showed

that about half of the upward mass flux in his case was as-

sociated with updrafts less than 3ms21 (see their Fig. 11),

whileRogers (2010) found that the bulk of the upwardmass

flux in Hurricane Dennis (2005) was also accomplished by

weak to moderate strength drafts. Thus, the difference in

the magnitude of the diabatic heating inside the low-level

RMW between the low-Km and high-Km forecast may be

due to differences in the strength of the updrafts including

the weaker updrafts that are not classified as bursts. The

weaker boundary layer convergence and inflow lead to

weaker updrafts exiting the boundary layer in the high-Km

forecast. In addition, diabatic heating–induced second-

ary circulation above the boundary layer is smaller in the

high-Km forecast according to the conventional hurri-

cane spinup mechanism (Ooyama 1969; Smith et al.

2009) because both the magnitude and the radial and

vertical gradients of the diabatic heating rate are smaller

in the high-Km forecast than in the low-Km forecast.

The radial distribution of the burst counts may also

be impacted by the altitude of the bursts/slope of the

eyewall. It is evident from Figs. 5c and 5d that the

symmetric diabatic heating rate is substantially higher

outside the RMW above 8-km altitude in the high-Km

forecast compared with the low-Km forecast. These dif-

ferences in symmetric diabatic heating are generally con-

sistentwith the burst distributions as a function of altitude as

seen in Figs. 5a and 5b. The fact that the bursts tend to stay

outside the low-level RMW may be due to the more

outward-sloped eyewall relative to the low-level RMW in

the high-Km forecast compared with the low-Km forecast.

Furthermore, the difference in the magnitude of the

symmetric diabatic heating rate above 8kmmay also be tied

to the difference in the azimuthal distribution of the bursts

in the two forecasts. The horizontal view of the convective

bursts indicates that the azimuthal distribution of the bursts

in the eyewall region (;r/RMW5 1) is more symmetric in

the low-Km forecast than in the high-Km forecast (Fig. 6),

resulting in a greater projection of diabatic heating onto the

azimuthal mean for low-Km from the convective bursts.

In the low-Km forecast of Hurricane Earl (2010), the

majority of the inner-core bursts are mostly located in the

downshear (tilt) direction to left of shear, while the bursts

are mainly located in the downshear (tilt) direction in the

high-Km forecast. Here, we define the vortex tilt as the

displacement of the storm center3 from 1 to 8km. It is

evident from Fig. 6 that there are many more bursts lo-

cated on the upshear side of the storm in the low-Km

forecast than in the high-Km forecast. The observational

study of Earl by Stevenson et al. (2014) noted the pres-

ence of lightning in the upshear region starting just before

FIG. 6. Horizontal view of burst locations during the period between 48 and 53 h of forecast time for (a) high-Km

and (b) low-Km forecasts. The red arrow indicates the shear direction. The green arrow indicates the tilt direction.

Note that magnitude of the tilt is ;0.7 RMW for high-Km and is ;0.4 RMW for low-Km forecasts.

3Here, the storm center is defined as the centroid of sea level

pressure (e.g., Braun 2002; Wang 2007; Nguyen et al. 2014). Other

methods such as using theminimum sea level pressure and centroid

of vorticity to compute the storm center give similar tilt magnitude

in this case study.
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RI, while the observational study of Hurricane Edouard

(2014; Rogers et al. 2016) also noted deep convection on

the upshear side before and during rapid intensification.

The more symmetric distribution of deep convection in

the low-Km forecast is expected to favor vortex alignment

(shown later in section 5). In a similar manner as in

Hurricane Earl, Munsell et al. (2017) showed that vortex

alignment generally occurred just prior to RI in Hurri-

cane Edouard in their ensemble simulations.

The azimuthal distribution of the bursts is found to

be correlated to that of the boundary layer entropy

(i.e., equivalent potential temperature ue) and inflow.

Figure 7 shows that both the low-level (,1 km) ue and

inflow are more symmetric in the low-Km forecast than

in the high-Km forecast in the eyewall region (0.75 ,

r* ,1.25). Note that the degree of asymmetry is quan-

tified based on the same asymmetric metric as that

used by Reasor et al. (2013) (i.e., the azimuthal standard

deviation of a fieldwithin the prescribed radial band). The

azimuthal standard deviation of ue averaged below 1-km

altitude is 0.67K in the high-Km forecast versus 0.53K in

the low-Km forecast. The azimuthal standard deviation of

the inflow averaged below 1-km altitude is 4.4ms21 in the

high-Km forecast versus 3.3ms21 in the low-Km forecast.

As the boundary layer moisture is the main energy source

to maintain the deep convection, a more symmetric dis-

tribution of low-level ue favors more evenly distributed

deep convection in the low-Km forecast. The stronger and

more symmetric boundary layer inflow in the low-Km

forecast can bring higher entropy air into the eyewall

before turning to upward motion inside the RMW,

favoring the development of convection in the low-Km

forecast. We will show later that both convective down-

drafts (in section 5) and surface fluxes (in section 6)

modulate the azimuthal distribution of low-level ue in re-

sponse to the change in Km.

5. Vortex tilt and feedback to boundary layer

thermal structure

Previous studies have suggested that vortex tilt is an

important aspect of sheared storms (e.g., Jones 1995;

Reasor et al. 2000). Figure 8a shows the evolution of

the vortex tilt magnitude and direction from the two

Earl forecasts. Themagnitude of the tilt in the high-Km

and low-Km forecasts is comparable before 47 h with

tilt magnitude ranging from 40 to 80 km. After this

time, the tilt relaxes to ;15 km in the low-Km forecast

FIG. 7. Azimuth–height plot of (left) equivalent potential temperature ue and (right) radial velocity Vr averaged

in a period of 48–53 h at the radial band of 0.75–1.25r* from (a),(b) the high-Km forecast and (c),(d) the low-Km

forecast. The dotted lines represent the upshear direction. The azimuth 08 5 north of the TC center, 908 5 east,

1808 5 south, and 2708 5 west.
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and stays nearly constant thereafter. However, the tilt

in the high-Km forecast oscillates from 15 to 60 km

with a period of approximately 30 h in a tilt precession

process. It is at around the intensity divergence point

(t 5 54 h) of the intensity forecasts for high-Km and

low-Km that the vortex tilt magnitude becomes dif-

ferent in these two forecasts. The direction of tilt for

each forecast mainly stays close to the downshear di-

rection (Fig. 8b).

The difference in the tilt evolution can be attributed to

the vortex-scale structural difference between the two

forecasts. As mentioned earlier, before the intensity

divergence point, the vortex of Earl is stronger and

deeper in the low-Km forecast than in the high-Km

forecast (cf. Fig. 2), which makes it more resilient to the

wind shear in the low-Km forecast according to the

hurricane vortex-alignment theory given by Reasor and

Montgomery (2001). The oscillation noted in the vortex

tilt magnitude in the high-Km forecast can also be ex-

plained by theory. Jones (1995) also showed that the tilt

magnitude during precession is larger for smaller and

weaker hurricane vortices.

FIG. 8. Plot of vortex tilt (a) magnitude and (b) direction as a function of forecast time for high-Km and low-Km forecasts of Hurricane

Earl (2010). Here the vortex tilt is defined as the storm center displacement from 1 to 8 km, and the storm center is defined as the location

of theminimumhorizontal wind speed. The shear magnitude and direction are also shown in the lines with circles. The azimuth 08 5 north

of the TC center, 908 5 east, 1808 5 south, and 2708 5 west.
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The static stability of a TC vortex is also linked to the

vortex tilt evolution according to previous studies on

tilt dynamics (Jones 1995; Schecter et al. 2002;

Schecter 2015; Reasor and Montgomery 2015). For

instance, Jones (1995) pointed out that, from a quasi-

geostrophic point of view, vortex tilt decreases with

increasing penetration depth of a potential vorticity

anomaly, and the penetration depth is inversely cor-

related with the static stability. Both dry balance (Reasor

et al. 2004) and moist balance theory (Schecter 2015;

Reasor and Montgomery 2015) for vortex alignment

pointed out that the static stability affects the efficiency of

the vortex–Rossby wave damping mechanism for

vortex tilt reduction. The decrease in the static sta-

bility would favor the reduction in tilt magnitude from

these abovementioned theoretical studies. Figure 9

shows the static stability (N2) averaged in the eyewall

region (0.75 , r* ,1.25) in the mid- to upper tropo-

sphere (i.e., between 6- and 16-km altitude) as a

function of forecast time. The atmosphere is much

more stable in the high-Km forecast than in the low-

Km forecast, especially after the intensity divergence

point, which makes the vortex more vulnerable to

shear than the vortex in the low-Km forecast, consis-

tent with the vortex alignment theories. It is likely that

the reduction of the static stability in the low-Km

forecast is due to the enhancement of moist con-

vection following the argument of Schecter and

Montgomery (2007).

As discussed by Riemer et al. (2010, 2013), vortex tilt

could lead to downdraft cooling and an associated re-

duction in ue in the boundary layer outside the RMW

along the direction of vortex tilt. This boundary layer

thermodynamic response is evaluated in the high-Km and

low-Km forecasts ofHurricaneEarl (2010).With larger tilt

in the high-Km forecast than in the low-Km forecast after

the intensity divergence point (t 5 54h), air with much

lower ue is seen in both the azimuthally averaged field

(Fig. 10) and the horizontal view (Fig. 11) in the high-Km

forecast. It is evident from Figs. 10a and 10c that the lower

values of ue penetrate to the boundary layer in the eyewall

region fromabove after the large tilt occurs in the high-Km

forecast after the intensity divergence point (t 5 54h) of

the intensity forecasts. On the other hand, the difference

in the boundary layer ue between the two periods (48–53

and 54–59h) is small in the low-Km forecast, likely due to

the nearly aligned vortex (Figs. 10b and 10d).

Figure 11 further illustrates the substantial difference in

low-level ue between high-Km and low-Km forecasts, in

that there is a much larger area of low values of ue that are

collocated with stronger downdrafts in the high-Km fore-

cast than in the low-Km forecast. Riemer et al. (2010, 2013)

also found a persistent region of downdrafts associated

with an asymmetric convective band outside the eyewall

region, and this band is tied to asymmetric boundary layer

convergence resulting from the outer vortex tilt (Riemer

2016; Riemer and Laliberte 2015). Note that this type of

shear-relative ue asymmetry in the Earl forecasts is also

seen in the dropsonde composite analysis (Zhang et al.

2013) and individual observational studies of sheared TCs

(Zawislak et al. 2016; Nguyen et al. 2017).

6. Air–sea fluxes and boundary layer recovery

In addition to vortex tilt and convective asymmetry

mentioned above, surface flux is another factor that

influences the distribution of the boundary layer ue. The

total enthalpy fluxes (i.e., the sum of sensible heat and

latent heat fluxes) in the high-Km forecast (Figs. 12a and

12c) are compared to those in the low-Km forecast

(Figs. 12b and 12d) for the two periods: 6 h before and

after the intensity divergence point (t 5 54h). Before

this point, the enthalpy fluxes are of a higher magnitude

and cover a broader area in the low-Km forecast than in the

high-Km forecast. The enthalpy flux is more symmetric in

the low-Km forecast than in the high-Km forecast, sup-

porting the more symmetric boundary layer ue seen in the

low-Km forecast. This larger and more symmetric flux

pattern and ue distribution support the more symmetric

deep convection (cf. Fig. 6), likely driven by a more sym-

metric and intense vortex, which is consistent with the

numerical simulations of Onderlinde and Nolan (2016).

In the first period (t 5 48–53h), the vortex tilt is rel-

atively small (;15km) for both the low-Km and high-Km

forecasts. The flush of low-ue air from the midlevels to

FIG. 9. The plot of the static stability N2 averaged in the eyewall

region (0.75 , r*,1.25) between 6- and 16-km altitude as a func-

tion of forecast time for the high-Km forecast (blue) and low-Km

forecast (red). The black line indicates the intensity divergence

point at t 5 54 h.
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the boundary layer through convective downdrafts as-

sociated with the tilt is similar when the tilt magnitude is

similar (cf. Fig. 11). Thus, the difference in boundary

layer thermal structure between the two forecasts is

largely due to the difference in surface fluxes during this

period (t 5 48–53h), assuming all else remains equal.

When surface fluxes become larger, the boundary layer

becomes warmer and moister, leading to larger ue. As

the ue increases, the air–sea thermal contrast becomes

small, so that the enthalpy flux stops increasing with the

increasing wind speed in the low-Km forecast in the

second period (t 5 54–59 h). In addition, there is less

modification of ue caused by tilt-induced convective

downdrafts in the low-Km forecast than in the high-Km

forecast during the second period as the tilt is small in

the low-Km forecast during this period.

On the other hand, in the high-Km forecast, large tilt

causes more flush of low-ue air from midlevels to the

boundary layer and surface layer (cf. Fig. 11); the low-ue
air then helps increase the air–sea thermal contrast in

the high-Km forecast, so that the peak enthalpy flux

becomes as large as that in the low-Km forecast despite

the weaker surface wind speed in the high-Km forecast.

The question is: Are these enthalpy fluxes during the

second period of sufficient magnitude such that the

downdraft ue in the upshear-left quadrant recovers to

ambient nondowndraft values by the time the air rea-

ches the downshear-right quadrant?

A simple ue budget analysis following Molinari et al.

(2013) and Zhang et al. (2013, 2017) suggested that in

the eyewall region (r* ; 1, where r* 5 r/RMW, and r

is the radius), surface enthalpy fluxes are enough to

FIG. 10. The radius and height plot of the azimuthally averaged equivalent potential temperature ue averaged

during two periods: t 5 48–54 h and t 5 54–59 h for the (left) high-Km and (right) low-Km forecasts of Hurricane

Earl (2010). The black lines show the contours of 345 and 355K. The black arrow indicates the penetration of low ue
from the midlevel to the boundary layer.
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recover the increase of ue from the upshear-left quadrant

to the downshear-right quadrant for both the low-Km

and high-Km forecasts assuming air parcel travels along

the RMW (see the detailed calculation in the appendix

and in Table 1). However, when air travels inward from

the outer-core region (r ; 3r*) to the eyewall following

an inflow trajectory, surface enthalpy fluxes are not

enough to recover the increase of low ue from the

upshear-left quadrant to the downshear-right quadrant

in the high-Km forecast, while the enthalpy fluxes are

large enough for the recovery of ue deficit in the low-Km

forecast (see the detailed calculation in the appendix

and in Table 2). This is partly because enthalpy fluxes

are comparable to each other in the eyewall region,

but the enthalpy fluxes are much smaller in the high-Km

forecast than in the low-Km forecast in the outer

radii (Fig. 12). At the same time, the flush of low-ue air

from above is much less in the low-Km forecast than

in the high-Km forecast because of a smaller tilt after

the intensity divergence point (cf. Fig. 10). This is why

the boundary layer entropy is much larger and more

symmetrically distributed in the low-Km forecast than

in the high-Km forecast during the second period (t 5

54–59 h).

7. Discussion and conclusions

This study evaluated the role of parameterized

boundary layer structure in TC intensity change in a

sheared environment using HWRF retrospective fore-

casts. Following our previous study on the impact of

Km on the axisymmetric structure at the RI onset using

FIG. 11. Horizontal view of the equivalent potential temperature (ue, shading) at the height of 100m and vertical

velocity at the height of 1.5 km (contours) at (a),(b) t 5 50 h and (c),(d) t 5 57 h for the (left) high-Km and (right)

low-Km forecasts. The black arrow shows the shear direction. Note that only downward motion (negative vertical

velocity) is shown with a contour interval of 0.2m s21.
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a composite approach, the present study used a case

study approach to investigate how Km also affects the

asymmetric structure and the intensity change in two

HWRF forecasts of Hurricane Earl (2010). Here, we

focused on the impact of Km on four physical processes

that are related to RI: 1) angular momentum conver-

gence, primarily by the mean flow; 2) location of con-

vective bursts; 3) vortex tilt/precession; and 4) air–sea

fluxes and PBL recovery, which is related to the tilt

evolution. Our result suggests that the higher Km leads

to weaker inflow and convergence, and weaker updrafts

at larger radii, resulting in a weaker vortex that is then

more prone to tilting and negative thermodynamic

feedbacks to the boundary layer. Here, the direct impact

of Km is the change in the boundary layer inflow and

convergence; other impacts of this change can be con-

sidered as indirect impacts. The angular momentum

budget analysis indicates that the convergence of

angular momentum in the boundary layer that is the key

dynamical process for vortex spinup is much larger in

the low-Km forecast than in the high-Km forecast.

The case study also indicates that the parameterized

boundary layer structure can modulate the convective

processes in terms of the location of the convective

bursts. The radial locations of the bursts are modu-

lated by the boundary layer response to changes in Km.

FIG. 12. Horizontal view of surface enthalpy flux (Wm22) averaged during (a),(b) t5 48–53 h and (c),(d) t5 54–

59 h for (left) high-Km and (right) low-Km forecasts of Hurricane Earl (2010). The black arrow shows the shear

direction.

TABLE 1. A summary of the averaged values along the parcel trajectory used in Eqs. (A1)–(A4) for the boundary layer recovery of the

eyewall region (r; 1RMW): Fq is the latent heat flux (Wm22), FH is the sensible heat flux (Wm22),TLCL is the temperature at the level of

lifting condensation (K), ue is the equivalent potential temperature (K), u is the potential temperature (K), du/dt is the calculated rate of

change of u (K h21), dq/dt is the calculated rate of change of q (g kg21 h21), due/dt is the rate of change of ue (K h21), Due (ES) is the

estimated change in ue due to surface fluxes, and Due (OB) is the observed change in ue in the model.

HWRF u ue TLCL FH Fq du/dt dq/dt due/dt

Due Due

(ES) (OB)

High Km 301.3 354.7 295.0 23.6 240.0 0.10 0.44 1.40 2.6 2.4

Low Km 302.0 371.3 299.9 33.9 350.4 0.15 0.64 2.12 4.6 2.2
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This modulation supports the idea that TCs with convec-

tive bursts located inside the low-level RMW, which

preferentially occur in the low-Km simulation, are more

favorable for RI than TCs with convective bursts located

primarily outside the RMW, consistent with previous ob-

servational and modeling studies. The azimuthal distribu-

tion of deep convection, which is tied to boundary layer

kinematic and thermal structure, is also affected by the

change in Km in connection with vortex tilt and surface

enthalpy fluxes. The more symmetric distribution of deep

convection leads to larger symmetric diabatic heating

inside the RMW and favors spinup of the vortex.

Our result indicates that the interaction of the TC

vortex and environmental wind shear is modulated by

the boundary layer structure in response to the change

ofKm in the PBL scheme. The low-level and upper-level

vortices tend to align after a spinup period in the low-Km

forecast, while they remain tilted most of the time and

undergo precession in the high-Km forecast. The deeper

and stronger vortex that also has smaller static stability

in the low-Km forecast makes it more resilient to shear

than the vortex in the high-Km forecast. Our result

suggests that PBL physics can influence the vortex tilt

dynamics and its role in RI. The more symmetric deep

convection may also contribute to the alignment of the

vortex in the low-Km composite following Braun et al.

(2006) and Rogers et al. (2015).

Our result of the vortex tilt and the modulation of

boundary layer thermodynamic structure associated

with the tilt is consistent with recent theoretical studies

given by Riemer et al. (2010, 2013) and Riemer (2016).

In the high-Km forecast, when the vortex tilt is large, the

boundary layer ue is found to be much smaller than that

in the low-Km forecast. The asymmetric distribution

of low-level ue in the shear-relative framework is also

consistent with observations (Zhang et al. 2013; Zawislak

et al. 2016; Nguyen et al. 2017 ;Wadler et al. 2018), in that

the upshear left quadrant has the lowest ue that increases

cyclonically to a maximum in the downshear-right quad-

rant, where convection is initiated in both Earl forecasts.

Convective downdrafts bring down low-ue air from above

the boundary layer in the downshear and downshear-left

quadrants where the vortex tilt also occurs. As the mag-

nitude of vortex tilt is much larger in the high-Km forecast

than in the low-Km forecast, lower values of ue are flushed

into the boundary layer at the outer radii. Surface enthalpy

fluxes are not enough to recover the low entropy air as it

spirals inward from the outer core to the eyewall region,

such that the vortex weakens in the high-Km forecast.

Above all, the differences between the two forecasts

may be caused by a chain of events, such as stronger

inflow bringing in more angular momentum, which

accelerates the tangential winds at the top of the

boundary, producing stronger updrafts at smaller ra-

dius, producing a stronger vortex which is more re-

sistant to tilting, which also induces fewer convective

downdrafts. Of note, the purpose of this study was to

further understand why the recent upgrade of bound-

ary layer physics in HWRF makes improvement in the

overall intensity prediction using retrospective fore-

casts, notwithstanding that the PBL scheme in HWRF

is far from perfect and the modification of Km in

HWRF has its own limitations (Zhang et al. 2015, 2017).

Here, we emphasized the important role of bound-

ary layer parameterization in regulating the asym-

metric intensification of TCs in shear. We recommend

that future model-physics upgrades in the operational

HWRF and/or other forecast models should consider

this important effect of model physics on TC vortex and

shear interaction through multiscale physical processes,

especially when the forecasts are typically performed

in a cycling mode. Neglecting the consideration of

multiscale interaction associated with model-physics

change may introduce biases in the intensity forecasts

of TCs in environmental conditions with moderate to

high shear.

In a series of studies (Zhang et al. 2015, 2017; and the

present study), we demonstrated why, dynamically and

thermodynamically, lowering Km in the MRF type of

PBL scheme has a positive impact on HWRF forecasts

of TC structure and intensity change. Lessons learned

here are believed to benefit evaluation and improve-

ment of other model physics (e.g., microphysics) in

HWRF and other TC forecast models in the future.

TABLE 2. A summary of the averaged values along the parcel trajectory used in Eqs. (A1)–(A4) for the boundary layer recovery of the

outer-core region (r; 33RMW): Fq is the latent heat flux (Wm22), FH is the sensible heat flux (Wm22), TLCL is the temperature at the

level of lifting condensation (K), ue is the equivalent potential temperature (K), u is the potential temperature (K), du/dt is the calculated

rate of change of u (K h21), dq/dt is the calculated rate of change of q (g kg21 h21), due/dt is the rate of change of ue (K h21),Due (ES) is the

estimated change in ue due to surface fluxes, and Due (OB) is the observed change in ue in the model.

HWRF u ue TLCL FH Fq du/dt dq/dt due/dt

Due Due

(ES) (OB)

High Km 301.5 354.5 294.8 19.9 236.1 0.06 0.30 0.95 4.9 8.5

Low Km 301.9 371.0 299.8 38.2 360.6 0.12 0.46 1.53 8.2 6.3
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APPENDIX

Boundary Layer Recovery Calculation

Below the description of boundary layer recovery

calculation parallels those of Zhang et al. (2013).

Changes in ue caused by surface enthalpy fluxes are

obtained by applying a logarithmic differentiation to the

ue equation:

u
e
5 u exp

 

L
y
q

c
p
T

LCL

!

, (A1)

and the final equation has the form of
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where u is potential temperature; q is specific humidity;

TLCL is the temperature at the lifting condensation level,

which can be calculated followingBolton (1980) orDavies-

Jones (2009); and Ly is the latent heat of evaporation.

Changes in u and q caused by surface sensible (FH) and

latent heat (Fq) fluxes, respectively, are given by

du

dt
5

u

c
p
T

�

2
1

r

›F
Hz

›z

�

5
u

c
p
T

�

F
H0

rDz

�

, (A3)

dq

dt
52

1

rL
y

›F
qz

›z

�

5
F
q0

rL
y
Dz

, (A4)

where the subscript in the flux denotes the height (z rep-

resents the height of themeasurement and 0 represents the

sea surface) andDz is the boundary layer height. Note that

effects of dissipative heating, eye–eyewall mixing, and

entrainment near the top of the boundary layer are not

included in the above boundary layer recovery calculation.

Here, we estimate the changes in ue due to surface en-

thalpy fluxes over the period of 48–53h in two regions:

1) the eyewall region (r; 13RMW)and 2) the outer core

(r ; 3 3 RMW), and list the detailed values for Eqs.

(A1)–(A4) in Tables 1 and 2, respectively. Our goal is to

estimate if surface fluxes are enough to recover the ue
deficit when air parcels move from the upshear-left quad-

rant to the downshear-right quadrant in the low-Km and

high-Km forecasts during this period. Note that when

moving the air parcel at the outer-core region, we consider

the inflow trajectory and assumes the air parcel rises at

the downshear-right quadrant in the eyewall. In the

eyewall region, surface fluxes can increase ue by 2.6 and

4.6K, respectively, in the high-Km and low-Km fore-

casts (Table 1), which are marginally enough to recover

the observed ue deficit of 2.4 and 2.2K, respectively.

At the outer radii, surface fluxes can increase ue by

8.2K in the low-Km forecast (Table 2), which is enough

to recover the observed ue deficit (6.3K). However,

surface fluxes can only increase ue by 4.9K outside the

eyewall region in the high-Km forecast, which is much

smaller than the observed ue deficit (8.5K), suggesting

that surface enthalpy fluxes are not sufficient to pro-

duce the recovery of low-ue air.
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