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Abstract

We estimate international spillover effects of US Quantitative Easing (QE) on emerging market

economies (EMEs). Using a Bayesian VAR on monthly US macroeconomic and financial data, we

first identify the US QE shock. The identified US QE shock is then used in a monthly Bayesian

panel VAR for EMEs to infer spillover effects on these countries. We find that an expansionary

US QE shock has significant effects on financial variables in EMEs. It leads to an exchange rate

appreciation, a reduction in long-term bond yields, a stock market boom, and an increase in

capital inflows to these countries. These effects on financial variables are stronger for the “Fragile

Five” countries compared to other EMEs.
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“Among the advanced economies, the mutual benefits of monetary easing are clear. The case of

emerging market economies is more complicated ...Because many emerging market economies have finan-

cial sectors that are small or less developed by global standards but open to foreign investors, they may

perceive themselves to be vulnerable to asset bubbles and financial imbalances caused by heavy and volatile

capital inflows, including those arising from low interest rates in the advanced economies.” (Federal Re-

serve Chairman Ben Bernanke in a speech in 2013)

1 Introduction

As a countercyclical response to the onset of the Great Recession in 2007, the US Federal Reserve

drastically cut its conventional monetary policy instrument - the federal funds rate. Once the federal

funds rate effectively hit the zero lower bound (ZLB) at the end of 2008, the Federal Reserve engaged

in unconventional monetary policies to provide further stimulus. In particular, through the large-scale

asset purchase (LSAP) program, it purchased long-term Treasury and agency bonds and mortgage

backed securities. The main goal of the program, often referred to as quantitative easing (QE), was to

lower long-term interest rates and thus spur economic activities in a situation where the short-term

interest rate was stuck at the ZLB.1

In this paper we evaluate the international spillover effects of the QE policy by the Federal Reserve

on the emerging market (EM) economies. Massive capital has flowed into the EM economies since

the Federal Reserve started its QE policy in 2008 and as a result, their local currencies appreciated

substantially. These developments could have potentially significant financial and macroeconomic

impacts on the EM economies. Our focus on the EM economies is also partly motivated by how

popular media and policy-making circles around the world were rife with concerns about the spillover

effects of the QE policy.2

Our empirical strategy is to first identify the US QE shock in a monthly structural vector au-

toregression (VAR) for the US economy and assess its international implications in a monthly panel

VAR for the EM economies. This allows us to document three features of the US QE policy. First,

we estimate the effects of QE policies on the US economy in a manner that is a close parallel to

the approach in the conventional monetary policy VAR literature. Second, the panel VAR model

for the EM economies that treats the US QE shock as an exogenous shock allows us to estimate

macroeconomic and financial spillover effects of the US QE policy. Third, our panel VAR approach

also allows us to assess heterogeneity in responses across different subgroups of the EM countries.

1We will use LSAP and QE interchangeably in the paper.
2One example of such attention in policy is the following quote from a speech by the then Governor of Central Bank

of India:

“The question is are we now moving into the territory in trying to produce growth out of nowhere we
are in fact shifting growth from each other, rather than creating growth. Of course, there is past history
of this during the Great Depression when we got into competitive devaluation ...We have to become more
aware of the spill-over effects of our actions and the rules of the game that we have — of what is allowed
and what is not allowed — needs to be revisited.” (Governor of Reserve Bank of India Raghuram Rajan
in a speech in 2015)

Such concerns were, at least partly, acknowledged by policy makers in advanced economies, as is evident in the quote
above from a speech by Federal Reserve Governor Ben Bernanke.
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We use the securities held outright on the balance sheet of the Federal Reserve, which consists

of all outright asset purchases by the Federal Reserve, as our baseline measure for the QE policy

instrument.3 Then unanticipated exogenous changes in the QE policy instrument are isolated from

endogenous adjustments of the same variable to the state of the economy using non-recursive restric-

tions on the short-run dynamics in the US VAR. The idea is analogous to the one in the structural

VAR literature that identifies a conventional monetary policy shock from a monetary policy rule, in

particular the identification approach of Sims and Zha (2006 a,b). Following that literature, we refer

to the exogenous changes in the QE policy instrument as the US QE shock.4

In our baseline specification of the US VAR, we identify a strong impact of the QE shock on both

output and consumer prices and find robust evidence of a reduction in long-term Treasury yields

and an increase in stock prices.5 Next, we estimate international spillover effects of the US QE

shock on the following EM economies: Chile, Colombia, Brazil, India, Indonesia, Malaysia, Mexico,

Peru, South Africa, the Republic of Korea, Taipei,China, Thailand, and Turkey.6 A panel VAR

for macroeconomic and financial variables of the EM countries is estimated with the US QE shock

included as an exogenous regressor. We use a random coefficients panel VAR approach that partially

pools the cross-sectional information across the EM economies.

There are statistically and economically significant effects on exchange rates, long-term bond

yields, and stock prices of these EM economies. In particular, an expansionary US QE shock appre-

ciates the local currency against the US dollar, decreases long-term bond yields, and increases stock

prices of these countries. The impact effects on the nominal exchange rate is around 25 bp, on stock

prices around 100 bp, and on long-term bond yields around 3 bp. For the nominal exchange rate

and stock prices, the peak effects are around three times as large as the initial effects and occur 5

months after impact. In addition, we find that more capital flows into the financial markets of these

countries following an expansionary US QE shock. At its peak, capital inflows increase around 2%.

This is a large effect. Using the average size of the capital flows in our data, this constitutes an

average effect of 3.9 billion dollars on the aggregate and 300 million dollars per country.

On the contrary, we interestingly find no significant and robust effects on output and consumer

prices of the EM countries. These results are not necessarily surprising as capital inflows and ex-

change rate appreciations can have opposite effects on production. Net exports also do not respond

significantly on impact but, after several periods, respond positively. Given the exchange rate appre-

ciation, this might be surprising, but other mechanisms, such as improved US financial conditions

and a recovery of the US demand, can drive net exports in the opposite direction, thereby canceling

3This is our baseline approach throughout the paper. In a robustness check however, we also use a shadow interest
rate as a QE policy instrument.

4As a theoretical justification for our framework, we simulate the Gertler and Karadi (2011) model of QE, which
features a feedback rule for QE policy, with a QE shock. Like in our empirical exercise, this shock is an unanticipated
exogenous change in the QE policy instrument, which is actual credit/securities purchases in the Gertler and Karadi
(2011). The model implied impulse responses are qualitatively similar to our empirical results.

5The magnitude of the effects of the QE shock on US variables is also economically large, as we show later.
6We choose these countries following classification of emerging economies by the IMF and Morgan Stanley. We

exclude countries that suffered from major economic crises during our sample period or are in the Euro zone (and
hence are more vulnerable to the European debt crisis) as well as some other countries such as the People’s Republic
of China and the Russian Federation that are known to manage their exchange rates.
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the negative effect of the exchange rate appreciation.

Next, we investigate if there are meaningful differences in responses across some subgroups of

the EM countries. Motivated by the attention that Brazil, India, Indonesia, Turkey, and South

Africa, which came to be known as the “Fragile Five,” received in the media due to the potential

vulnerability of their economies to the US QE policy, we consider one group composed of these

countries and another of the remaining eight countries. We indeed find that these Fragile Five

countries respond more strongly and differently from the rest of the EM economies. This holds for

all the financial variables that we consider, including capital flows. For example, the peak response

of exchange rates and long-term bond yields is around four times larger for the Fragile Five countries

and capital flows respond significantly only for the Fragile Five countries. However, we do not observe

any significant heterogeneity in output and consumer price responses. Lastly, for net exports, the

response is positive only for the Fragile Five group.

In a discussion of these heterogeneous effects across country groups, we document that the higher

vulnerability of the Fragile Five countries is correlated with some important conditions and imbal-

ances prior to the crisis. Specifically, prior to the crisis, these countries had a larger appreciation of

exchange rates, a faster rise of stock prices, and higher interest rates as well as larger macroeconomic

imbalances, measured by the current account, fiscal deficit, and debt to GDP ratio.

Overall, our estimates from the EM panel VAR suggest two main results. First, there is evidence

of much stronger spillover effects of the US QE policy on financial variables compared to macroeco-

nomic variables. This result on financial variables is consistent with the narrative of US investors

“reaching for yield” in emerging financial markets. Second, the effects on the Fragile Five countries

are larger compared to the other EM economies in our sample. This result is in turn consistent

with the narrative of differential effects of US QE policy on the EM economies, which we relate to

pre-crisis fundamentals.

This paper is related to several strands of the literature. There is an influential empirical litera-

ture, for example, Neely (2010), Gagnon et al (2011), Krishnamurthy and Vissing-Jorgensen (2011),

trying to assess the effects of the US QE policy on interest rates, expected inflation, and other asset

prices such as exchange rates.7 A main approach in this literature is to assess the announcement

effects of such policies - the response of high-frequency financial variables to the Federal Reserve’s

announcements of policy changes within a very narrow time frame. By isolating the changes in these

variables due to the announcement of the QE policy, this literature has shown that it contributed to

lowering long-term interest rates and depreciating the US dollar.

We contribute to this literature by taking an alternative approach. Our results for the impact

of QE on financial variables are consistent with the findings of the announcement effect literature.

We extend the results from the announcement effects literature by both assessing the impact on

low-frequency macroeconomic variables that policy makers focus on, such as output and consumer

prices, and ascertaining the dynamic effects of such policies beyond a narrow time frame around QE

7An incomplete list also includes Wright (2012), Hamilton and Wu (2012), and Bauer and Rudebusch (2013). Rogers
et al (2014) is a cross-country empirical study while Fawley and Neely (2013) provides a narrative account of the LSAPs
conducted by four major central banks.
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policy announcements.

In taking a VAR-based approach to assess the effects of QE, our paper is related to Wright (2012),

Baumeister and Benati (2013), and Gambacorta et al (2014). However, our identification approach

is different so our evidence complements their findings. In particular, our approach is similar to that

of Gambacorta et al (2014) who focused on domestic macroeconomic implications of QE by several

advanced countries using a central bank balance sheet variable as an instrument of policy. We use a

different identification method from theirs and focus on the effects of QE on the EM economies.8

Our empirical strategy is also close to the literature that assesses the purchase effects of the

US QE policy. For example, D’Amico and King (2013) use a cross-sectional instrumental variables

estimation, where Federal Reserve asset purchases are instrumented to avoid endogeneity concerns,

to study the effects of large-scale Treasury purchases on high-frequency Treasury yields. Similar to

D’Amico and King (2013) we estimate effects that arise when the actual operation of balance sheet

policies by the Federal Reserve happens. We however use a different methodology to separate out

unanticipated movements in the Federal Reserve’s balance sheet variables. Our results on long-term

interest rates are consistent with their findings.

There is important work assessing the international effects of the US QE policy, for example,

Glick and Leduc (2012, 2013), and Bauer and Neely (2013). Our work is different from this research

in that we focus on the EM economies. Chen et al (2016) investigate the international spillover effects

of US unconventional monetary policies using the global vector error correction model. We instead

use a panel VAR model to pool cross-sectional information about the international effects of US QE

policy. Overall, our evidence on the effects on exchange rates and long-term interest rates for these

countries is complementary to the international effects documented by these papers on advanced

economies. With this focus, using different methods, we are also contributing in the same vein as

Eichengreen and Gupta (2013), Aizenman et al (2014), Bowman et al (2014), and Tillmann (2014).

Our approach is different with respect to identification and the way we pool cross-sectional responses

by the EM countries. Our results on international capital flows are also related to Dahlhaus and

Vasishtha (2014) and Lim et al (2014), who analyze the effects of the US unconventional monetary

policy on capital flows to developing or EM economies. Finally, in using a VAR analysis to ascertain

the effects of the US monetary policy on international capital flows and asset prices, this paper is

also connected to Rey (2013) and Bruno and Shin (2015).

2 Empirical methodology

We proceed in two steps in our empirical study. A structural VAR for the US economy is first

estimated to identify the QE shock. With this shock included as an external regressor, in the second

step, a panel VAR for the EM countries (EM panel VAR) is estimated to assess the effects of the

US QE shock on their economies. We use the Bayesian approach to estimate both the US VAR and

the EM panel VAR, whose details including the prior distribution are provided in the appendix. We

8The robustness exercise where we use a shadow interest rate as an instrument of QE and identify a QE shock using
a VAR is connected to papers such as Wu and Xia (2016). The shadow interest rate we use is from Krippner (2016).
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start by describing briefly our data.

2.1 Data

We use macroeconomic and financial data at the monthly frequency from January 2008 to November

2014. All the US data is from FRED except for the House Price Index data from Core Logic. We

employ the series of securities held outright by the Federal Reserve as a measure of QE. It consists of

the holdings of US Treasury securities, Federal agency debt securities, and mortgage-backed securities

by the Federal Reserve and thus is the most important measure of the size of the asset side of the

Federal Reserve balance sheet for our purposes. In particular, these holdings are due to open market

operations that constitute outright purchases by the Federal Reserve, which were a main component

of QE. Figure A.1 in the appendix plots securities held outright along with 10-year Treasury yields,

the S&P 500 index, nominal (trade-weighted) effective exchange rates, real GDP, and the private

consumption expenditures (PCE) deflator over the sample period.

We assess international spillover effects of the US QE policy on the following important EM

countries: Brazil, Chile, Colombia, India, Indonesia, Malaysia, Mexico, Peru, South Africa, the

Republic of Korea, Taipei,China, Thailand, and Turkey. We collect monthly output, prices, US dollar

exchange rates, the stock market index, long-term and short-term interest rates, the bond index, and

monetary aggregate data from Datastream and Bloomberg, trade flows data from Direction of Trade

Statistics by IMF, and capital flows data from EPFR for the same sample period as the US data.

The online data appendix contains a detailed description of data sources for the EM countries.

Figures A.2 and A.3 in the appendix document dynamics of long-term interest rates, stock prices,

US dollar exchange rates, and cumulative capital flows for these countries. In addition, to demon-

strate a pattern of heterogeneity among the EM countries evident in the data, we present the data

in two subsets of countries in Figures A.2 and A.3: One for the “Fragile Five” countries including

Brazil, India, Indonesia, South Africa, and Turkey, and the other for the rest of the EM countries.

We will econometrically assess these differences across the two country groups in the paper.

2.2 Structural VAR for the US economy

We now describe the baseline specification for the US VAR and identification strategy and then

discuss its various extensions.

2.2.1 Baseline specification

For the US economy, we consider a structural VAR (SVAR) model

A0yt = A1yt−1 +A2yt−2 + · · ·+Akyt−k + εt, (1)

where yt is an my×1 vector of endogenous variables and εt ∼ N
(
0, Imy

)
with E (εt|yt−j : j ≥ 1) = 0.

The coefficient matrix Aj for j = 0, · · · , k is an my ×my matrix.
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Table 1: Identifying restrictions on A0

Industrial PCE Securities 10-year S&P500
production deflator held-outright Treasury yields index

Prod1 X
Prod2 X X
I X X X X X
F X X a1 a2

MP a3 a4

Notes: “X” indicates that the corresponding coefficient of A0 is not restricted and blanks mean that the corresponding
coefficient of A0 is restricted to zero. Coefficient ai (i = 1, · · · , 4) of A0 is not restricted except that we impose
Corr (a1, a2) = 0.8 and Corr (a3, a4) = −0.8 in the prior distribution.

In our baseline specification yt includes five variables: the industrial production index, the PCE

deflator, securities held outright on the balance sheet of the Federal Reserve, 10-year Treasury yields,

and the S&P500 index. We include the long-term interest rate and the stock market price index,

unlike much of the traditional VAR literature, as the outcomes and effects on the financial markets

were an important aspect of policy making during the QE period.

As mentioned earlier, the size of the Federal Reserve balance sheet measured by the securities

held outright is considered as the instrument of the QE program after the ZLB for nominal interest

rates started binding in the US.9 We choose this component of the balance sheet rather than total

assets of the Federal Reserve as the baseline measure of QE since it is a direct measure of LSAP,

which is the focus of our analysis.10 Note that this measure is only about the asset size on the

balance sheet and not its composition.11

We impose non-recursive short-run restrictions on SVAR (1) to identify exogenous variations in

the securities held outright, which are referred to as the QE shock. Our identification approach is

similar to that employed by, for example, Leeper, Sims, and Zha (1996) and Sims and Zha (2006a;

2006b) to identify conventional monetary policy shocks in the US.12

9During normal times, this component of the balance sheet does not vary much as it is only used to account for
some secular changes in the currency demand. This measure is not a standard policy instrument as it constitutes what
is often called “permanent open market operations.” During such times, the Federal Reserve achieves its target for the
federal funds rate via “temporary open market operations,” using repurchase and reverse repurchase transactions.

10In addition to securities held outright, total assets of the Federal Reserve would contain some other components
such as gold stock, foreign currency denominated assets, SDRs, and loans. These components are very minor and
constant overall during the time period of our analysis, except for a period between Sept 2008 and June 2009 because
of an increase in loans made by the Federal Reserve, mostly as primary credit and transactions in liquidity/auction
facilities. These components would be distinct from LSAPs, which are our focus. Please see the Federal Reserve H.4.1
Release: Factors Affecting Reserve Balances for further details.

11One phase of the LSAPs, the Maturity Extension Program, only constituted a change in the composition and
not the size of the balance sheet. Our baseline measure will not account for this phase and to the extent that it had
important effects, our estimated effects will be a slight underestimate of the total possible effect of QE.

12In terms of the unconventional monetary policy, our empirical methodology is most related to Gambacorta et al
(2014) but there are differences in the variables used, in the identification strategy, and in the time period used in the
analysis. They used total assets of the Federal Reserve as the instrument of monetary policy and employed a mixture
of sign and zero restrictions for identification. They did not include long-term yields and used data on the early part
of the QE program only.
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Table 1 describes the identifying restrictions on A0 where the columns correspond to the vari-

ables while the rows correspond to the sectors in the US economy that each equation of SVAR (1)

intends to describe.13 The first two sectors (Prod1 and Prod2) in Table 1 are sectors related to

the real economy, determining slow-moving variables like output and prices. The third equation (I)

refers to the information sector and determines the fast-moving asset price variables which react

contemporaneously to all the variables.

The last two equations (F and MP) in Table 1 are, respectively, the long-term interest rate

determination and monetary policy equation. The former equation (F) embodies restrictions that the

long-term interest rate adjusts contemporaneously to changes in output, prices, and asset purchases

by the Federal Reserve.

For the monetary policy equation (MP), we assume that the monetary policy instrument reacts

contemporaneously only to the long-term interest rate. The assumption that the Federal Reserve

does not react contemporaneously to industrial production and prices is because the Federal Reserve

cannot immediately observe these variables. We additionally posit no contemporaneous reaction of

the monetary policy instrument to the stock price index on the grounds that the Federal Reserve

would not respond instantaneously to temporary fluctuations in stock prices.14 We thus postulate

that the QE policy of the Federal Reserve is well approximated by a rule that determines the Federal

Reserve’s purchase of securities as a linear function of the contemporaneous long-term yield and the

lags of macroeconomic and financial variables. Any unanticipated non-systematic variations in the

securities held outright are then identified as a shock to the QE policy that is exogenous to the state

of the US economy. This approach is analogous to that for the identification of monetary policy

shocks in the conventional monetary policy analysis.

In order to identify the last two equations (F and MP) separately, we impose an extra prior restric-

tion similar to the liquidity prior by Sims and Zha (2006b) on the otherwise mutually-uncorrelated

coefficients of A0. The liquidity prior expresses prior beliefs that in the interest rate determination

equation (F), the long-term interest rate tends to decrease as the securities held outright increases

(specifically, Corr (a1, a2) = 0.8), while in the monetary policy equation (MP), the securities held

outright tends to increase as the long-term interest rate increases (specifically, Corr (a3, a4) = −0.8).

The latter implies a natural restriction that policy makers would purchase more securities in response

to a rise in long-term interest rates.15 Sims and Zha (2006b) imposed this prior to separate out shifts

in money demand from money supply in a framework that had both quantity (money) and price

(interest rates) variables. We use them for similar reasons as we also have a specification with both

quantity and price variables.16

13The identifying restrictions in Table 1 satisfies the sufficient condition for the global identification of the SVAR
derived by Rubio-Ramirez et al. (2010). In fact, the identifying restrictions are numerically identical to those of a
monetary SVAR which is given as an example in their paper.

14As we show in the appendix, allowing the securities held outright to respond to the stock price does not change
our main results.

15Note that here the restrictions are on the correlation coefficients in the prior distribution, and hence, are weaker
than the sign restrictions imposed directly on the impulse responses (for example, those imposed by Gambacorta et al,
2014).

16Thus, these prior specifications are useful for us to get meaningful inference on effects of purchases of securities by
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For our identification approach to be valid, it is required that the policy measure, here the size

of the Federal Reserve balance sheet, not be perfectly anticipated and forecastable by the private

sector. In practice, the Federal Reserve announced components of the LSAP programs ahead of

time. It is however reasonable that the entire path of the size of its balance sheet was not perfectly

predictable by the private sector. First of all, the Federal Reserve provided only a tentative monthly

schedule of operations with a range of the expected purchase size, not the exact purchase size.

The Federal Reserve’s asset purchases were conducted though competitive auctions, which further

increased uncertainty around the actual path of the size of the Federal Reserve balance sheet. Finally,

there can be limitations to perfectly forward looking behavior by the private sector due to information

frictions. Our approach takes advantage of such forecast errors for identification. Our approach is

thus similar to the approach by D’Amico and King (2013) who estimated the effects of the large-scale

Treasury purchases in that both estimate the effects of actual security purchases by the QE policy.

2.2.2 Extensions and alternative specifications

We also estimate various extended specifications for the US VAR that include additional types of

interest rates and asset prices. Because of the small sample size, we include one or two additional

variables at a time to the baseline specification such as the nominal effective exchange rate, 20-

year Treasury yields, corporate bond yields, 30-year mortgage yields, and house prices. Lastly, we

experimented with recursive identifying restrictions on A0 so as to check whether we indeed need

our identifying restrictions described in Table 1 to correctly identify the QE shock and get results

that are economically sensible and consistent with the findings of the related literature.

To further assess the robustness of our results, especially as they pertain to the spillover effects, we

use an alternate measure of QE policy. Our baseline and focus is throughout on securities purchased

as a measure of QE. In a sensitivity analysis, we use a shadow interest rate estimated by Krippner

(2016) as a measure of QE policy and extract a US QE shock. For this exercise, we use a standard

recursive identification in the US VAR with the shadow interest rate ordered last.

2.3 Panel VAR for the emerging market countries

In this subsection we explain the baseline specification and identification strategy of the EM panel

VAR. Various extensions are also described.

2.3.1 Baseline specification

After identifying the QE shock from the US VAR, we assess its dynamic effects on the EM countries

by feeding it into a joint system of equations for their economies. Suppose that our sample includes

the Federal Reserve on long-term interest rates. Without these priors results are unstable across specifications in terms
of whether a positive QE shock decreases long-term interest rates. Note that in practice, as we show later, only one
set of these prior restrictions (those on the long-term interest rate determination equation) are needed to get standard
and stable impulse responses, but for the baseline specification we directly follow Sims and Zha (2006b) and use both
set of prior restrictions.
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N countries indexed by i. The dynamics of endogenous variables for country i are represented as

zi,t =

p∑
j=1

Bi,jzi,t−j +

q∑
j=0

Di,jεQE,t−j + Cixt + ui,t, (2)

where zi,t is an mz×1 vector of endogenous variables for country i, εQE,t is the median of the US QE

shock estimated in the US VAR, xt is an mx × 1 vector of exogenous variables including a constant

term, dummy variables, and some world variables that are common across countries, and ut is an

mz × 1 vector of the disturbance terms. The coefficient matrix Bi,j for j = 1, · · · , p is an mz ×mz

matrix, Di,j for j = 0, · · · , q is an mz × 1 vector, and Ci is an mz ×mx matrix. It is assumed that

for ut =
(
u′1,t, · · · , u′N,t

)′
,

ut|zt−1, · · · , zt−p, εQE,t, · · · , εQE,t−q, xt ∼ N (0Nmz×1,Σ) , (3)

where zt =
(
z′1,t, · · · , z′N,t

)′
, 0Nmz×1 is an Nmz×1 vector of zeros, and Σ is an Nmz×Nmz positive

definite matrix.

In our baseline specification, zi,t includes four variables: industrial production, CPI, M2, and

nominal exchange rates of the local currency against the US dollar. M2 is included to control for

endogenous monetary policy responses of the EM countries to the US QE shock. We opt to include

M2 as a monetary policy instrument rather than the short-term interest rate mostly because of

concerns about data quality and relevance.17 M2 might also capture some broader monetary policy

interventions carried out by central banks of these countries such as foreign exchange interventions.

To the basic three-variable system with output, the price level, and the monetary aggregate, we add

US dollar exchange rates to account for the open-economy features of the EM economies.

Many of the EM countries in our sample are commodity exporters. To take this fact into consid-

eration, a proxy of the world demand for commodities and a price index of commodities are included

in the vector of exogenous variables xt.
18 In addition, we control for world demand proxied by overall

industrial production of OECD countries. Dummy variables to control for the effect of the European

debt crisis (May 2010 and February and August 2011) are also included in xt.

In particular, (3) implies that xt is exogenous in the system as the EM countries under study

are a small open economy and thus the world variables can plausibly be considered exogenous.

Nonetheless, it is likely that there are other common factors that influence the dynamics of these

countries. We do not impose any restrictions on Σ in (3) except that it is positive definite so that

the disturbance terms ui,t’s are freely correlated across countries and could capture the effects, if

any, of these other common factors.

Importantly, the coefficient matrices in (2) are allowed to be different across countries. Unlike a

common approach for the panel model on micro data, we allow for such dynamic heterogeneities since

17Countries like Brazil and the Republic of Korea use the short-term interest rate as the monetary policy instrument
and quality data is available for them. Later, in an extension, we use the short-term interest rate as a monetary policy
instrument and show that our main results are robust.

18The measure of world demand for commodities is the index of global real economic activity in industrial commodity
markets estimated by Lutz Kilian. The commodity price index is all commodity price index provided by IMF.
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the economies of the EM countries in our sample have quite different characteristics and thus their

dynamics are almost certainly not homogeneous. However, as Figures A.2 and A.3 suggest, during the

crisis period, their major macroeconomic and financial variables exhibited large comovements. Even

without any crisis going on in the US, they are small open economies and thus their economies are

likely to be driven in a similar way by common world variables. To account for potential common

dynamics, and especially effects of the US QE shock that are similar across those countries, we

take the random coefficient approach and assume that the coefficient matrices in (2) are normally

distributed around the common mean. This approach also allows us to partially pool the cross-

country information and obtain the pooled estimator of the effects of the US QE shock on the EM

countries.

This random coefficient approach is implemented following Canova (2007) and Canova and Ci-

ccarelli (2013). Let us collect the coefficient matrices in (2) as Bi =
(
Bi,1 · · · Bi,p

)′
and

Di =
(
Di,0 · · · Di,q

)′
and let γi = vec

(
B′i D′i Ci

)′
. Note that the size of γi is given as

mγ = mzmw where mw = pmz + (q + 1) + mx is the number of regressors in each equation. We

assume that for i = 1, · · · , N ,

γi = γ̄ + vi, (4)

where vi ∼ N
(
0mγ×1,Σi ⊗ Σi

)
with 0mγ×1 an mγ × 1 vector of zeros, Σi an mz ×mz matrix that is

the i-th block on the diagonal of Σ, Σi an mw×mw positive definite matrix, and E
(
viv
′
j

)
= 0mγ×mγ

for i 6= j.

The common mean γ̄ in (4) is then the weighted average of the country-specific coefficients γi

with their variances as weights in the posterior distribution conditional on γi’s. For a particular

value of γ̄, the pooled estimates of the dynamics effects of the QE shock εQE,t can be computed by

tracing out the responses of zi,t to an increase in εQE,t over time with γi replaced with γ̄.

We note that since we use the median of the US QE shock estimated in the US VAR and its lags

as regressors in (2), our estimation of its effects is subject to the generated regressor problem. As

we show in Section 4, however, the US QE shock is very tightly estimated. Thus the uncertainty

around the estimates of the shock is not big and the generated regressor problem is not likely severe.

Ideally, we can estimate the effect of the US QE policy in a panel VAR that includes both the US

and the EM countries with a block exclusion restriction that the EM countries do not influence the

US economy at all.19 We prefer our two-step estimation because of the computational burden to

estimate a large panel VAR model for both the US economy and the EM countries, which makes it

practically difficult to try various alternative specifications and do robustness exercises.

19Cushman and Zha (1997) is a classic VAR based study of effects of monetary policy in small open economies under
the block exclusion restriction. Our approach is similar, but not equivalent, since we do not include the US variables
and their lags in the EM panel VAR. We choose not to include the US variables in the panel VAR because of the
concern on the degrees of freedom. Instead, in the panel VAR, we control for world variables with the level of the world
economic activities proxied by OECD industrial production and the demand for and price of commodities in the world
market.
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2.3.2 Heterogeneities across subgroups of countries

In addition to the baseline estimation above based on the random coefficient approach, in order to

assess economically interesting heterogeneity across subgroups of the EM countries, we implement

the following estimation method for two groups of the EM countries in our sample. The mean of

the coefficients, γ̄ in (4), is allowed to be different between two groups of the EM countries, denoted

group 1 and 2. Specifically, the assumption for the random coefficient approach (4) is modified as

follows: For i = 1, · · · , N ,

γi = γ̄1 × IF (i) + γ̄2 × [1− IF (i)] + vi, (5)

where IF (i) is an indicator function that takes on 1 if country i is in group 1 and 0 otherwise, and

vi ∼ N
(
0mγ×1,Σi ⊗ Σi

)
. By comparing the impulse responses to the US QE shock across these

two groups, using γ̄1 and γ̄2, respectively, we can study whether these two groups were differentially

sensitive to the US QE shock. Our baseline sub-group estimation consists of the Fragile Five countries

in one group and the rest of the EM countries in another.

2.3.3 Extensions and alternative specifications

We also assess the impact of the US QE shock on other important variables such as long-term interest

rates, stock prices, capital flows, and trade flows in extensions to the baseline specification. Because

our sample is not sufficiently large, we extend the four-variable baseline specification by including

one additional variable at a time. In an alternative specification we also use the short-term interest

rate as a measure of monetary policy instead of M2. Lastly, we also consider a different subgrouping

of countries in which we include Mexico in the Fragile Five group of countries. Finally, we also

report results when the US VAR includes uses a shadow interest rate as a measure of QE policy and

identifies the US QE shock.

2.4 Estimation details

The frequency of our sample is monthly and it covers the period from 2008:1 through 20014:11. All

the data except for interest rates and net exports to GDP ratios are used in logs.

The US VAR includes six lags of the endogenous variables, in the baseline specification and in

specifications for robustness exercises, and we use the data in the period from 2008:1 through 2008:6

as initial conditions. The US VAR is estimated using the Bayesian approach with the Minnesota-

type priors that are laid out in Sims and Zha (1998) and implemented, for example, in Sims and Zha

(2006b). The Minnesota-type prior distribution combines a prior belief that a random-walk model

is likely to describe well the dynamics of each variable in a VAR model and a belief that favors

unit roots and cointegration of the variables. It is shown to improve macroeconomic forecasts across

many different settings by effectively reducing the dimensionality (see, for example, a discussion in

Canova, 2007) and widely used as the standard prior for a VAR model with variables that exhibit

persistent dynamics like the data in our sample. We choose values for the hyperparameters of the

prior distribution following Sims and Zha (2006b). However our results are robust to other values of

12



the hyperparameters, as we report later.

We extract the QE shock as the posterior median of the identified QE shock. The EM panel VAR

includes three lags for endogenous variables and six lags of the US QE shock. We include only three

lags of endogenous variables because of the concern on the degrees of freedom of the panel VAR.

Note that the estimated US QE shock is available only from 2008:7 and the first six observations

from 2008:7 through 2008:12 are used as initial conditions. The panel VAR is also estimated using

the Bayesian approach. A Minnesota-type prior similar to that for the US VAR is also employed for

the EM panel VAR.

The Bayesian information criterion (BIC) favors a specification with one lag of the dependent

variable for both the US VAR and the EM panel VAR. However our sample is quite small and the

BIC is known to have poor small-sample properties. Moreover, we do not take the first difference of

our data to remove potential unit roots in the data. So we choose to include more than one lag to

capture persistent dynamics of the data for both the US VAR and the EM panel VAR. Our main

results though hold with only one lag of the dependent variable included.

The Gibbs sampler is used to make draws from the posterior distribution of both the US VAR and

the EM panel VAR. We diagnose convergence of the Markov chains of the Gibbs sampler by inspecting

the trace plot and computing the Geweke diagnostic.20 For further details about estimation, see the

appendix.

3 Results

We now present our results on the effects of the US QE shock. We first start with our estimates of

the domestic effects of the US QE shock as well as our inference of the shock series. The spillover

effects of the US QE shock on the EM economies follow.

3.1 Domestic Effects of US QE Shock

Figure 1 shows the impulse responses to a positive shock to the securities held outright, which is

identified as an expansionary QE shock, in the baseline specification. We estimate a positive response

in industrial production after a lag of five months and an immediate positive effect on consumer prices.

Moreover, the long term Treasury yield falls significantly on impact while the stock price increases

significantly after some delay. Our results on the macro variables such as industrial production and

consumer prices are similar to those in Gambacorta et al (2014) though the identification strategy is

different. The results on long-term interest rates are consistent with the high-frequency data based

announcement effects and the asset purchase effects estimated in the literature. We interestingly

find quick effects of the QE policy on consumer prices. This is different from the delayed effects of

the conventional monetary policy shock estimated in the VAR literature.

20For the US VAR estimation, we used the code made public by Tao Zha. Convergence diagnostics were computed
using the coda package of R (Plummer et al, 2006). Detailed results of the convergence diagnostics are available on
request.
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Figure 1: Impulse responses to the QE shock in the baseline specification for the US VAR

Notes: The shock is a one-standard deviation (unit) positive shock in the monetary policy (MP) equation.

How large are the effects of the QE shock? Here is a back-of-the-envelope calculation. A one-

standard deviation shock in Figure 1 amounts to about a 2% increase in the securities held outright

by the Federal Reserve on impact. This constitutes an increase, on average, of 40 billion dollars in

the securities held outright by the Federal Reserve in our sample. In response to a shock of this size,

the 10-year Treasury yield falls by around 10 bp on impact. In terms of magnitude, this effect is

comparable to the estimated effect of QE2 announcement on long-term interest rates, as documented

in Krishnamurthy and Vissing-Jorgensen (2011). It is also comparable to the estimated effect of QE1

purchases on long-term yields, as documented in D’Amico and King (2013). In addition, we find

an immediate effect of around 50 bp on stock prices. Finally, we find a peak effect after around 10

months of 0.4% increase on output and 0.1% increase on consumer prices.

The posterior median of the identified QE shock from the baseline US VAR, along with the 68%

error band, is presented in Figure 2. We rescaled the QE shock and its error bands so that the

coefficient on the securities held outright in the monetary policy equation (MP) of the US VAR is

one. Thus it is comparable to the monetary policy shock in the conventional Taylor-type monetary

policy rule. The QE shock is quite precisely estimated as reflected in the tightness of the error band.

The estimated QE shock presented in Figure 2 can be understood as the unanticipated deviation

of the securities held outright from the QE policy rule, which is exogenous to the state of the US

economy.

For comparison, in Figure 2 we also present the growth rate in securities held outright and the

reduced form QE shock. Overall our identified QE shock series comoves with the growth rate of

securities held outright but not perfectly. The growth rate of securities held outright partly reflects

the endogenous response of the Federal Reserve’s purchase of securities to the state of the US economy

and thus is not appropriate to estimate the causal effect of the QE policy. Note that it would be

potentially incorrect to use the growth rate of securities held outright as a measure of US QE in the

EM panel VAR even if the EM economies do not influence the US economy. This is because the

estimated effects of such endogenous responses in the growth rate of securities held outright can be
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Figure 2: Identified US QE shocks, reduced form shocks to securities held outright, and the growth
rate of securities held outright

Notes: The QE shock and the reduced-form shock are the posterior median. The QE shock was rescaled by the

coefficient on the securities held outright in the monetary policy equation (MP) of the US VAR. The vertical lines

mark dates of the major events: [1] September 2008 when the Lehman Brothers filed for bankruptcy; [2]-[3] November

2008 and March 2009 which are QE1 dates; [4] November 2010 which is a QE2 date; [5] September 2011 which is an

MEP date; [6]-[7] September 2012 and December 2012 which are QE3 dates; and [8] May 2013 when Ben Bernanke

discussed the possibility of withdrawal of the QE program at the US Congress.

attributed to changes in the US variables other than the QE policy.

Our shock series is not exactly aligned with important announcement dates of the QE program

either. We believe that our econometric methodology that is based on a system of equations for

macroeconomic and financial data and identifying restrictions for structural shocks allows us to

separate out the dynamic effects of QE from its immediate announcement effects. One possible

interpretation is that we are capturing effects coming from implementation of QE policies. Thus,

the interpretation would be similar to the one in the purchase effects of QE in the literature.21

Finally, there is also a difference between the identified and the reduced-form shock, illustrating

the role played by our identifying restrictions. Even after removing the predictable responses of the

securities held outright to the lagged state of the US economy, there is an additional role played by

explicit identification assumptions that isolate the unconventional monetary policy reaction function

of the Federal Reserve. The reduced-form shock will be a combination of the QE shock and various

21Fratzscher et al (2012) also discuss this difference between announcement and actual implementation effects. For
an empirical analysis that decomposes the effects of Federal Reserve asset purchases into “stock” vs. “flow” effects, see
D’Amico and King (2013) and Meaning and Zhu (2011).
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other shocks and cannot be interpreted exclusively as an unanticipated shock to the US QE policy.

We present results on the importance of the identified US QE shock in explaining the forecast error

variance and results of the alternative specifications to the baseline US VAR in the online robustness

appendix.

3.2 Theoretical justification

While this paper is empirical and we do not attempt to tease out the precise theoretical reasons for

which QE, as given by actual purchases by the central bank, might have effects on the macroeconomy,

we do one exercise using the well-known Gertler and Karadi (2011) model. Gertler and Karadi

(2011)’s framework features a QE policy reaction function and is therefore an ideal set-up for us to

use. Our goal is to illustrate the transmission mechanism of a QE shock in that model and to provide

some theoretical grounding for our paper. In particular, using the exact specification and calibration

as in their paper, and with various versions of the feedback rule for QE policy, we show how a QE

shock, which is an unanticipated shock to the feedback rule, affects macroeconomic variables and

interest rates in the model. The only change we make to the Gertler and Karadi (2011) set-up is

to add a QE shock to the QE feedback rule, and to consider a more general version of the feedback

rule such that policy might respond to lagged output growth and inflation and there might be a

smoothing component to QE policy. Such a feedback rule is close to the QE reaction function we

identify in the US VAR.22

In particular, we consider the following QE reaction function

ψt = ρψψt−1 + (1− ρψ) [(κEt (Rk,t+1 −Rt+1)− κππt−1 − κy (yt−1 − yt−2))] + εψ,t

where ψt reflects asset purchases/credit intermediation by the central bank, Et (Rk,t+1 −Rt+1) is

the expected interest rate spread (between returns to capital and a safe interest rate) in the model,

πt is inflation, and yt− yt−1 is output growth. The exact feedback rule in Gertler and Karadi (2011)

is one with no smoothing and no response to inflation and output (ρψ = 0, κπ = 0, κy = 0) and where

QE purchases only respond to expected interest rate spread.23 Here we make the specification more

general and perhaps most importantly, assess the transmission of the QE shock εψ,t.

It is shown that a positive shock to asset purchase by the central bank in that model leads to a

positive effect on output, inflation, and a negative effect on interest rate spreads.24 This holds for

the various QE policy reaction functions that we consider, both variants that respond only to spread

and those that are more consistent with empirical applications such as with smoothing terms and

feedback also to output and inflation. These response are, at least qualitatively, consistent with our

22In Gertler and Karadi (2011), the interpretation of QE policy is directly in terms of credit easing. This framework
can also however be extended to consider asset purchases in terms of long-term government bonds, as in Gertler and
Karadi (2012).

23We use a long-term interest rate and not a long-term spread in our empirical exercise, but with the zero lower
bound binding on the short-rate, these will be comparable.

24Figures B.4 and B.5 in the appendix present the impulse responses. It will be possible to change the timing on the
information set of agents to also generate model implied impulse responses such that output and prices do not respond
on impact to the QE shock. We do not do so here to avoid changing the Gertler and Karadi (2011) model.
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empirical findings.

3.3 Spillover Effects of US QE Shock

We now report the spillover effects of the US QE shock on the EM economies.

3.3.1 Overall effects

We are first interested in the overall dynamic effects of the US QE shock across all the EM countries

as given by the pooled estimates of the effects computed with γ̄ in (4). Figure 3 reports the posterior

median and 68% error bands of the impulse responses. As we mentioned before, we first estimate

the baseline specification with output, prices, the monetary aggregate, and US dollar exchange rates

and then estimate extended specifications that include one additional variable at a time. Only the

impulse responses of the additional variables, including the stock price, the long-term interest rate,

the EMBI index, capital flows and net exports to the US, from these extended specifications are

presented in the second row of Figure 3. Our inference on the baseline four variables are robust to

which additional variable we include in the extended EM panel VAR.

Figure 3 shows that in response to an expansionary QE shock, the currencies of these EM countries

appreciate significantly against the US dollar and long-term bond yields decrease. The impact effects

on the US dollar exchange rate is around 25 bp and on long-term yields around 3 bp. For the exchange

rate, the peak effects are around four times as large as the impact effects and occur after about 5

months. This result confirms anecdotal evidence on the behavior of exchange rates of these EM

economies.

The effect on stock prices is also positive and is accompanied by an increase in capital inflows to

these countries. The impact effect on the stock price is around 100 bp, with a peak effect of around

200 bp. This is a large effect, comparable to the effect of the QE shock on US stock prices themselves.

Capital inflows also increase by a fairly substantial amount, around 2% at its peak. This is also a

large (peak) effect. Using the average size of the capital flows in our data, this constitutes an average

effect of 3.9 billion dollars on the aggregate and 300 million dollars per country. Finally, there are no

statistically significant effects on important macroeconomic variables such as output and consumer

prices. The only exception is net exports, for which, while the effect is not significant for the first

few periods, it eventually increases.25

Our results on the financial variables is consistent with the narrative of U.S. investors “reaching

for yield” in emerging financial markets during the QE period. That is, as a positive US QE shock

brought down long-term yields in the US, investors sought higher yielding assets, among which were

the assets of the EM economies. Thus, capital flows accelerated to the EM economies, bidding up

asset prices such as exchange rates of the local currencies and stock prices and decreasing long-term

yields in those countries. In this sense, there was an “asset market boom” in these EM countries

following a positive US QE shock.26

25Mackowiak (2007) finds significant effects of the conventional monetary policy shock on output and prices, which
is not the case for our unconventional US monetary policy shock.

26Rapid capital inflows often lead to these developments in small open economies generally. This was true for example
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Figure 3: Impulse responses of the panel VAR on emerging market economies

Notes: Each plot displays the posterior median of the impulse responses to a one-standard deviation (unit) increase

in the US QE shock identified in the baseline VAR for the US, along with 68% error bands. The first row presents

the impulse responses from the baseline specification. The second row presents the impulse responses of each variable

from the extended specification that includes the corresponding variable as well as the baseline four variables. USD

ex. rates are the domestic currency price of a US dollar for each country. Net exports to the US are the ratio of net

exports to the US to GDP of each country. For the description of other variables, see the main text and the online

data appendix.

In spite of these large effects on the financial variables, we do not however find robust and

significant effects on the macroeconomic variables. This is not fully surprising and is actually in

line with possible opposing effects of increased capital inflows on the EM economies, as argued for

example recently in Blanchard et al (2015). The result on net exports might be more surprising, as we

estimate an appreciation of these currencies, but improved financial and macroeconomic conditions

for the southern European countries following the introduction of the Euro. For some recent evidence using quarterly
data on large effects on house prices and consumption in emerging economies of a global shock, see Cesa-Bianchi et al
(2015).
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in the US following the QE policy can play a role in the reverse direction.27

3.3.2 Fragile Five vs. Others

Next, we investigate the heterogeneity in the spillover effects of the US QE shock across different

subgroups of the EM countries. Specifically, the mean of the coefficients, γ̄ in (4), is now allowed to

be different between the Fragile Five countries and the rest of the EM countries in our sample. In

our notation in (5), let γ̄1 be the mean of the coefficients for the Fragile Five countries and γ̄2 be

the mean for the rest. By comparing the impulse responses to the US QE shock across these two

groups, using γ̄1 and γ̄2, respectively, we can study if these two groups were differentially responsive

to the US QE shock. We can thereby empirically assess if the Fragile Five countries were particularly

vulnerable to the spillover effects of US QE policy.

The results in Figure 4 show that the effects on the financial variables such as US dollar exchange

rates, long-term interest rates, the EMBI, and capital inflows are stronger for the Fragile Five

countries compared to the rest of the EM countries. The effects on stock prices are similar. In

fact, note that for the non-Fragile Five countries the response of US dollar exchange rates, long-term

yields, and capital inflows have little statistical significance. In terms of the magnitude, the effects

on US dollar exchange rates and long-term yields are at least double both on impact and at peak

for the Fragile Five compared to the rest. For output and consumer prices however, there are no

significant effects on both groups. Moreover, net exports increases for the Fragile Five countries after

a delay, and it is not significant for the other countries. Our conclusions regarding the heterogeneity

in responses between the Fragile Five countries and the rest remain robust if we instead estimate a

panel VAR on the financial variables only. The results for the specification with financial variables

only are reported in the online robustness appendix.

27Stanley Fischer recently made a similar argument:

“There is little doubt that the aggressive actions the Federal Reserve took to mitigate the effects of
the global financial crisis significantly affected asset prices at home and abroad as well as international
capital flows ...An easing of monetary policy in the United States benefits foreign economies from both
stronger U.S. activity and improved global financial conditions. It also has an offsetting contractionary
effect on foreign economies because their currencies appreciate against the dollar.” (Federal Reserve Vice
Chairman Stanley Fischer in a speech in 2014)

Moreover, note that our findings of capital flowing in with net exports also increasing are not inconsistent, per se, on
purely statistical/accounting grounds. There is some disconnect in these two measures, as our data is on gross capital
inflows while we use a net exports measure, and moreover, the capital flows data is at a global level while the trade
data is at the bilateral level with the US (we make this choice with the trade data as our external shock is US specific).
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Figure 4: Impulse responses of the panel VAR on Fragile Five and others

Notes: Subplots are arranged by variables and shown for two groups of countries: the Fragile Five countries including

Brazil, India, Indonesia, South Africa and Turkey and the rest of the EM economies. See the notes in Figure 3.
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Table 2: Averages of key financial variables in the period of 2000-2007

Fragile Five Countries Rest of Emerging Markets

US Dollar Exchange Rates -0.37 -0.21
Long-term Interest Rates 15.02 4.96
Stock Prices 2.15 1.73

Notes: The monthly data source is the same as in the panel VAR analysis. The average monthly growth rate for

exchange rates and stock prices and the monthly average of long-term interest rates are presented. All the numbers

are in percentage.

Table 3: Averages of key imbalance variables in the period of 2000-2007

Fragile Five Countries Rest of Emerging Markets

Current Account -0.57 2.58
Fiscal Balance -3.66 -1.05
Structural Fiscal Balance -3.53 -1.35
Government Debt 59.7 34.5

Notes: We take the average of annual data for the two groups. The current account, fiscal balance, and government debt

are presented as ratios of GDP while structural fiscal balance is presented as ratio of potential GDP, all in percentage.

Government debt is gross government debt. Net government debt is not available for all countries but the average for

those available countries follows a similar pattern as gross government debt. The datasource is the World Economic

Outlook (WEO) by IMF.

3.3.3 Discussion

We now assess what might be underlying fundamental reasons that led the Fragile Five countries

to be more sensitive and respond more strongly to the US QE shock. To provide such a narrative,

we look at some key data from the pre-QE period, in particular from years 2000-2007, for these two

groups of countries. Our objective here is to present a picture of the ex-ante state of the economy of

these countries such that it can be related to the effect of the US QE shock.

In Table 2, we present the average growth rates of the nominal US dollar exchange rate and stock

prices and the level of long-term interest rates for the period from 2000 through 2007. While the

difference among the two groups of countries is not very stark in the foreign exchange and stock

market, long-term interest rates are much higher in the Fragile Five countries than in the other EM

countries. Thus, it seems natural that as the Federal Reserve embarked on QE, these countries saw

stronger capital inflows as they were more attractive to investors who were going after higher yields

with abundant liquidity.

Next, in Table 3, we present some statistics about key external and fiscal imbalances for the same

period. The objective here is to assess if these imbalances were more pronounced in the Fragile Five

countries, which would then help provide an explanation for why they were more vulnerable to an

external shock such as the US QE shock. Indeed, Table 3 shows that the Fragile Five countries had
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a greater level of current account deficits and fiscal deficits, as well as a higher level of government

debt, relative to GDP.28

4 Robustness and Extensions

We now present results of a series of robustness exercises and extensions to the baseline specifications

that we have implemented.

4.1 Domestic Effects of US QE Shock

We first consider an extension of our baseline five-variable US VAR that is economically interesting.

It is to assess the empirical evidence on one of the stated goals of QE by the Federal Reserve:29

“Thus, the overall effect of the Fed’s LSAPs was to put downward pressure on yields of a wide range

of longer-term securities, support mortgage markets, and promote a stronger economic recovery.”

This exercise may help us identify the QE shock better by considering the goal of QE explicitly.

We proceed by adding in the US VAR a private-sector yield and an additional asset price. For

private-sector yields, we use a corporate bond yield and a mortgage yield. The corporate bond yield

measure, the effective yield of the BofA Merrill Lynch US Corporate 10-15 Year Index, includes a

subset of the BofA Merrill Lynch US Corporate Master Index tracking the performance of US dollar

denominated investment grade rated corporate debt publicly issued in the US domestic market. The

mortgage yield measure, the 30-year Conventional Mortgage Rate, is the contract interest rates on

commitments for 30-year fixed-rate first mortgages. These variables will help assess whether the QE

policy had effects generally on financial markets by lowering a wide-range of yields rather than just

lowering yields on US Treasuries. For the additional asset price, we consider the nominal exchange

rate of US Dollars and a house price index. Specifically, the US nominal effective exchange rate

and the Core Logic house price index are used. The effects on the nominal exchange rate will help

connect the results with the bilateral exchange rate results we have already established through the

EM panel VAR, while the exercise on house prices is a logical extension given the attention the

housing sector received in policy making during this period.

In terms of identification, we now include a private-sector yield in the interest rate determination

(F) equation in an extension and an additional asset price in the information (I) equation in another

extension. Moreover, we impose that the Federal Reserve does not respond to the private-sector

yield or the additional asset price contemporaneously.

28Our results are similar to Ahmed et al (2015) who also find that the EM economies that had relatively better
fundamentals to begin with— as measured by a host of individual variables such as current account deficits and
government debt— were less sensitive to developments in the US QE policy. Our results are also consistent with those
in Mishra et al. (2014).

29Quoted from the answer to the question “What are the Federal Reserve’s large-scale asset purchases?” on
the Federal Reserve’s website: https://www.federalreserve.gov/faqs/what-were-the-federal-reserves-large-scale-asset-
purchases.htm
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(a) Extension with corporate bond yields and the nominal effective exchange rate (NEER)
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(b) Extension with mortgage yields and the nominal effective exchange rate (NEER)
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Figure 5: Impulse responses to the QE shock in the seven-variable extended specifications for the
US VAR

Notes: Each plot displays the posterior median of the impulse responses to a one-standard deviation (unit) shock in

the monetary policy (“MP”) equation, along with 68% error bands.
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(c) Extension with mortgage yields and house prices
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Figure 5: (continued) Impulse responses to the QE shock in the seven-variable extended specifica-
tions for the US VAR

Notes: Each plot displays the posterior median of the impulse responses to a one-standard deviation (unit) shock in

the monetary policy (“MP”) equation, along with 68% error bands.

Figure 5 shows the impulse responses in the extended specifications. Panel (a) shows the results

where we include a measure of corporate bond yields and the US nominal effective exchange rate. It

is clear that the US QE shock decreases the corporate bond yield and depreciates the US nominal

effective exchange rate.30 The announcement effect literature that generally focused on the US dollar

exchange rate also has established that QE policies led to a depreciation. We thus have a similar

result here, which is in turn consistent with the bilateral appreciation of the EM currencies against

the US dollar that we established in the EM panel VAR.

Panel (b) of Figure 5 shows the impulse responses when we extend the baseline VAR by including

both a measure of mortgage yield and the US nominal effective exchange rate. It shows clearly that

the US QE shock decreases the mortgage yield and depreciates the US nominal effective exchange

rate. Thus we find that an unanticipated shock to asset purchases by the Federal Reserve reduces

both Treasury and mortgage yields. Finally, Panel (c) of Figure 5 presents our results when we

include the mortgage yield and the house price index. By focusing on the housing sector, this allows

a direct comparison of how the dynamics of mortgage yields and house prices were affected by the

US QE shock and whether the results are economically sensible. As to be expected, the US QE

shock decreases the mortgage yield and increases the house price index.

30Unlike for the bilateral exchange rates, for the effective exchange rate, a decrease constitutes a depreciation.
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Lastly, we identify a conventional monetary shock in the US before the Great Recession (from

1965 to 2007) using non-recursive restrictions and a set of variables that are similar to those in the

baseline specification described above. This helps us assess whether our identification scheme as well

as inclusion of variables like stock prices (which do not always appear in monetary VAR studies)

leads to non-standard results during the conventional time period. The results show that applying

our empirical strategy to identify the QE shock to the conventional time period would still lead

to inference for the conventional monetary policy shock that is consistent with the findings in the

related literature. The results are provided in the online robustness appendix.

4.1.1 Other robustness exercises

We also estimate various extended specifications for the US VAR. We consider monthly GDP and

the coincidence index in place of industrial production and CPI in place of the PCE deflator to see

whether our results are robust to the choice of the activity measure (including one that contains labor

market information) and the price measure. We find that our key empirical results remain robust

to these alternative measures and we also provide additional insights into effect of QE on inflation

expectations. All the identification restrictions and results in these extensions are detailed later in

the online robustness appendix. Lastly, we try to identify the QE shock using recursive identifying

restrictions on A0 and confirm that we need our identifying restrictions described in Table 1 to

correctly identify the QE shock and obtain empirical results that are economically sensible and

consistent with the findings of the related literature.

4.2 Spillover Effects of US QE Shock

We now provide three sets of important additional results on the EM panel VAR. First, we use

the short-term interest rate instead of the monetary aggregate; second, we consider an alternative

sub-grouping of countries; and third, we use a shadow interest rate based measure of a US QE

shock. Robustness exercises where we consider only financial variables, vary lag length, and include

dummies for announcement dates are in the online robustness appendix.

4.2.1 Short-term interest rate as a monetary policy instrument

In the baseline EM panel VAR a measure of the monetary aggregate was included to capture and

control for monetary policy responses in the EM countries. While this is our preferred specification,

we now instead use a measure of short-term interest rates and repeat the EM panel VAR analysis.

This is because some of the EM countries in our sample, such as Brazil and the Republic of Korea,

implement monetary policy by adjusting short-term interest rates rather than monetary aggregates.

We start first with the baseline results that use all countries. We then move on to the sub-group

analysis where the Fragile Five countries constitute one group and the rest of the EM countries

another.

Figure 6 presents the results based on the estimated average effects across all the EM economies

in our sample. As is clear, our inference is the same as that from Figure 3 for financial variables: an
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Figure 6: Impulse responses of the panel VAR on emerging market economies that includes the
short-term interest rate

Notes: Results are from a specification that uses the short-term interest rate instead of the monetary aggregate in the

panel VAR. See also notes in Figure 3.

expansionary US QE shock leads to an appreciation of the currencies of these countries against US

Dollar, an increase in stock prices, a decrease in long-term interest rates, as well as an increase in

capital inflows. Moreover, on the macroeconomic front, there are no significant effects on output and

consumer prices, but net exports to the US increase. In addition, even in terms of the magnitude,

the results are very similar as in Figure 3, except with stronger estimated effects on capital flows.

These conclusions are also confirmed in the financial-variable only EM panel VAR.

Using the short-term interest rate instead of the monetary aggregate, we now present results

based on subgroup estimation where the Fragile Five countries constitute one group and the rest of

emerging markets constitute another. Figure 7 shows that the Fragile Five countries respond more

strongly, in particular their exchange rate appreciates more and long-term interest rates fall by a

larger amount. Moreover, capital inflows increase significantly more for them, with an imprecise and

weak response of the non-Fragile Five countries. The response of stock prices is comparable across

the groups and the rise of net exports is only a feature of the Fragile Five. Thus, these results are

both qualitatively and quantitatively similar to the results in Figure 4 that were estimated with the

monetary aggregate included.

Overall, this comparison leads us to conclude that the substantive aspects of our results do not

change if we use the short-term interest rate instead to control for monetary policy actions by the

EM countries despite our concern on the poor quality of the data on short-term interest rates and

26



relevance.
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Figure 7: Impulse responses of the panel VAR on Fragile Five and others that includes the short
term interest rate

Notes: Results are from a specification that uses the short-term interest rate instead of the monetary aggregate in

the panel VAR. Subplots are arranged by variables and shown for two groups of countries: the fragile five countries

including Brazil, India, Indonesia, South Africa and Turkey and the rest of emerging markets. See also the notes in

Figure 4. 28



4.2.2 Alternative country groups in the EM panel VAR

So far, we considered two subgroups of countries in an extension of the panel VAR analysis: the

Fragile Five and the rest. Arguably, this grouping is somewhat ad-hoc. We here consider an alterna-

tive country group where we add Mexico to the group of the Fragile Five countries as it has strong

linkages with the US. In Figure 8 we present the results. Comparing with Figure 4, it is noticeable

that the responses of the financial variables to the US QE shock, in particular, the exchange rate,

long-term interest rates, and capital inflows are stronger and more precisely estimated for this group

that includes Fragile Five countries as well as Mexico. Even so, for output and consumer prices,

there are no significant effects of the US QE shock. For conciseness, we present the results of the

financial panel VAR for this sub-grouping in the online robustness appendix. The results are similar

as here in that the financial variables of the group that includes the Fragile Five and Mexico get

affected more strongly by the US QE shock.

4.2.3 Spillover effects of the shadow interest rate shock

For the sensitivity analysis using the QE shock from a US VAR we use a shadow interest rate

estimated by Krippner (2016) as a measure of QE. To conserve space, we do not show the impulse

responses of US variables. But we note that the US QE shocks from our baseline case and from this

measure are positively correlated, though not perfectly so (the correlation is -0.31). Thus, there is

some independent variation based on these two approaches. At the same time, as we show in Figure

B.6 in the appendix, the spillover results based on a QE shock that is obtained using a shadow interest

rate as a measure of QE policy in the US VAR is similar to our baseline results. We nevertheless

still prefer the securities held outright on the balance sheet of the Federal Reserve as our baseline

measure over the shadow rate since it is a more direct measure of QE policy.

4.2.4 Other robustness exercises

We also show that our empirical pattern of spillover effects are robust to controlling for announcement

effect dates via dummy variables in the panel VAR and also are not sensitive to choice of lag length.

In order to check the latter, we re-estimate the EM panel VAR for the Bayesian Information Criterion

suggested lag length. Moreover, to highlight the strong effect on the financial variables of the EM

countries, and to possibly mitigate some concerns of the small sample bias, we also estimate an

alternative specification of the EM panel VAR with monetary aggregate and only four important

financial variables: stock prices, US dollar exchange rates, long-term interest rates, and capital

flows. This specification arguably allows an even more direct comparison with the announcement

effect literature which mostly focuses on the effects of QE on the financial market variables. The

estimates of this specification are somewhat more precise, and overall qualitatively and quantitatively,

consistent with the specification that includes both macroeconomic and financial variables. In order

to save space, we relegate all these results to the online robustness appendix.
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Figure 8: Impulse responses of the panel VAR on Fragile Five plus Mexico and others

Notes: Sub-plots are arranged by variables and shown for two groups of countries: the fragile five countries plus Mexico

and the rest of emerging markets. See also the notes in Figure 3.
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5 Conclusion

In this paper we estimate the spillover effects of US quantitative easing (QE) on the emerging

market (EM) economies. Using a VAR with a non-recursive identification method on monthly US

macroeconomic and financial data, we first estimate the US QE shock and infer its effects on the

US variables. The effects on US financial and macroeconomic variables are remarkably robust and

strong. We then use this identified US QE shock to infer the spillover effects on the EM economies

in a panel VAR framework. We find that an expansionary US QE shock leads to an exchange rate

appreciation, a reduction in long-term bond yields, and a stock market boom for these EM countries.

These effects are bigger for the Fragile Five countries that include Brazil, India, Indonesia, South

Africa and Turkey, but are also present for the other EM economies. We also find significant positive

effects on capital flows to these countries following a positive US QE shock. We however do not

find consistent and significant effects of the US QE shock on output and consumer prices of the EM

countries, with net exports as the only real variable that gets affected significantly.

Our empirical results are helpful in establishing a set of empirical facts that can guide open econ-

omy models of unconventional monetary policy transmission mechanisms and spillovers. In doing

so, various mechanisms proposed in the closed-economy literature for why QE policies have domestic

macroeconomic effects can be extended to an open economy setting. Closed-economy mechanisms

that generate domestic effects of QE are for example, those that work through credit intermediation

(Gertler and Karadi (2011)) and which we indeed used to provide theoretical justification of our

approach to identification of the US QE shock, portfolio balance effects (Chen et al (2012)), provi-

sion of scarce collateral (Williamson (2012)), or signalling of future lower interest rates (Bhattarai,

Eggertssson, and Gafarov (2015)).
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Appendices

A Data description and sources

See the online data appendix for the complete list of the data with detailed descriptions and their

sources. It also explains how quarterly GDP series are interpolated to monthly series for the US and

the emerging market (EM) countries. For the EM countries, monthly GDP is used to normalize net

exports to the US. Here, we show and discuss briefly the data we use in the baseline analysis.

Figure A.1 plots securities held outright along with 10-year Treasury yields, the S&P 500 index,

nominal (trade-weighted) effective exchange rates, real GDP, and the private consumption expendi-

tures (PCE) deflator. The vertical lines represent the dates of major events including the onset of

the Lehman crisis, several phases of QE by the Federal Reserve, and the taper talk. The decision to

purchase large volumes of assets by the Federal Reserve came in three steps, known as QE1, QE2

and QE3 respectively. On November 2008, the Federal Reserve announced purchases of housing

agency debt and agency mortgage-backed securities (MBS) of up to $600 billion. On March 2009,

the FOMC decided to substantially expand its purchases of agency-related securities and to purchase

longer-term Treasury securities as well, with total asset purchases of up to $1.75 trillion, an amount

twice the magnitude of total Federal Reserve assets prior to 2008. On September 2011, the Fed-

eral Reserve announced a new program on Operation Twist that involved purchasing $400 billion of

long-term treasury bonds by selling short-term treasury bonds. This program was further extended

in June 2012 till the end of the year. On September 2012, the last round of quantitative easing

was announced, which consisted of an open ended commitment to purchase $40 billion mortgage

backed securities per month. On December 2012, this program was expanded further by adding the

purchase of $45 billion of long-term treasury bonds per month. Quantitative easing officially ended

on October 2014.

It is clear that QE was initiated in an environment where a large negative shock drove down

output and prices. Figure A.1 also suggests that after some lag, these interventions likely contributed

to driving down long-term interest rates, a stock market boom, and depreciation of the US dollar.

The observed comovements of the securities held outright with the other variables, however, do not

necessarily imply the causal effects of QE. We aim to isolate and identify such causal effects by

careful econometric analysis.
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Figure A.1: Selected US macroeconomic and financial data

Notes: The vertical lines mark dates of the major events: [1] September 2008 when the Lehman Brothers filed for

bankruptcy; [2]-[3] November 2008 and March 2009 which are QE1 dates; [4] November 2010 which is a QE2 date;

[5] September 2011 which is an MEP date; [6]-[7] September 2012 and December 2012 which are QE3 dates; and [8]

May 2013 when Ben Bernanke discussed the possibility of withdrawal of the QE program at the US Congress. The

units are billions of dollars for securities held outright, percentages for 10-year Treasury yields, a 2010=100 index for

nominal effective exchange rates, billions of chained 2009 dollars for real GDP, and an 2009=100 index for the PCE

deflator, respectively. A decrease in the effective exchange rate means depreciation of the US dollar against a basket

of currencies. Real GDP is an interpolated measure. For further details of data, see the online data appendix.

37



(a) Long-term interest rates

1 2 3 4 5 6 7 8

0
6

1
2

1
8

P
e
rc

e
n
ta

g
e

2008m1 2010m1 2012m1 2014m1
Time

Brazil

India

Indonesia

South Africa

Turkey

0
6

1
2

1
8

P
e
rc

e
n
ta

g
e

2008m1 2010m1 2012m1 2014m1Time

Chile

Colombia

Republic of Korea

Malaysia

Mexico

Peru

Taipei,China

Thailand

(b) Stock market indices

1 2 3 4 5 6 7 8

1
0
0

1
5
0

2
0
0

5
0

2
5
0

A
d
ju

s
te

d
, 
2
0
0
8
m

1
=

1
0
0

2008m1 2010m1 2012m1 2014m1
Time

Brazil

India

Indonesia

South Africa

Turkey

1
0
0

1
5
0

2
0
0

5
0

2
5
0

A
d
ju

s
te

d
, 
2
0
0
8
m

1
=

1
0
0

2008m1 2010m1 2012m1 2014m1Time

Chile

Colombia

Republic of Korea

Malaysia

Mexico

Peru

Taipei,China

Thailand

Figure A.2: Long-term interest rates and stock market indices in emerging market economies

Notes: Panel (a) presents the long-term interest rates and Panel (b) displays the Morgan Stanley Capital International

(MSCI) index for each country, adjusted so that it is equal to 100 in January 2008. For the details of data, see the

online data appendix. The vertical lines mark the dates of the major events. For the details, see the notes in Figure

A.1.
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(a) Nominal exchange rates against US dollar
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(b) Cumulative capital flows
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Figure A.3: Nominal exchange rates and cumulative capital inflows in emerging market economies

Notes: Panel (a) presents nominal exchange rates against US dollar, the domestic currency price of a US dollar,

adjusted so that the exchange rate is equal to 100 in January 2008. Panel (b) shows the cumulative capital flows into

each country since January 2008. For the details of data, see the online data appendix. The vertical lines mark the

dates of the major events. For the details, see the notes in Figure A.1.
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B Additional results from extensions and robustness exercises

We have estimated a large number of extensions to the baseline specification of the US VAR and the

EM panel VAR and also an extensive set of robustness exercises. See the online robustness appendix

for all those results.

Here, we present results from two important exercises. First, we present results from the theo-

retical exercise based on the Gertler and Karadi (2011) model of QE. Second, we present spillover

results based on using a US QE shock that is estimated from a US VAR that contains a shadow rate

as a measure of US QE.

Figure B.4 shows the responses of variables to a QE shock in the Gertler and Karadi (2011)

model where we use the exact paramterization of the model as in Gertler and Karadi (2011). We

refer the reader to the Gertler and Karadi (2011) paper for details on the model. We show results

for both the QE reaction function that features only spread, as in Gertler and Karadi (2011), as well

as one that includes also lagged inflation and output growth. This latter specification is more in line

with our empirical one and we therefore show those results as well. In terms of parameterization of

the feedback coefficients, we follow the baseline calibration of Gertler and Karadi (2011) that uses

κ = 10 and impose for simplicity κ = κπ = κy. Figure B.5 shows the responses of variables to a QE

shock in the Gertler and Karadi (2011) model where additionally, we allow for smoothing in the QE

reaction function, as that is a standard assumption in the conventional monetary policy literature.

We use a standard value of ψ = 0.8.

Figure B.6 present results from a panel VAR specification that uses as a QE shock a shock to the

shadow rate as estimated and identified in a US VAR.
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Figure B.4: Impulse responses to a 1 percent QE shock in the Gertler and Karadi (2011) model

Notes: The parameterization of the model and the QE reaction function is exactly the same as in Gertler and Karadi

(2011).
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Figure B.5: Impulse responses to a 1 percent QE shock in the Gertler and Karadi (2011) model

Notes: The parameterization of the model and the QE reaction function is exactly the same as in Gertler and Karadi

(2011), with the addition of a smoothing term.
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Figure B.6: Impulse responses of the panel VAR on emerging market economies that uses as QE
shock a shock to the US shadow rate

Notes: Results are from a panel VAR specification that uses as the QE shock a shock from US VAR with the shadow

interest rate as an instrument of QE.
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C Econometric methodology

C.1 Structural VAR for the US

As the methods for the Bayesian structural VAR are well described in Sims and Zha (1998), Waggoner

and Zha (2003a; 2003b) and Sims and Zha (2006b), we refer readers to these papers for details

of estimation methods. Here we only explain the hyperparameters for the Minesota-type prior

distribution of the US VAR proposed by Sims and Zha (1998).

The Minnesota-type prior distribution is implemented by three types of dummy observations and

there are six hyperparameters. The first type of the dummy observations expresses a prior belief

that the dynamics of each variable in the US VAR is centered around a random walk behavior and

has four hyperparameters µ0, µ1, µ2, and µ3. Hyperparameter µ0 determines the overall tightness

of prior beliefs, µ1 the tightness of prior beliefs around a random walk process, and µ3 the rate

at which the prior variance shrinks as the lag order increases.31 The second and third type of the

dummy observations expresses a prior belief that each variable is likely to contain a unit root and a

prior belief that the endogenous variables are likely to be cointegrated, respectively. The tightness of

these two types of the dummy observations are determined by µ4 and µ5, respectively. As we use the

monthly data, we set µ0 = 0.6, µ1 = 0.1, µ3 = 1.2, µ4 = 5 and µ5 = 5 in the baseline specification

following Sims and Zha (2006b).

C.1.1 Posterior simulation

We use the Matlab code made public by Tao Zha to do Gibbs sampling from the posterior distribution

of the US VAR: 60,000 draws are made, but the first 10,000 draws are discarded and the last 50,000

draws are used to make posterior inferences.

C.2 Panel VAR for the emerging market countries

We start with a description for the baseline case where we include all emerging market economies

together. We then proceed to describing the method when we do estimation across two sub-groups

of countries.

C.2.1 A case with a single group

Suppose that there are N countries indexed by i. We have an mz × 1 vector of endogenous variables

zi,t for country i and an mx × 1 vector of exogenous variables xt that can include a constant, a time

trend or other exogenous variables and are common across countries. The sample covers the period

from t = 1, · · · , T . We condition the inference on initial p observations for t = 0,−1, · · · ,− (p− 1).

31Another hyperparameter, µ2, is always set to 1 to keep the simultaneous equation framework in Sims and Zha
(1998) contrary to the original equation-by-equation approach by Litterman (1986).
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The dynamics of endogenous variables for country i can be written as

zoi,t =

p∑
j=1

Bi,jz
o
i,t−j +

q∑
j=0

Di,jεQE,t−j + Cix
o
i,t + uoi,t, (C.1)

where Bi,j for j = 1, · · · , p is mz ×mz, Di,j for j = 1, · · · , p is mz × 1, Ci is mz ×mx, and uoi,t is

mz × 1. The superscript o means that the variables are observables and the disturbance term is one

for observable variables. Later we augment the sample with dummy observations with superscript

d. Let us collect the regressors on the right hand side of (C.1) in woi,t as

woi,t =
[
zo′i,t−1 · · · zo′i,t−p εQE,t−0 · · · εQE,t−q xo′i,t

]′
,

and write (C.1) as

zo′i,t = wo′i,tΓi + uo′i,t, (C.2)

where Γi collects the coefficient matrices on the right hand side of (C.1)

Γi =
[
Bi,1 · · · Bi,p Di,0 · · · Di,q Ci

]′
.

Note that woi,t is an mw × 1 vector with mw = mzp + (q + 1) + mx and Γi is an mw ×mz matrix.

Now vectorize equation (C.2) as

zoi,t =
(
Imz ⊗ wo′i,t

)
γi + uoi,t, (C.3)

where γi = vec (Γi), and stack (C.3) for i = 1, · · · , N as

zot = W o
tγ + uot , (C.4)

where

zot =


zo1,t

...

zoN,t

 , W o
t =


(
Imz ⊗ wo′1,t

)
0

. . .

0
(
Imz ⊗ wo′N,t

)
 , γ =


γ1

...

γN

 , and uot =


uo1,t

...

uoN,t

 .
Note that zot is Nmz × 1, W o

t is Nmz × Nmzmw, γ is Nmwmz × 1 and uot is Nmz × 1. It is

assumed that uot ∼ N (0,Σ) with Σ being Nmz ×Nmz and positive definite. Let mγ = mwmz and

mγN = Nmγ .

Prior and posterior distribution of γ (γi’s) and Σ We describe the prior and posterior

distributions of γ (γi’s) ad Σ next.
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Prior distribution We take the random coefficient approach as discussed in the main text: γi

is given as

γi = γ̄ + vi, (C.5)

for i = 1, · · · , N , where γ̄ is an mγ × 1 vector and vi ∼ N (0,Σi ⊗ Σi). Note that Σi is an mz ×mz

matrix that is the i-th block on the diagonal of Σ and Σi is an mw ×mw positive definite matrix.

Equation (C.5) can be written as

γi|γ̄,Σ ∼ N (γ̄,Σi ⊗ Σi) .

We assume that γi’s are independent of each other conditional on γ̄ and Σ. That is, E
(
viv
′
j

)
= 0

for i 6= j. The prior distribution for γ̄ is described below. We set Σi = 5× Imw .

The prior distribution for Σ is inverted-Wishart, or alternatively, the prior distribution for Σ−1

is Wishart as

Σ−1 ∼W
(
ν, S−1

)
,

where ν > Nmz + 1 and S is Nmz×Nmz and positive definite. We set ν̄ = Nmz + 2 that leads to a

loose prior on Σ−1. For S, ideally we would use a training sample to get the estimate of the variance

matrix of residuals from a VAR model. However, because of the small size of our sample and the

fact that it falls on the normal times immediately before our sample, we do not use such a training

sample. We take a practical approach and use the estimated variance matrix of OLS residuals from

an individual VAR model with the same specification for each country.

Posterior distribution We derive the posterior distribution of γ (γi’s) conditional on Σ and

γ̄ and the posterior distribution of Σ conditional on γ and γ̄. Let

γ̃ =

(
T∑
t=1

W o′
t Σ−1W o

t + Σ−1
γ

)−1 [( T∑
t=1

W o′
t Σ−1W o

t

)
γ̂ +

(
Σ−1
γ

)
γ̄

]
,

where γ̄ = 1N ⊗ γ̄ with 1N being an N × 1 vector of 1’s,

γ̂ =

(
T∑
t=1

W o′
t Σ−1W o

t

)−1( T∑
t=1

W o′
t Σ−1zot

)
,

and

Σγ =


Σ1 ⊗ Σ1 0

. . .

0 ΣN ⊗ ΣN

 .
It follows that

γ|γ̄,Σ, zoT , · · · , zo1, zo0, · · · , zo−p+1 ∼ N

γ̃,( T∑
t=1

W o′
t Σ−1W o

t + Σ−1
γ

)−1
 , (C.6)
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and

Σ−1|γ, γ̄,zoT , · · · , zo1, zo0, · · · , zo−p+1 ∼W
(
T + ν, S̃−1

)
, (C.7)

where

S̃ =

T∑
t=1

(zot −W o
tγ) (zot −W o

tγ)′ + S.

Prior and posterior distribution for γ̄ We now describe the prior and posterior distributions

of γ̄. It is assumed that before observing the data,

γ̄ ∼ N
(
¯̂γ,Σγ̄

)
,

where ¯̂γ is the mean of the vectorized OLS estimator of γi’s on the augmented data matrix that

includes the actual data for country i and the dummy observations

¯̂γ =
1

N

N∑
i=1

γ̂o+di ,

and

Σγ̄ = sγ̄Imγ .

The factor sγ̄ controls the tightness of the prior distribution for γ̄ and is set to 0.005.

Dummy observations in the data matrix are in the spirit of the Minnesota prior and as imple-

mented in the code rfvar3 written by Chris Sims. Therefore, the prior distribution for γ̄ is in fact a

mixture of three different prior distributions after some adjustment: a normal distribution centered

around the mean of the OLS estimates of VARs for individual entities and two dummy observations

prior distributions. Again, because of the small size of our sample, we take a practical approach and

use the OLS estimates from an individual VAR model with the same specification for each country

to guide the posterior distribution.

Specifically, we include the following two types of dummy observations. The first type represents

a prior belief that there exists co-persistence among endogenous variables. Let z̄oi,0 = p−1
∑p

j=1 z
o
i,1−j

and x̄0 = p−1
∑p

j=1 x1−j which are the sample mean of the initial observations for country i and

the common exogenous variables. Then we include in the data matrix an observation
{
λzd1, λW

d
1

}
where zd1 =

[
z̄o′1,0 · · · z̄o′N,0

]′
, and

W d
1 =


(
Imz ⊗ wd′1,1

)
0

. . .

0
(
Imz ⊗ wd′N,1

)
 ,

with wdi,1 =
[
z̄o′i,0 · · · z̄o′i,0 0 · · · 0 x̄o′0

]′
for i = 1, 2, · · · , N . When it is substituted in (C.4),

it would imply

λzd1 = λW d
1γ + ud1.
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The hyperparameter λ controls how the tightness of the first type of dummy observations.

The second type of dummy observations represents a prior belief in favor of own-persistence of

endogenous variables. Let Z̄oi,0 denote an mz×mz symmetric diagonal matrix with z̄i,0 on the diagonal

and zeros off the diagonal. We include, in the data matrix, mz observations
{
µzdt , µW

d
t

}mz+1

t=2
such

that 
zd2
...

zdmz+1

 = vec


Z̄o1,0

...

ZoN,0

 ,

and

W d
t =


(
Imz ⊗ wd′1,t

)
0

. . .

0
(
Imz ⊗ wd′N,t

)
 ,

for t = 2, · · · ,mz + 1 where wdi,t =

[ (
z̄oi,0

)′
(t−1)

· · ·
(
z̄oi,0

)′
(t−1)

0 · · · 0 0′mx×1

]′
for i =

1, 2, · · · , N and
(
z̄oi,0

)
(t−1)

is an mz × 1 vector of zeros except that the (t− 1)-th element is equal

to the (t− 1)-th element of z̄oi,0. The second type implies that the j-th equation of the i-th unit

implies that there is a unit root for the j-th variable of zi,t. Note that the exogenous variables are

assumed to take on zeros. The hyperparameter µ controls the tightness of the second type of dummy

observations.

We set λ = 5 and µ = 2 as is recommended in the literature. It follows that

γ̄|γ,Σ, zoT , · · · , zo1, zo0, · · · , zo−p+1 ∼ N

˜̄γ,

(
N∑
i=1

(Σi ⊗ Σi)
−1 + Σ−1

γ̄

)−1
 , (C.8)

where

˜̄γ =

(
N∑
i=1

(Σi ⊗ Σi)
−1 + Σ−1

γ̄

)−1( N∑
i=1

(Σi ⊗ Σi)
−1 γi + Σ−1

γ̄
¯̂γ

)
.

Posterior simulation We use the Gibbs sampler to alternatingly draw γ conditional on Σ and

γ̄ from (C.6), Σ conditional on γ and γ̄ from (C.7), and γ̄ conditional on γ and Σ from (C.8). We

make 200,000 draws and use only the last 100,000 draws to make posterior inferences.

C.2.2 A case with two groups

Now we consider a case where there are two groups with different average effects. Without loss of

generality, the first group consistent of countries i = 1, · · · , N1 and the second group consists of

countries i = N1 + 1, · · · , N . We reuse some notations from the previous section. But their meaning

should be clear from the context.
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We assume that for i = 1, · · · , N

γi = γ̄1 × IF (i) + γ̄2 × [1− IF (i)] + vi,

where IF (i) is an indicator function that takes on 1 if country i belongs to the first group and 0

otherwise, vi ∼ N (0,Σi ⊗ Σi). Independence between αi’s is assumed within each group and across

groups: E
(
viv
′
j

)
= 0 for i 6= j.

Prior and posterior distribution for γ (γi’s) and Σ We use the same hyperparameters for

the prior distribution of γ and Σ as in the single group case. It follows that

γ|γ̄1, γ̄2,Σ, z
o
T , · · · , zo1, zo0, · · · , zo−p+1 ∼ N

γ̃,( T∑
t=1

W o′
t Σ−1W o

t + Σ−1
γ

)−1
 , (C.9)

where

γ̄ =
(
IF (1) · · · IF (N)

)′
⊗ γ̄1 +

(
1− IF (1) · · · 1− IF (N)

)′
⊗ γ̄2,

γ̂ =

(
T∑
t=1

W o′
t Σ−1W o

t

)−1( T∑
t=1

W o′
t Σ−1zot

)
,

γ̃ =

(
T∑
t=1

W o′
t Σ−1W o

t + Σ−1
γ

)−1 [( T∑
t=1

Xo′
t Σ−1Xo

t

)
γ̂ +

(
Σ−1
γ

)
γ̄

]
,

and

Σ−1|γ, γ̄1, γ̄2, z
o
T , · · · , zo1, zo0, · · · , zo−p+1 ∼W

(
T + ν, S̃−1

)
, (C.10)

where

S̃ =
T∑
t=1

(zot −W o
tγ) (zot −W o

tγ)′ + S.

Prior and posterior distribution for γ̄1 and γ̄2 A priori, we assume that

γ̄1 ∼ N
(
¯̂γ1,Σγ̄

)
,

γ̄2 ∼ N
(
¯̂γ2,Σγ̄

)
,

where ¯̂γ1 and ¯̂γ2 are the mean of the vectorized OLS estimator of γi’s for the first and second group,

respectively, on the augmented data matrix that includes the actual data for unit i and the dummy
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observations

¯̂γ1 =
1

N1

N1∑
i=1

γ̂o+di ,

¯̂γ2 =
1

N −N1

N∑
i=N1+1

γ̂o+di

and

Σγ̄ = sγ̄Imγ .

We use the same hyperparameters for the prior distribution of γ and Σ as in the single group case.

Conditional on γ and Σ, the posterior distribution for γ̄1 is

γ̄1|γ,Σ, zoT , · · · , zo1, zo0, · · · , zo−p+1 ∼ N

˜̄γ1,

(
N1∑
i=1

(Σi ⊗ Σi)
−1 + Σ−1

γ̄

)−1
 , (C.11)

and the posterior distribution for γ̄2 is

γ̄2|γ,Σ, zoT , · · · , zo1, zo0, · · · , zo−p+1 ∼ N

˜̄γ2,

 N∑
i=N1+1

(Σi ⊗ Σi)
−1 + Σ−1

γ̄

−1 , (C.12)

where

˜̄γ1 =

(
N1∑
i=1

(Σi ⊗ Σi)
−1 + Σ−1

γ̄

)−1 [( N1∑
i=1

(Σi ⊗ Σi)
−1

)
γi +

(
Σ−1
γ̄

)
¯̂γ1

]
,

˜̄γ2 =

 N∑
i=N1+1

(Σi ⊗ Σi)
−1 + Σ−1

γ̄

−1  N∑
i=N1+1

(Σi ⊗ Σi)
−1

 γi +
(
Σ−1
γ̄

)
¯̂γ2

 .
Posterior simulation We use the Gibbs sampler to alternatingly draw γ conditional on Σ, γ̄1

and γ̄2 from (C.9), Σ conditional on γ, γ̄1 and γ̄2 from (C.10), and γ̄1 and γ̄2 conditional on γ and

Σ from (C.11) and (C.12). We make 200,000 draws and use only the last 100,000 draws to make

posterior inferences.
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