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Abstract Chronic hepatitis C is a disease that is difficult to
treat. At present, interferon might be the only drug, which
can cure this kind of disease, but its efficacy is limited and
patients face the risk of side effects and high expense, so
doctors considering interferon must make a serious choice.
The purpose of this study is to establish a simple model
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and use the clinical data to predict the interferon efficacy.
This model is a combination of Feature Subset Selection and
the Classifier using a Support Vector Machine (SVM). The
study indicates that when five features have been selected, the
identification by the SVM is as follows: the identification rate
for the effective group is 85%, and the ineffective group 83%.
Analysis of selected features show that HCV-RNA level,
hepatobiopsy, HCV genotype, ALP and CHE are the most
significant features. The results thus serve for the doctors’
reference when they make decisions regarding interferon
treatment.
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Introduction

Patients with Chronic Hepatitis C (CHC) are at high risk of
developing liver cirrhosis and/or liver cancer, and prevention
of disease progress is very important. It was first reported
in 1986 that interferon was used to treat chronic hepatitis
C and showed ALT normalization [1]. After that, some
studies [2–4] showed the effects of improvement of liver
function and liver histology image, and serum HCV-RNA
proved negative after interferon treatment. Now interferon
therapy is the treatment of choice for chronic hepatitis C.
Combination therapy with pegylated interferon alpha (PEG)
and ribavirin is currently the standard treatment for patients
with CHC. However, there are numerous side effects such
as fatigue, a flu-like syndrome and others. Furthermore, a
cost-effectiveness analysis in Japan estimates that the health
care costs per patient for standard treatment with interferon
ranged from $10,500 to $35,000. On the other hand,
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Table 1 Main features of patients ∗Mean ± SD

Effective group Ineffective group
Patient features (n = 66) (n = 46) Total (n = 112)

Age (years)∗ 49.73 ± 13.76 52.93 ± 11.86 51.04 ± 12.75
Sex (Male/Female) 49/17 31/15 80/32
HCV RNA level (kiu/ml)∗ 380.98 ± 298.12 735.83 ± 281.29 526.72 ± 334.33
Hepatobiopsy F0(3); F1(27); F2(21);

F3(10); F4(5)
F1(11); F2(11); F3(14);

F4(10)
F0(3); F1(38); F2(32);

F3(24); F4(15)
HCV genotype 1b(33); 2a(16); 2b(10);

type2(6); 3a(1)
1b(37); 2a(3); 2b(5);

type2(1)
1b(70); 2a(19); 2b(15);

type2(7); 3a(1)
GOT (IU/L)∗ 68.82 ± 43.93 84.98 ± 51.24 75.46 ± 47.52
GPT (IU/L)∗ 114.09 ± 92.44 128.57 ± 87.44 120.04 ± 90.30
ALP (IU/L)∗ 266.48 ± 80.09 331.89 ± 150.44 293.35 ± 120.67
CHE (IU/L)∗ 0.95 ± 0.21 0.86 ± 0.26 0.91 ± 0.23
Treatment interval (weeks)∗ 30.09 ± 10.20 27.98 ± 9.76 29.22 ± 10.03
γ -GTP (IU/L)∗ 79.18 ± 99.45 82.22 ± 78.49 80.43 ± 91.06
Ribavirin 35( + )/31( − ) 27( + )/19( − ) 62( + )/50( − )
LDH (IU/L)∗ 181 ± 38.15 193.07 ± 37.82 186.18 ± 32.28
LAP (IU/L)∗ 62.86 ± 16.00 63.72 ± 19.06 63.21 ± 17.25

combination therapy with interferon alpha and ribavirin
for CHC shows a sustained response rate of only about
40% after 24–48 weeks of treatment, and the rate increased
to 54–56% even though PEG was used instead [5–8].
Obviously, interferon treatment is expensive and has limited
efficacy.

Therefore, predicting the efficacy of interferon is crucial
before attempting treatment for CHC patients. Some fac-
tors such as HCV genotype and HCV-RNA level have been
identified to predict the efficacy of interferon therapy [18,
26]. Recently, a genetic model based on patient genotypes
was proposed for the prediction of combination treatment of
interferon-alpha and ribavirin [27]. However, the efficacy of
interferon is affected not only by the genetic factors of virus,
but also by dosage of interferon, treatment Interval and the
patient’s age, gender, pretreatment histology, baseline ALT,
gamma-GTP, iron serum level, and so on. Most of these fac-
tors were induced in a multivariate analysis to predict roughly
the efficacy of interferon, but the outcome was unsatisfac-
tory [28]. In this study, a simple model was established to
predict the efficacy of interferon therapy for CHC patients.
The first step for the model is the selection of clinical mark-
ers (feature subset) that are the key to the classification task
and then assessed by Fisher Criterion to determine the fea-
ture significance. The second step is to classify and identify
the two (effective/ineffective) groups by means of the Sup-
port Vector Machine (SVM) using selected clinical markers.
SVM is a linear machine that is trained to find the optimal
discrimination hyperplane of a given data set, Basically it
works with two groups of problems. In this study, we used
30 kinds of clinical markers to analyse and gained better
outcome.

Patient and clinical database

The clinical data of all 112 CHC patients (80 male and 32
female, aged 17 to 72 years, with an average of 51 years
old) undergoing therapy with interferon were collected
in Nagoya University Hospital, Japan during the period
from August 1997 to March 2005. Based on the details
of the individual patients, 30 kinds of clinical markers
were chosen: Sex, Age, HCV-RAN level, HCV genotype,
Hepatobiopsy, Total Protein, albumin/globulin (A/G), glu-
tamic oxalacetic transaminase (GOT), glutamic pyruvic
transaminase (GPT), lactate dehydrogenase (LDH), alka-
line phosphatase (ALP), gamma glutamyl transpeptidase (γ -
GTP), leucine aminopeptidase (LAP), cholinesterase (CHE),
GOT/GPT, Total Cholesterol, Total Bilirubin, hepaplastin
test (HPT) (%), hepaplastin test (HPT) (hours), prothrom-
bin time (PT) (%), prothrombin time (PT) (hours), activated
partial thromboplastin time (APTT) (%), activated partial
thromboplastin time (APTT) (hours), red blood cell (RBC),
white blood cell (WBC), hemoglobin (Hb), Lymphocyte,
Platelet, Treatment Interval (weeks) and Ribavirin. The main
features of patients are summarized in Table 1.

A few biomarkers such as thymol turbidity test (TTT)
and zinc sulfate turbidity test (ZTT) were not adopted in this
model because they were not tested in some patients during
the monitoring period.

Part of the database was missing (no observation). To deal
with this problem, we imputed these missing data by value 0.

Some attributes in the database were nominal data: HCV
genotype and hepatobiopsy. A common approach to deal
with nominal data is using “1-of-c coding” (c is the num-
ber of category) [25]. However, most of the genotype were

Springer



J Med Syst

belonging to type 1b and type 2 (type 2a and 2b were consid-
ered as the same group with 2), 70 samples were belonging
to type 1b, 41 samples were belonging to type 2, and only
one was of type 3a. Therefore, for the sake of simplicity,
we decided to use one dimensional feature to represent the
genotype. Type 1b was assigned by − 1, type 2 was assigned
by + 1, and the only one sample of type 3a was assigned
by 0. Of course this is not always the optimal choice for
each situation, but this is considered to be the best and sim-
plest representation for the data used in current experiment.
In the case of “hepatobiopsy,” although they were nominal
data, they showed transition phase. Thus the values of this
attribute could be considered to have order among them.
This characteristic motivated us to use numerical represen-
tation, by assigning the best condition F0 by 0, F1 by 1, F2
by 2, F3 by 3, and the worst condition F4 by value of 4,
respectively.

Classification of interferon treatment efficacy

One hundred and twelve patients were divided into two
groups according to the results of HCV-RNA test six months
after the end of interferon therapy. The patients with unde-
tectable HCV-RNA were defined as the effective group, and
those with detectable HCV-RNA were defined as the ineffec-
tive group. Among 112 patients, 66 belonged to the effective
group; the remaining 46 belonged to the ineffective group.

Methods

The prediction model is constructed of two parts: Feature
Subset Selection (FSS) and Support Vector Machine (SVM)
as classifier, as depicted in Fig. 1.

Feature Subset Selection (FSS) is the preprocessing part
of the model that works to select features useful for the clas-
sification. In this study, the selection was conducted based
on the individual advantages of each feature. Fisher criterion
was used to measure the significance of each feature [9].

Let us denote the D-dimensional input vector as �x =
(x1, x2, . . . , x j , . . . , xD)T . Where the number of examples
belonging to the effective group is n+1, and the examples
belonging to the ineffective group is n−1, the mean of jth

feature of the effective group is µj,+1, the mean of jth feature
of ineffective group is µj,−1, and their standard deviations

are σ j,+1 and σ j,−1, respectively. The significance of each
feature x j is measured by the following equation:

F(x j ) = n+1n−1

n+1 + n−1

(µ j,+1 − µ j,−1 )2

n j,+1σ
2
j,+1

+ n j,−1σ
2
j,−1

(1)

This criterion can be interpreted as finding one single fea-
ture that best discriminates both of the groups in the feature
space. The greater this score is, the better is the discrimina-
tion power of the feature. Based on this score, each feature
was assigned by rank of significance. The feature selection
was conducted by selecting a certain number of features from
the top.

The second part of the model is the Support Vector Ma-
chine (SVM) [10]. SVM has currently received increasing
attention due to its promising performance in many situa-
tions. In principal, SVM is a linear classifier that is trained
to obtain an optimal classification hyperplane on the feature
space. The optimal hyperplane is obtained by maximization
of the “margin”; a criterion defined by the distance between
the training samples and the hyperplane.

Let us denote each example as �xi ∈ �d , i = 1, 2, . . . , l.
Where l is the number of examples, and each example is la-
beled by yi ∈ {−1,+1}; − 1 represents the ineffective group
and + 1 the effective group. It is assumed that both the
effective and ineffective groups are perfectly separated by
a hyperplane in D-dimensional feature space. This hyper-
plane is represented by �w.�xi + b = 0. Examples �xi that be-
long to the ineffective group should satisfy �w.�xi + b ≤ −1,
and those that belong to the effective group should satisfy
�w.�xi + b ≥ +1. The optimal margin is obtained by maxi-
mizing the distance between the hyperplane and the closest
pattern, which is formulated by 1/ ‖ �w‖ (‖ �w‖ is the norm of
vector �w). This can be formulated as a Quadratic Program-
ming (QP) problem, by minimizing Eq. (2) under constraint
(3). Minimize:

‖ �w‖2 (2)

Subject to:

yi (�xi . �w + b) − 1 ≥ 0, ∀i (3)

The solution to this problem can be obtained through the
Lagrange multiplier.

30 clinical 

markers set

Feature Subset

Selection

Classifier

(SVM)

Effective group or

Ineffective group

Fig. 1 Predictor model
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Table 2 Results of SVM
Ineffective group (n = 46) Effective group (n = 66)

Overall ratio of Ratio of Ratio of
Dim SV discrimination [%] Errors discrimination [%] Errors discrimination [%]

5 70 84 8 83 10 85
10 76 76 18 61 9 86
15 88 81 12 74 9 86
20 85 82 11 76 9 86
25 89 81 13 72 8 88
30 106 78 14 70 11 83

Note. SV (Support Vectors): it
shows how many is the support
vectors after the training phase
completed.

In this study, due to the complexity of the data, we used
a non-linear SVM. To work with non-linear problem, the
example �x is mapped onto a higher dimensional feature space
by a mapping function �(�x). By this transformation, both
groups will become linearly separable in the new feature
space. The training phase in SVM is conducted based on
the optimization problem as mentioned in the linear SVM.
The computation in this optimization must calculate the dot
product of two examples in the new feature space, which is
denoted by �(�xi ).�(�x j ). This computation could be obtained
indirectly, without knowing the tranformation function �.
This strategy is called the Kernel Trick. Instead of computing
the dot product in the new feature space, it is possible to use
the following kernel function, as given by Eq. (4):

K (�xi , �x j ) = �(�xi ).�(�x j ) (4)

The experiments in this study used the Gaussian kernel.
The decision function of test sample �x by non-linear SVM
is obtained as follows:

f (�(�x)) =
l∑

i=1,�xi ∈SV
αi yi K (�x, �xi ) + b (5)

αi is the Lagrange multiplier corresponding to example �xi

that takes zero or positive values. SV (Support Vectors) is
the subset of training set �xi with corresponding αi 
= 0.

In this paper, the classification accuracy of SVM was
tested by the leave-one-out cross validation (LOO-CV)
method, which can be applied when the samples are small.
The procedure consists of picking up one example for testing
while the rest of the data are used to train the classifiers, and
then testing the removed example. After testing, the classi-
fication result is recorded. The process is repeated until all
examples have been tested. This method estimates the gener-
alization error of the classifier with a set of tuning parameter
β, The tuning parameter set β consisted of : the number of
features, and two SVM parameters (soft margin parameter C
and Gaussian Kernel function σ ). We attempted to evaluate
several combination of these three parameters to obtain the
best combination for the model. When it is applied to an in-

dependent test sample. The final score is obtained by taking
the average of the classification rate of each part:

LOO − CV(β) = 1

l

l∑

i=1

correct classif rate(i, β) (6)

In each part of LOO-CV, Fisher Criterion—based Feature
Subset Selection (FSS) was applied to the training set, and
the significance of the features is ranked based on the score
defined by Eq. (1). A number of top-ranked features were
selected and used for training by SVM.

We have also attempted the same experiments using k-
Nearest Neighbour (k-NN) [9] Classifier for comparison with
SVM. To classify one example using k-Nearest Neighbour
Classifier, first we measure the distance (e.g. Euclidean Dis-
tance) between the example from the test set and the whole
data of the training set. A number of k examples with the
smallest distance are chosen. These data is the nearest neigh-
bours to the test example. The classification of test sample
is made by examining the class on the selected k nearest
neighbours and taking a vote.

Results

In SVM experiment, When 5, 10, 15, 20, 25 and 30 features
were selected, the best identification rate of each dimen-
sionality was presented in Table 2. When five features are
selected, the result was optimal: overall identification rate of
84%, identification rate of 85% for the effective group, and
identification rate of 83% for the ineffective group.

In k-Nearest Neighbor Classifier (k-NN) experiment.
When 5, 10, 15, 20, 25 and 30 features are selected, the
optimal identification rate by k-NN of each dimensionality
is presented in Table 3. The optimal overall identification
rate was 81%.

In the study, the rank of the features was further ana-
lyzed in each part of the leave-one-out test. The total score
of significance is simply defined by the sum of the rank of
each feature in each part. The lower score shows the greater
the contribution of the feature to the classification task.

Springer



J Med Syst

Table 3 Results of K-NN
Ineffective group (n = 46) Effective group (n = 66)

Overall ratio of Ratio of Ratio of
Dim Discrimination [%] Errors Discrimination [%] Errors Discrimination [%]

5 81 12 74 9 86
10 78 12 74 13 80
15 69 20 56 15 77
20 71 18 61 15 77
25 74 18 61 11 83
30 71 18 61 14 79

HCV-RNA level, hepatobiopsy, HCV genotype, ALP and
CHE are chosen in the top rank of the features. The list of
significance of the features is presented in Table 4.

Discussion

The hepatitis C virus (HCV) is one of the main reasons for
the human hepatitis virus [21]. Hepatitis C readily tends to
become chronic and develop into liver cirrhosis and liver can-
cer. At present, there are about 170,000,000 HCV-infected
people, and this number increases by 1/100,000 to 3/100,000
each year [11]. Once they are ill, about 80% will become
chronic [12, 13]. Interferon is the most effective drug to treat
CHC, but it is very expensive and has various side effects.
Therefore, the early prediction of interferon treatment effi-
cacy is very important.

During interferon treatment, the factors that affect its treat-
ment efficacy include HCV-RNA level, HCV genotype, liver
damage level, IFN dosage, and treatment interval, among
which the HCV-RNA level and HCV genotype are the most
important. Many studies reported that a low HCV-RNA level
before treatment can be an index for predicting effective of
interferon treatment, Interferon treatment efficacy is better
for low HCV-RNA patients [14, 24]. Referring to the influ-
ence of IFN treatment efficacy by HCV genotype, some re-
search has demonstrated that 1b type efficacy is not as good as
those of 1a, 2a, 2b and 3 types [15–18]. The response rate of
HCV-1b patients to α—IFN is only 20%–40% whereas that

of HCV-2a reaches 70%–80% [19]. As to the liver damage
level, the IFN treatment efficacy for patients with liver cirrho-
sis or obvious fibrosis clearly decreases. Interferon treatment
efficacy is better for mild chronic hepatitis, i.e. no fibrosis or
liver cirrhosis [20]. In treatment, some studies show that in-
creasing the dosage and treatment course can help eradicate
the virus and promote the IFN treatment efficacy [22, 23],
The joint use of IFN and ribavirin has cooperative action and
better treatment efficacy.

Table 4 shows the list of significance of the features, of
which the HCV-RNA level, hepatobiopsy and HCV geno-
type are the top-ranked features, in agreement with clinical
opinion. Treatment interval and ribavirin were expected to
rank higher, but it was not reflected in the available dataset.
In this study, several types of interferon were used. The inter-
feron dosage cannot be determined each time in comparison
with the treatment efficacy, because the patients were not
treated with the same type of interferon. Therefore, the total
interferon dosage each time is not included in the analysis.

Table 3 and Table 2 show that the difference of overall
identification rate between five features and 30 features in
k-Nearest Neighbor Classifier is 10%, while that of SVM is
6%. The difference of overall identification rate in SVM is
less than k-Nearest Neighbour. This result shows that SVM
is more robust to the existance of irrelevant features, rather
than k-Nearest Neighbour Classifier. This is because SVM
works by mapping the data into new higher dimensional fea-
ture space, that makes it easier in finding the discrimination
hyperplane on the new space. The results of SVM and k-NN

Table 4 List of significance of
the features Rank Features Rank Features Rank Features

1 HCV-RNA level 11 A/G 21 Total Cholesterol
2 Hepatobiopsy 12 Treatment interval (weeks) 22 APTT (hours)
3 HCV genotype 13 GPT 23 PT (hours)
4 ALP 14 HPT (hours) 24 Hb
5 CHE 15 PT (%) 25 LAP
6 GOT 16 Sex 26 Total Protein
7 Platelet 17 Ribavirin 27 Lymphocyte
8 GOT/GPT 18 APTT (%) 28 γ -GTP
9 LDH 19 Total Bilirubin 29 HPT (%)

10 Age 20 WBC 30 RBC

Note. 1 ∼ 30 denotes
significance rank of the features.
1 represents the most
significance.
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clearly illustrated that the SVM performance was better than
that of k-NN.

We observed identification rate of SVM if one of the fea-
tures is removed. Accordingly, we did the same experiments
by using the best 4 features. The result obtained by leave one
out cross validation scheme showed that the performance of
SVM was overall identification rate of 82 % (identification
rate of 85% for the effective group, and identification rate of
78% for the ineffective group, SV: 87 samples). This result
showed that taking off one marker worsened the performance
of SVM. From this result we concluded that five markers are
significant to discriminate the interferon efficacy.

At present, only a few studies have predicted the efficacy
of the interferon treatment for CHC patients. In the present
study, a different method, which is a combination of the
Feature Subset Selection (FSS) and the Support Vector Ma-
chine (SVM) was used. System performance was estimated
by leave-one-out cross validation. And a higher identifica-
tion rate of 85% for the effective group, and 83% of for
the ineffective group by using the top 5 ranked features was
obtained.

In this study, because of the small sample, the reliabil-
ity of the features selected was limited, Future issues to be
addressed include establishing larger clinical databases, re-
ducing the number of support vectors, and finding a better
way to assign significance rank to the features for evaluation,
in order to obtain the best outcome.

Conclusion

This study clearly showed that a simple model consisting of
5 clinical data with FSS-SVM could identify CHC patients
with interferon treatment efficacy (effective group and inef-
fective group) with a higher degree of accuracy. Thus, the
application of this model can be a useful reference for doctors
when making decisions regarding interferon treatment.
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