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Abstract

This paper investigates the impact of risk and quality factors on banksÕ cost by using

the stochastic cost frontier methodology to evaluate scale and X-ine�ciencies, as well as

technical change for a sample of Japanese commercial banks between 1993 and 1996.

Loan-loss provisions are included in the cost frontier model to control for output quality,

with a ®nancial capital and a liquidity ratio included to control risk. Following the ap-

proach suggested in Mester (1996) we show that if risk and quality factors are not taken

into account optimal bank size tends to be overstated. That is, optimal bank size is

considerably smaller when risk and quality factors are taken into account when mod-

elling the cost characteristics of Japanese banks. We also ®nd that the level of ®nancial

capital has the biggest in¯uence on the scale e�ciency estimates. X-ine�ciency estimates,

in contrast, appear less sensitive to risk and quality factors. Our results also suggest that

scale ine�ciencies dominate X-ine�ciencies. These are important ®ndings because they

contrast with the results of previous studies on Japanese banking. In particular, the

results indicate an alternative policy prescription, namely, that the largest banks should
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shrink to bene®t from scale advantages. It also seems that ®nancial capital has the largest

in¯uence on optimal bank size. Ó 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Studies of the Japanese banking industry have typically found strong evi-
dence of scale economies across a broad range of bank sizes (see for example,
Kasuya, 1986; Yoshioka and Nakajima, 1987; Tachibanaki et al., 1991;
Fukuyama, 1993; McKillop et al., 1996). The aforementioned studies provide
an indication of the cost characteristics of the Japanese banking industry,
however, they may be limited because they do not take into account the risks
associated with banks' operations. This is a particularly relevant issue in
Japanese banking given that the system has experienced substantial asset
quality problems and low levels of capitalisation since the early 1990s (see
Bank of Japan, 1995, 1996). Recent studies such as those Hughes and Mester
(1993), Hughes et al. (1995), McAllister and McManus (1993), Mester (1996)
and Clark (1996) have drawn attention to the fact that bank e�ciency studies
typically ignore the impact of risk on banks' costs or pro®ts and they suggest
that risk characteristics need to be incorporated in the underlying industry cost
or pro®t functions because, `unless quality and risk are controlled for, one
might easily miscalculate a bank's level of ine�ciency' (Mester, 1996, p. 1026).
For instance, Hughes et al. (1995) in their study on 1989±90 US banks which
exceed $1 billion in asset size, ®nd that when they control for risk, inexhaustible
economies of scale that increase with size are prevalent. When risk neutrality is
imposed on the estimation, the large scale economies disappear and constant
returns to scale are obtained. McAllister and McManus (1993) also show that
for larger US banks estimates of scale economies are increased when they
control for risk. (This tends to be more prevalent for banks up to $1 billion in
asset size.) In contrast, Hughes and Mester (1993) ®nd that estimates of in-
creasing returns to scale for a wide range of bank sizes become constant returns
when asset quality, ®nancial capital and risk are taken into account. Clark
(1996) also re-emphasises the in¯uence of risk factors in the cost characteristics
of US banks and shows how risk can statistically in¯uence e�ciency levels ± in
particular, he shows how X-ine�ciency estimates tend to become smaller
(about 3% from 9%) when risk factors are incorporated in frontier estimations.

In order to advance the aforementioned literature, this paper evaluates cost
e�ciency and technical change for Japanese commercial banks by comparing
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results obtained from two cost functions speci®cations. First we use the sto-
chastic cost frontier methodology to estimate scale economies, scale e�ciencies
and X-ine�ciency, as well as technical change, for a sample of Japanese
commercial banks between 1993 and 1996 using a three input±three output
Fourier-¯exible cost function speci®cation. The three outputs include total
loans, total securities and total o�-balance sheet items (nominal value). We
then compare these results with those generated by a similar cost function
which also includes variables controlling for risk and quality factors. In ad-
dition, we also evaluate the sensitivity of scale economy and X-ine�ciency
estimates to various risk and quality variables.

Our results show that when the underlying cost function speci®cation does
not control for risk and quality factors, scale economies are prevalent for all
but the largest Japanese banks. Those larger than Yen 10,000 billion exhibit
signi®cant diseconomies. Overall, Japanese banks appear to be relatively scale
e�cient. When risk and quality factors are taken into account, however, only
the very smallest banks exhibit signi®cant economies with the majority of
banks experiencing signi®cant diseconomies of scale which appear to get larger
with asset size. Estimates derived from the model including risk and quality
variables suggested that there are widespread scale ine�ciencies in the Japanese
banking market. These results suggest that bank minimum e�cient scale be-
comes smaller after controlling for risk, a ®nding similar to that of Hughes and
Mester (1993). This contrasts with the results of Hughes et al. (1995) and
McAllister and McManus (1993) who ®nd either minimum e�cient scale is
increased or scale economies are never exhausted after controlling for risk. Our
results also point to the limitations of previous studies on the cost character-
istics of Japanese banking and also suggest di�erent policy conclusions,
namely, that the largest banks should reduce their size if they wish to bene®t
from scale economies. In contrast to the scale estimates and ClarkÕs (1996)
®ndings on US banking, X-ine�ciency scores appear to be less sensitive to the
inclusion of risk and quality variables. The mean level of X-ine�ciency for the
largest banks range between 5% and 7%. This also indicates that the largest
Japanese banks should focus on reducing managerial and other ine�ciencies,
as well as reducing their size if they are to generate cost savings. Finally, this
study also ®nds that technical change has reduced bank cost, but at a declining
rate, between 1993 and 1996.

2. Methodology

Following Mester (1996), Cebenoyan et al. (1993) and Allen and Rai (1996)
we use the stochastic cost frontier methodology. This approach labels a bank
as ine�cient if its costs are higher than those predicted for an e�cient bank
producing the same input/output con®guration and the di�erence cannot be

Y. Altunbas et al. / Journal of Banking & Finance 24 (2000) 1605±1628 1607



explained by statistical noise. The cost frontier is obtained by estimating a
Fourier Flexible cost function with a composite error term, the sum of a two-
sided error representing random ¯uctuations in cost and a one-sided positive
error term representing ine�ciency.

The single-equation stochastic cost function model can be given as

TC � TC�Qi; Pi� � ei; �1�
where TC is observed total cost, Qi is a vector of outputs, and Pi is an input
price vector. Following Aigner et al. (1977), we assume that the error term of
the cost function is

e � u� v; �2�
where u and v are independently distributed. u is usually assumed to be dis-
tributed as half-normal, that is, a one-sided positive disturbance capturing the
e�ects of ine�ciency, and v is assumed to be distributed as two-sided normal
with zero mean and variance r2, capturing the e�ects of the statistical noise.

Observation-speci®c estimates of technical ine�ciency, u, can be calculated
by using the distribution of the ine�ciency term conditional on the estimate of
the composed error term, as proposed by Jondrow et al. (1982). The mean of
this conditional distribution for the half-normal model is shown as

E�uijei� � rk

1� k2

f �eik=r�
1ÿ F �eik=r�
�

� eik
r

� ��
; �3�

where F(á) and f(á) are the standard normal distribution and the standard
normal density function, respectively. E(uje) is an unbiased but inconsistent
estimator of ui, since regardless of N, the variance of the estimator remains
non-zero (see Greene, 1993a, pp. 80±82). Jondrow et al. (1982) have shown that
the ratio of the variability (standard deviation, r) for u and v can be used to
measure a bankÕs relative ine�ciency, where k � ru=rv, is a measure of the
amount of variation stemming from ine�ciency relative to noise for the sam-
ple. Estimates of this model can be computed by maximising the likelihood
function directly (see Olson et al., 1980). Kaparakis et al. (1994), Allen and Rai
(1996) and Mester (1996) all use the half-normal speci®cation to test for in-
e�ciency di�erences between ®nancial institutions mainly in the US market. 2

2 See Bauer (1990) for an excellent review of the frontier literature and how di�erent stochastic

assumptions can be made. Cebenoyan et al. (1993) and Berger and DeYoung (1997), for example,

use the truncated normal model. Mester (1993) in common with many (non-banking) studies uses

the half-normal distribution. Stevenson (1980) and Greene (1990) have used normal-gamma model.

Altunbas and Molyneux (1994) ®nd that e�ciency estimates are relatively insensitive to di�erent

distributional assumptions when testing the half normal, truncated normal, normal-exponential

and gamma e�ciency distributions, as all distributions yield similar ine�ciency levels for the

German banking markets.
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The Fourier-¯exible cost function used to calculate X-ine�ciencies (as well
as scale economies and technical change) incorporates a two-component error
structure and is estimated using the maximum likelihood procedure. 3 First we
estimate a cost function that controls for risk and quality factors and then we
compare the results with those derived from the same cost function excluding
all and then individual risk and quality variables (because we use three risk and
quality variables there are ®ve cost functions estimates in total). The cost
function is given as

lnTC � a0 �
X3

i�1

ai lnQi �
X3

i�1

bi lnPi � s1 lnE � k1 lnNPL=L

� k2 lnL=TA� t1T � 1

2

X3

i�1

X3

j�1

dij lnQi lnQj

"

�
X3

i�1

X3

j�1

cij lnPi lnPj � /1 lnE lnE � t11T 2

#

�
X3

i�1

X3

i�1

qij lnPi lnQj �
X3

i�1

wis lnPi lnE �
X3

i�1

his lnQj lnE

�
X3

i�1

�ai cos�zi� � bi sin�zi�� �
X3

i�1

X3

j�1

�aij cos�zi � zj�

� bij sin�zi � zj�� � e; �4�
where ln TC the natural logarithm of total costs (operating and ®nancial cost);
ln Qi the natural logarithm of ith bank outputs; ln Pi the natural logarithm of
ith input prices; ln E the natural logarithm of ®nancial capital; 4 ln NPL/L the

3 Spong et al. (1995), Berger et al. (1997) and Mitchell and Onvural (1996) have suggested that

the Fourier-¯exible functional form should be preferred over the translog because the former better

approximates the underlying cost function across a broad range of outputs. The semi-non-

parametric Fourier functional form has desirable mathematical and statistical properties because

an (in®nite) Fourier series is capable of representing any function exactly and even truncated

Fourier series can approximate a function reasonably well throughout its entire range. In contrast,

when using parametric methods like the translog, one holds the maintained hypothesis that the

bank industryÕs true cost function has the translog form. If this maintained hypothesis is false

misspeci®cation error occurs. When using the Fourier functional form, one avoids holding any

maintained hypothesis by allowing the data to reveal the true cost function through a large value of

®tted parameters. For ease of exposition, however, we choose to use the translog functional form to

illustrate the impact risk and quality factors have on Japanese commercial banksÕ cost e�ciencies.
4 Note that the ®nancial capital variable (E) is fully interactive with the output (Q) and input

price (P) variables but NPL/L and L/TA are not. This is because the inclusion of more than one of

the risk/quality variables would signi®cantly reduce the degrees of freedom, due to the expansion of

Fourier terms and the limited number of observations.
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natural logarithm of the ratio of non-performing loans to total loans; ln L/TA
the natural logarithm of the ratio liquid assets to total assets; T time trend;
Zi the adjusted values of the log output ln Qi such that they span the interval
[0, 2p]; a, b, d, c, k, /, h, w, q, k, a, b and t are coe�cients to be estimated.

Since the duality theorem requires that the cost function must be linearly
homogeneous in input prices, the following restrictions have to be imposed on
the parameters in Eq. (4):X3

i�1

bi � 1;
X3

i�1

cij � 0 for all j;

X3

i�1

qij � 0;
X3

i�1

Wij � 0 for all j:

�5�

Furthermore, the second order parameters of the cost function in Eq. (4) must
be symmetric, that is,

dij � dji for all i; j;

cij � cji for all i; j:
�6�

For the de®nition of inputs and outputs we use a variation of the intermedi-
ation approach proposed by Sealey and Lindley (1977) where the inputs, la-
bour, physical capital and deposits are used to produce earning assets. Two of
our outputs, total loans and total securities are earning assets and we also
include total o�-balance sheet items (measured in nominal terms) as a third
output. Although the latter are technically not earning assets, this type of
business constitutes an increasing source of income for banks and therefore
should be included when modelling banks' cost characteristics, otherwise, total
output would tend to be understated (Jagtiani and Khanthavit, 1996).

Following Mester (1996) we use loan-loss provisions as a proportion of total
loans as the output quality proxy. 5 We also use a variable to account for li-
quidity risks because liquidity holdings (particularly those imposed by the
authorities) represent a cost to bank that hold a higher proportion of cash and
liquid assets have higher costs. As suggested in Hughes and Mester (1993) and
Mester (1996) the level of equity capital, rather than the equity-to-assets ratio is
included to control for di�erences in risk preferences. 6 We also include a time

5 Berger and DeYoung (1997) argue that this variable may be a function of management

e�ciency, e�cient banks will be better underwriters and monitors and hence will have lower losses,

and hence it is endogenous, not exogenous. One referee also pointed out that a similar argument

could be made for the liquidity risk variable, e�cient mangers will hold only low levels of liquid

assets, while ine�cient mangers will hold excess amount of these low-yield assets.
6 As Mester (1996, p. 1026) states, ``Financial capital should be accounted for in the cost function

and the level rather than the price of ®nancial capital should be included since there is good reason

to believe that cost-minimisation does not fully explain a bankÕs capital level ± e.g., regulations set

minimum capital-to-assets ratios, and bank managers may be risk averse''.
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trend in our cost frontier to capture the missing time dimension of inputs or
other dynamics that are not modelled explicitly. 7

The cost frontiers are estimated using the random e�ects panel data ap-
proach (as in Lang and Welzel, 1996). We use the panel data approach because
technical e�ciency is better studied and modelled with panels (See Baltagi and
Gri�n, 1988; Cornwell et al., 1990; Kumbhakar, 1993). The random e�ects
model is preferred over the ®xed e�ects model because the latter is considered
to be the more appropriate speci®cation if we are focusing on a speci®c set of N
®rms. Moreover, and if N is large, a ®xed e�ects model would also lead to a
substantial loss of degrees of freedom (See Baltagi, 1995).

Within sample scale economies are calculated as in Mester (1996) and are
evaluated at the mean output, input price, quality and ®nancial capital levels
for the respective size quartiles. A measure of overall economies of scale (SE) is
given by the following cost elasticity by di�erentiating the cost function in Eq.
(4) with respect to output. 8 This gives us:

SE �
X3

i�1

o ln TC

o ln Qi

�
X3

i�1

ai � 1

2

X3

i�1

X3

j�1

dij ln Qj �
X3

i�1

X3

j�1

qij lnPi �
X3

i�1

his ln E

� li

X3

i�1

�ÿai sin�Zi� � bi cos�Zi�� � 2li

X3

i�1

X3

j�1

�ÿaij sin�Zi � Zj�

� bi cos�Zi � Zj��: �7�
If SE < 1 then increasing returns to scale, implying economies of scale.
If SE � 1 then constant returns to scale.
If SE > 1 then decreasing returns to scale, implying diseconomies of scale.
Following McKillop et al. (1996) and Lang and Welzel (1996) the rate of

technical progress may be inferred from changes in a ®rmÕs cost function over
time. A time trend variable, T, serves as a proxy for disembodied technical
change. The time-trend is a Ôcatch-allÕ variable that captures the e�ects of

7 One referee suggested that because annual economic conditions are not controlled for in the

cost function speci®cations the time trend will capture more than just technological factors. Ideally

one should control for exogenous conditions that change over time (e.g. economic indicators,

competition, ®nancial regulations). To this end a method suggested by DeYoung and Hasan (1998)

was recommended where non-performing loans were decomposed into two components, exogenous

and internal. Unfortunately data limitations did not allow us to undertake such a breakdown.
8 Evano� and Israilevich (1995) make the distinction between scale elasticity and scale e�ciency

where the former is measured as in Eq. (7), and the latter measures the change in output required to

produce at minimum e�cient scale. Throughout this paper references to economies and

diseconomies of scale relate to scale elasticities.
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technological factors: i.e. learning by doing and organisational changes al-
lowing for the more e�cient use of existing inputs, together with the e�ects of
other factors, such as changing environmental regulations (see Baltagi and
Gri�n, 1988; Nelson, 1984). Technical progress allows the ®rm to produce a
given output, Q, at lower levels of total cost over time, holding input prices and
regulatory e�ects constant. In order to estimate the impact of technical change
we calculate the variation in the total cost due to a given change in technology.
This can be measured by the partial derivative of the estimated cost function
with respect to the time trend (T) and can be shown as follows:

TC � o ln TC

oT
� t1 � t11T : �8�

The parameters on Eq. (8) capture the pure e�ect of technical change, that is
the decline in costs, keeping constant input proportions. 9

3. Data and results

Our data comprise the population of Japanese commercial banks listed in
the London based IBCA bank credit rating agencies Bankscope (1997) dat-
abase for the years 1993±1996, and consists of 139 banks for each year from
1993 to1995 and 136 in 1996. 10 The median asset size of banks included was
Yen 1.6 trillion and the average asset size was Yen 5 trillion (see Appendix A
for more details). Table 1 provides the descriptive statistics for the input,
output and control variables for 1996.This shows that for 1996 the median
bank had Yen 1.19 trillion in loans, Yen 334 billion in securities and Yen 41
billion of o�-balance sheet items. Non-performing loans as a proportion of
gross loans ranged between 0.29% and 9.5%, the latter ®gure perhaps sug-
gesting that some banks faced substantial credit quality problems.

Various structural tests were undertaken to test for data poolability and
heteroscedasticity and the results of these are shown in Table 2. Homosce-
dasticity, which implies the disturbance variance is constant across observa-
tions, is not rejected at the one percent level for the whole sample applying the
Goldfeld and Quandt, (1965) test. 11 The question of whether to pool the data

9 As in Lang and Welzel (1996), we do not include the interactive terms of outputs and input

prices. Hence we are not able to measure the technical change associated with changes in output

(scale augmenting in our estimates of technical change) and the technical change with the use of

inputs due to changes in input prices.
10 The data set includes commercial bank only and excludes long-term credit banks and trust

bank.
11 WhiteÕs (1980) test was also undertaken to investigate cross-sectional heteroscedasticity and we

could not reject the hypothesis of homoscedasticity at the 1% level of signi®cance.
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or not naturally appears with panel data. In the econometric model, we assume
that estimated parameters are the same over time. However, this assumption
can be tested using ChowÕs (1960) test. Table 2 shows that ChowÕs test for

Table 1

Descriptive statistics of the outputs, inputs and control variables used in the model, 1996a

Variable Description Mean Median St. Dev. Min Max

TC Total cost (YEN bil) 165.7 40.8 506.9 4.1 4291.5

P1 Price of labour (YEN bil) (total

personnel expenses/total asset)

0.0089 0.0091 0.0023 0.0001 0.0142

P2 Price of funds (%) (total interest

expenses/total funds)

0.0118 0.0101 0.0067 0.0051 0.0579

P3 price of physical capital (%)

(total depreciation and other

capital expenses/total ®xed assets)

0.3247 0.2720 0.2014 0.1842 0.9419

Q1 Total loans (domestic loans,

foreign loans and trust a/c

loans)(YEN bil)

3373.0 1186.0 7903.0 98.0 46,887.0

Q2 total securities (trading securities,

Japanese public bonds, other

investments and equity

investments) (YEN bil)

1189.0 334.0 3005.0 32.0 23,098.0

Q3 O� balance sheet Items (contin-

gent liabilities, acceptances,

guarantees and L/Cs) (YEN bil)

297.9 41.1 1029.9 1.5 5820.4

E total equity (YEN bil) 179.1 58.7 417.3 4.6 2855.0

NPL/L Non-performing loans/total

loans (%)

2.40 1.89 1.78 0.29 9.54

L/TA Cash and due from banks/total

assets (%)

4.29 3.62 2.63 0.83 15.22

T Time trend ± ± ± 1993 1996

a Number of observed banks: 136.

Table 2

Structural test results

Test performed Test

statistics

Degrees of

freedom

Critical value Decision

Goldfeld±Quandt Test

Hetroscedasticity

1.110 n1� 382,

n2� 170

F0:01�n1ÿk;n2ÿk� � 1:250 Rejected

Poolability 1.002 3k � 150;

N ÿ 4k � 353

F0:01�150;353� � 1:00 Not-rejected

Translog form 55.689 k � 18 v2
0:05 � 28:869 Rejected

No risk and quality

variables

91.144 k � 9 v2
0:05 � 16:916 Rejected

No equity variables 87.288 k � 7 v2
0:05 � 14:067 Rejected

No NPL/L variables 15.510 k � 1 v2
0:05 � 3:842 Rejected

No L/TA variables 3.333 k � 1 v2
0:05 � 3:842 Not-rejected

No technical progress 41.022 k � 2 v2
0:05 � 5:991 Rejected
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poolability over time yields an F-value of 1.002 which is distributed as F(150,
353) under the null hypothesis: H0 : bt � b for t � 1; . . . ; T , and this test does
not reject poolability across time periods.

We also undertake likelihood ratio tests, as an alternative to the F-statistic
for testing hypotheses about s, k1 and k2 (see Greene, 1993b), to see if the cost
function that included the risk and quality variables (RQCF) di�ered signi®-
cantly from the standard model (CF). The likelihood ratio test rejects the
hypothesis that the two models CF and RQCF are not signi®cantly di�erent.
Similar tests were also undertaken to see whether the inclusion of individual
risk and quality variables as well as the time trend signi®cantly altered the
model. Table 2 shows the likelihood ratio statistics indicating that all but the
L/TA variables have a signi®cant in¯uence on model speci®cation. This sug-
gests that the equity and non-performing loans variables provide the bulk of
information relating to quality and risk factors.

Table 3 shows the estimated scale, X-ine�ciencies and technical change
results (parameter estimates are given in Appendix A). The ®ndings from the
RQCF model which controls for risk and quality factors con¯ict with the re-
sults from previous studies on Japanese banking in that we ®nd scale econo-
mies to be much smaller. For instance, McKillop et al. (1996) ®nd evidence of
ÔappreciableÕ scale economies in their study using data from the ®ve largest
Japanese banks, and their results support the earlier ®ndings of Kasuya (1986),
Tachibanaki et al. (1991) and Fukuyama (1993). Our results show that dis-
economies of scale become much more widespread and optimal bank size falls
from around Yen 5±10 trillion to Yen 1±2 trillion when risk and quality factors
are taken into account. Estimates of scale economies for the largest Japanese
commercial banks tend to be overstated when the underlying cost function
speci®cation does not control for these factors. This ®nding also contrasts with
the studies by Hughes et al. (1995) and McAllister and McManus (1993) on US
banks which ®nd that either optimal bank size increases or scale economies are
never exhausted when risk and quality variable included. The con¯icting results
could be related to a variety of factors including: di�erent institutional struc-
tures, the decline in capital strength of Japanese banks during the 1990s; the
di�erent time frame covered and growth variation in the output/input mix of
Japanese compared with US banks.

Unlike Clark (1996) who ®nds that risk variables signi®cantly alter X-inef-
®ciency estimates for US banks, we ®nd that in the case of Japanese banks the
ine�ciency results from both models are similar. Mean levels of ine�ciency
range between 5% and 7%, with no discernible trend across size classes. This
suggests that if the average bank in each size class used its inputs as e�ciently
as possible it could decrease its costs somewhere in the region of 5±7%. These
X-ine�ciency scores are similar to the results found in recent US studies (see
Berger and DeYoung (1997) and Berger and Humphrey (1997)). Overall the
results from the model which controls for risk and quality factors (RQCF)
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Table 3

Scale economies, ine�ciencies and technical change for Japanese commercial banks 1993±1996a

Total assets

sizes (Yen bil)

1993 1994 1995 1996

RQCF CF RQCF CF RQCF CF RQCF CF

Scale economiesb

1±500 0.773� 0.981 0.774� 0.983 0.769� 0.990 0.774� 0.991

500±1000 0.889� 0.949� 0.885� 0.944� 0.879� 0.945� 0.875� 0.947�

1000±2000 0.981 0.946� 0.978 0.946� 0.978 0.949� 0.977 0.948�

2000±3000 1.050�� 0.965�� 1.050�� 0.967�� 1.044 0.961�� 1.044 0.964�

3000±5000 1.091� 0.934� 1.093� 0.938� 1.090� 0.936� 1.086� 0.932�

5000±10,000 1.212� 1.008 1.210� 1.000 1.204� 0.995 1.196� 0.999

>10,000 1.457� 1.063�� 1.455� 1.063�� 1.455� 1.072� 1.456� 1.081�

Scale ine�ciencyc

1±500 0.223 0.078 0.263 0.097 0.233 0.083 0.194 0.029

500±1000 0.166 0.171 0.150 0.193 0.150 0.202 0.151 0.166

1000±2000 0.000 0.153 0.000 0.172 0.000 0.134 0.000 0.125

2000±3000 0.045 0.168 0.067 0.145 0.065 0.083 0.078 0.081

3000±5000 0.069 0.204 0.080 0.164 0.072 0.169 0.072 0.102

5000±10,000 0.234 0.000 0.215 0.000 0.175 0.000 0.134 0.000

>10,000 0.297 0.229 0.254 0.225 0.249 0.240 0.259 0.251

Ine�ciency scores

1±500 0.073 0.065 0.072 0.065 0.069 0.063 0.074 0.070

500±1000 0.055 0.046 0.056 0.047 0.053 0.041 0.071 0.053

1000±2000 0.047 0.043 0.050 0.050 0.053 0.047 0.060 0.055

2000±3000 0.049 0.045 0.060 0.058 0.064 0.055 0.068 0.064

3000±5000 0.051 0.046 0.064 0.058 0.061 0.051 0.076 0.059

5000±10,000 0.056 0.067 0.070 0.081 0.053 0.053 0.037 0.045

>10,000 0.076 0.060 0.085 0.069 0.061 0.049 0.093 0.086

All 0.056 0.050 0.061 0.057 0.058 0.050 0.068 0.060

Overall

technical

progressd

)0.040� )0.046� )0.026� )0.031� )0.012� )0.016� 0.002 )0.001

�For the scale economy estimates, statistically di�erent from one at the one percent level for two-

tailed test for the scale results, for the technical progress estimates statistically di�erent from zero

at the one percent level.
��For values signi®cantly di�erent from one at the 10% level.

a Results reported in the table are derived from estimated coe�cients for a single equation panel

data model 1993±1996. Estimates calculated for the mean values within each size category.
b The scale economies measure is SE � �o ln TC=o ln Q1� � �o ln TC=o ln Q2� � �o ln TC=o ln Q3�
where TC is the actual cost of producing the average output bundle at the average input prices,

®nancial capital and quality factors; Qi is the volume of output i. SE < 1 indicates increasing re-

turns to scale; SE > 1 indicates decreasing returns to scale; SE � 1 indicates constant returns to

scale.
c The scale ine�ciency measure is derived from the methodology suggested by Evano� and Israi-

levich (1995).
d Overall technical progress can be measured as the elasticity of total cost TC with respect to time t,

i.e., TC � o lnTC=oT .
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show that scale economies are exhausted at lower levels of output compared
with the case where risk and quality factors are not taken into account. Because
the scale economy measure is a cost elasticity (the percent change in cost with
respect to a percent increase in scale) while X-e�ciency is (approximately) a
percentage of total cost (the percent change in cost if the bank moved to the
e�cient cost frontier) we cannot directly compare the scale economy and X-
ine�ciency results. Therefore we have to transform the scale economy measure
into a scale e�ciency measure. Using the approach suggested by Evano� and
Israilevich (1995) the scale e�ciency results, which measure the percentage that
cost would decline if banks were to move to minimum e�cient scale, are also
reported in Table 3. 12 The scale e�ciency results show that both the smallest
and largest banks are the most scale ine�cient when one controls for risk and
quality factors. In contrast, estimates derived from the traditional cost function
suggest that relatively large Japanese banks (those in the Yen 5±10 billion asset
size category) are the most scale e�cient. Overall, these results strongly suggest
that optimal bank size tends to be overstated when the underlying cost function
speci®cation does not control for risk and quality factors. The scale e�ciency
results show that for the model that includes risk and quality factors the
smallest Japanese banks as well as the largest (with assets over Yen 5000 bil-
lion) have substantial scale ine�ciencies. This means that, on average, the
largest banks would have to substantially reduce their size to reach optimal
scale. In contrast, the estimates derived from the frontier which does not
control for risk and quality suggest that all Japanese banks, apart from the
largest size category, should grow to achieve optimal scale. Finally, our results
also suggest that scale ine�ciencies in the Japanese banking market are larger
than X-ine�ciencies, a ®nding that contrasts with earlier US studies (for in-
stance see Berger and Humphrey (1991) and Mester (1996)). Overall these
results show that for the largest banks greater cost savings are to be had
through reducing output size rather than from improving X-e�ciency. Table 3
also shows estimates of technical change. The technical progress results ob-
tained from the RQCF model indicates that technical change in nominal terms,

12 Thanks to one referee for pointing out the issues associated with comparing scale economies

and X-ine�ciencies. Evano� and Israilevich (1995) demonstrate how scale elasticity measures are

inappropriate for approximating the extent of scale e�ciency in an industry. This is because,

Ôelasticity is related to incremental changes in output, and ine�ciency to the change in output

required to produce at the minimum e�cient scaleÕ (p. 1037). Evano� and Israilevich (1995)

calculate scale e�ciency as follows: Percent change in unit costs � [estcost(j)/assets(j) ) estcost(es)/

assets(es)]/[estcost(j)/assets(j)], where, estcost(j) � estimated cost frontier evaluated for average

bank in size category j, estcost(es) � estimated cost frontier evaluated for average bank in e�cient

scale size category, assets(j) � asset size of average bank in size category j, assets(es) � asset size

of average bank in e�cient scale size category. The percent change in unit costs is an approximate

measure of scale ine�ciency and will be positive for all categories ``j'' and it will equal zero for

category ``es.''
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has reduced the cost of production by 4.0% in 1993, 2.6% in 1994, 1.2% in 1995
and 0.2% in 1996. (The CF model also suggests that technical change has re-
duced bank costs.) These estimates, however, should be treated with caution
given the problems associated with using a time trend to measure technical
change (see Hunter and Timme, 1991).

Table 4 shows the in¯uence di�erent risk and quality variables have on scale
economies and X-e�ciency estimates. The scale economy and X-ine�ciency
values are calculated using di�erent cost function speci®cations where indi-
vidual risk and quality variables are excluded. Table 4 reveals that ®nancial
capital has the most noticeable in¯uence on the scale economy and scale e�-
ciency results. If one excludes it from the estimation the scale economy and
scale e�ciency estimates are similar (across) years as the cost function which
has no risk and quality variables. Non-performing loans and the liquidity ratio
appear to have little e�ect on the results. The result, however, should be treated
with caution given that the in¯uence of the ®nancial capital variable (E) may be
overstated because this variable is fully interactive with the output and input
price variables in the cost function but the non-performing loan ratios and the
liquidity ratio are not (see footnote 3). 13 It could be the case that the inclusion
of ®nancial capital impacts the results most because Japanese banks experi-
enced a decline in their capital strength over the period of study whereas
changes in provisioning levels were more modest.

To further investigate the determinants of Japanese commercial bank X-
ine�ciency we use a logistic regression model as suggested in Mester (1993 and
1996). Since the values of estimated ine�ciencies range between zero and one
the logistic functional form is preferred over the linear regression model. We
regress the X-ine�ciency values against various ®rm-speci®c characteristics.
The independent variables used include: D-CITY � a binary variable to dis-
tinguish between city banks and other commercial banks, TASSET � total
assets measured in billions of Yen, CRATIO � equity/total assets, ROAA �
return on average assets, NL/TASSET � net loans/total assets, OBS/TASSET �
o�-balance sheet items (nominal value)/total assets, C&SF/TFUND � customer
and short-term funds/total funds, L/TA � liquid assets/total assets, and ®-
nally, NPL/L � non-performing loans/total loans. TASSET controls for the
overall size of the bank. NPL/L and L/TA are included to account for output
quality and liquidity risk, respectively. CRATIO is the ®nancial capital

13 Following a referees suggestion we re-estimated the model using only NPL/L (non-performing

loans to total loans) and then L/TA (liquid assets to total assets) as fully interactive variables. The

inclusion of NPL/L as an interactive term in¯uenced the scale and ine�ciency measures having a

smaller in¯uence but more in-line with the model which included the equity variable. The L/TA

variable had little impact on the overall results. In general, the inclusion of the equity term fully

interacted had the biggest impact on scale measures, followed by the NPL/L with the L/TA having

only a marginal impact. Results are available from the authors on request.
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ratio and this should be inversely related to ine�ciency on the grounds that
banks with low ine�ciency will have higher pro®ts and hence will be able to
(holding dividends constant) retain more earnings as capital. ROAA is a per-
formance measure and this should be inversely related to ine�ciency. NL/
TASSET, OBS/TASSET, and C&SF/TFUND are proxies for business mix.
The logistic parameter estimates are shown in Table 5.

In accordance with Mester's (1996) ®ndings, ine�ciencies are inversely cor-
related with the ®nancial capital variable (CRATIO) and bank performance
(ROAA). This is, of course, to be expected given that banks with low ine�-
ciency will have more pro®ts and will be able to (holding dividends constant)
retain more earnings as capital. The level of non-performing loans is positively
related to bank ine�ciency, which again might suggest that e�cient banks are
better at evaluating credit risk (see Berger and DeYoung, 1997). E�cient banks
also appear to have lower loan-to-assets ratios and lower liquidity ratios. Banks
that do more o�-balance sheet business also appear to be more X-ine�cient.

4. Conclusion

Previous studies on the cost characteristics of Japanese banking have found
strong evidence of scale economies across a wide range of bank sizes and even for
the largest ®rms. This overall ®nding implies that substantial cost savings can be
exploited through further expansion. These results, however, are limited because
the approaches that have been taken to estimate cost economies do not take into
account important asset quality and risk factors which in¯uence bank ine�-
ciency. This is especially relevant in the case of Japanese banking where many
®rms have experienced asset quality problems and low levels of capitalisation
since the early 1990s. Our study extends the established literature in that it
evaluates the impact of risk and asset quality on cost e�ciency in Japanese
commercial banking and shows that scale economies will tend to be overstated if

Table 5

Logistic regression parameter estimatesa

Variable Coe�cient Standard error t-Value

Constant 0.1128 0.0715 1.578

D-City )0.0159 0.0068 )2.338

TASSET )0.0059 0.0025 )2.348

CRATIO )0.4726 0.0263 )17.981

ROAA )0.4429 0.0390 )11.363

NL/TASSET )0.0498 0.0165 )3.015

OBS/TASSET 0.0143 0.0040 3.594

C&SF/TFUND 0.0438 0.0215 2.033

LA/TASSET 0.2207 0.0106 20.865

NPL/L 0.0909 0.0128 7.118

a Value of the likelihood function� 906.8683.
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these factors are not taken into account. Following the approach suggested in
Mester (1996) we show that if risk and quality factors are not taken into account
scale e�ciency and optimal bank size tends to be overstated. That is, optimal
bank size is considerably smaller when risk and quality factors are taken into
account when modelling the cost characteristics of Japanese banks. We also ®nd
that the level of ®nancial capital has the biggest in¯uence on the scale e�ciency
estimates. This is perhaps a re¯ection of the decline in capital strength of the
Japanese banks over the period of study. X-ine�ciency estimates, range between
5% and 7% and appear less sensitive to risk and quality factors. The scale
economy and e�ciency results suggest that the largest banks, therefore, can be
more e�ective in reducing cost by decreasing output rather than improving X-
e�ciency. We suggest that these are important ®ndings because they contrast
with previous Japanese studies suggesting an alternative policy prescription,
namely, that banks should grow to bene®t from scale e�ciency. In addition, we
also ®nd that scale e�ciency estimates are more sensitive to risk and quality
factors than are X-ine�ciencies. In particular it seems that ®nancial capital has
the biggest in¯uence on determining optimal bank size.
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Appendix A

See Tables 6±8.

Table 6

Number of commercial banks and descriptive statistics according to assets sizes

Year Total assets sizes (billion Yen)a

1±500 500±

1000

1000±

2000

2000±

3000

3000±

5000

5000±

10,000

>10,000 All

1993 18 30 40 17 14 8 12 139

1994 18 28 42 17 14 8 12 139

1995 18 27 42 17 14 9 12 139

1996 18 26 39 20 13 10 10 136

Total 72 111 163 71 55 35 46 553

Mean 327.9 682.3 1524.9 2453.2 3693.5 6817.0 40,025.0 5072.0

Median 335.2 661.1 1529.2 2427.5 3425.2 6823.0 47,736.0 1581.0

St. Dev. 76.9 113.0 303.5 268.2 570.3 1215.0 17,196.0 11,742.0

Min 130.8 514.3 1013.4 2004.4 3060.8 5022.0 10,819.0 131.0

Max 472.6 999.8 1999.1 2952.6 4967.5 9896.0 75,577.0 75,577.0

a The ®gures have been de¯ated with a base year 1990.
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Table 7

Maximum likelihood parameter estimation of the cost frontier

Variable Parame-

ters

RQCF CF

Coe�-

cient

Standard

error

T-value Coe�-

cient

Standard

error

T-value

Constant a0 )0.1720 0.0197 )8.715 )0.1572 0.0211 )7.447

lnQ1 a1 0.6596 0.0390 16.903 0.6956 0.0293 23.775

lnQ2 a2 0.1800 0.0262 6.874 0.2342 0.0235 9.977

lnQ3 a3 0.0152 0.0058 2.607 0.0188 0.0084 2.244

lnP1 b1 0.3430 0.0158 21.660 0.3141 0.0155 20.212

lnP2 b2 0.6198 0.0132 46.880 0.6142 0.0118 52.192

ln E s 0.0932 0.0373 2.499

ln (NPL/L) k1 )0.0130 0.0038 )3.424

ln (L/TA) k2 0.0016 0.0061 0.262

T t )0.0535 0.0149 )3.602 )0.0613 0.0162 )3.795

lnQ1 lnQ1 d11 0.0297 0.0082 3.640 0.0324 0.0148 2.189

lnQ1 lnQ2 d12 )0.0010 0.0059 )0.175 )0.0241 0.0114 )2.114

lnQ1 lnQ3 d13 0.0283 0.0136 2.087 0.0045 0.0029 1.559

lnQ1 lnE h1s )0.0284 0.0180 )1.577

lnQ2 lnQ2 d22 0.0299 0.0052 5.715 0.0200 0.0044 4.533

lnQ2 lnQ3 d23 )0.0015 0.0120 )0.125 )0.0013 0.0019 )0.682

lnQ2 lnE h2s 0.1791 0.0430 4.162

lnQ3 lnQ3 d33 0.0216 0.0101 2.145 0.0281 0.0106 2.661

lnQ3 lnE h3s )0.0338 0.0301 )1.123

lnE lnE hss )0.0301 0.0278 )1.084

lnP1 lnP1 c11 0.0835 0.0070 11.883 0.0960 0.0075 12.859

lnP1 lnP2 c12 )0.0340 0.0299 )1.138 )0.0606 0.0276 )2.197

lnP2 lnP2 c22 0.0656 0.0292 2.247 0.0856 0.0286 2.990

lnP1 lnQ1 q11 )0.0503 0.0160 )3.153 )0.0864 0.0364 )2.375

lnP1 lnQ2 q12 )0.0651 0.0264 )2.470 0.0153 0.0280 0.546

lnP1 lnQ3 q13 0.0479 0.0171 2.797 0.0174 0.0175 0.994

lnP1 lnE q1s 0.0425 0.0146 2.901

lnP2 lnQ1 q21 0.0232 0.0107 2.168 0.1087 0.0223 4.871

lnP2 lnQ2 q22 0.0504 0.0204 2.474 )0.0075 0.0077 )0.968

lnP2 lnQ3 q23 )0.0255 0.0099 )2.571 )0.0274 0.0097 )2.816

lnP2 lnE q2s )0.1683 0.0313 )5.374

T � T t2 0.0138 0.0030 4.672 0.0152 0.0031 4.863

cos(z1) a1 0.0016 0.0006 2.864 )0.0008 0.0006 )1.284

sin(z1) b1 0.0012 0.0006 2.058 0.0002 0.0006 0.274

cos(z2) a2 )0.0102 0.0053 )1.924 )0.0083 0.0015 )5.406

sin(z2) b2 )0.0054 0.0015 )3.603 0.0067 0.0015 4.367

cos(z3) a3 )0.0012 0.0006 )2.045 )0.0090 0.0035 )2.553

sin(z3) b3 0.0044 0.0014 3.126 0.0030 0.0010 2.861

cos�z1 � z1� a11 0.0079 0.0025 3.166 0.0017 0.0020 0.860

sin�z1 � z1� b11 0.0036 0.0016 2.311 )0.0029 0.0056 )0.521

cos�z1 � z2� a12 )0.0116 0.0058 )2.001 )0.0027 0.0058 )0.463

sin�z� z2� b12 0.0015 0.0016 0.909 0.0070 0.0030 2.356

cos�z1 � z3� a13 0.0067 0.0057 1.173 )0.0075 0.0016 )4.712

sin�z1 � z3� b13 )0.0090 0.0043 )2.111 0.0055 0.0014 4.012
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Table 7 (Continued)

Variable Parame-

ters

RQCF CF

Coe�-

cient

Standard

error

T-value Coe�-

cient

Standard

error

T-value

cos�z2 � z2� a22 0.0072 0.0055 1.316 0.0089 0.0053 1.679

sin�z2 � z2� b22 0.0013 0.0013 0.973 )0.0027 0.0010 )2.714

cos�z2 � z3� a23 0.0030 0.0058 0.521 )0.0093 0.0036 )2.589

sin�z2 � z3� b23 0.0093 0.0051 1.822 0.0080 0.0036 2.239

cos�z3 � z3� a33 0.0020 0.0014 1.383 )0.0019 0.0048 )0.393

sin�z3 � z3� b33 0.0002 0.0004 0.498 )0.0038 0.0015 )2.605

r2
u=r

2
v 5.1414 1.0503 4.895 2.3365 0.2487 9.394

r2
v 0.0815 0.0029 27.790 0.0771 0.0027 28.592

lnP3 b3 0.0372 0.0717

lnP1 lnP3 c13 )0.0495 )0.0354

lnP2 lnP3 c23 )0.0316 )0.0250

lnP3 lnP3 c33 0.0811 0.0604

lnP3 lnQ1 q31 0.0271 )0.0223

lnP3 lnQ2 q32 0.0147 )0.0078

lnP3 lnQ3 q33 )0.0224 0.0100

lnP3 lnE q3s 0.1258

Log

likelihood

function

912.8628 863.9332

Variance components:

r2�v� � 0.0002 0.0009

r2�u� � 0.0064 0.0050

Table 8

Maximum likelihood parameter estimation of the cost frontier using di�erent variables

Variable Parameters No Equity No NPL/L No L/TA

Constant a0 )0.1761� )0.1533� )0.1703�

(0.0218) (0.0193) (0.0195)

lnQ1 a1 0.7016� 0.6381� 0.6579�

(0.0299) (0.0361) (0.0386)

lnQ2 a2 0.2283� 0.1826� 0.1811�

(0.0239) (0.0255) (0.0257)

lnQ3 a3 0.0173�� 0.0171�� 0.0155��

(0.0088) (0.0087) (0.0075)

lnP1 b1 0.3142� 0.3398� 0.3429�

(0.0151) (0.0160) (0.0159)

lnP2 b2 0.6147� 0.6164� 0.6190�

(0.0120) (0.0133) (0.0129)

lnE s ) 0.1100� 0.0941�

(0.0353) (0.0374)

ln (NPL/L) k1 )0.0110� ) )0.0129�

(0.0044) (0.0038)
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Table 8 (Continued)

Variable Parameters No Equity No NPL/L No L/TA

ln (L/TA) k2 0.0048 0.0009 )
(0.0071) (0.063)

T t )0.0559� )0.0599� )0.0541�

(0.0162) (0.0146) (0.0148)

lnQ1 lnQ1 d11 0.0347�� 0.0299� 0.0267�

(0.0168) (0.0109) (0.0108)

lnQ1 2 d12 )0.0249�� )0.0010 )0.0032

(0.0113) (0.0059) (0.0058)

lnQ1 lnQ3 d13 0.0049 0.0294�� 0.0280�

(0.0028) (0.0134) (0.0114)

lnQ1 lnE h1s ± )0.0386 )0.0295

(0.0280) (0.0280)

lnQ2 lnQ2 d22 0.0203�� 0.0269�� 0.0286�

(0.0104) (0.0129) (0.0122)

lnQ2 lnQ3 d23 )0.0012 )0.0012 )0.0064

(0.0018) (0.0020) (0.0042)

lnQ2 lnE h2s ± 0.1722� 0.1772�

(0.0423) (0.0422)

lnQ3 lnQ3 d33 0.0281� 0.0287� 0.0264�

(0.0105) (0.0103) (0.0098)

lnQ3 lnE h3s ± )0.0185 )0.0330

(0.0276) (0.0301)

lnE lnE hss ± )0.0363 )0.0266

(0.0275) (0.0177)

lnP1 lnP1 c11 0.0957� 0.0843� 0.0836�

(0.0075) (0.0070) (0.0070)

lnP1 lnP2 c12 )0.0516 )0.0252 )0.0281��

(0.0274) (0.0293) (0.0143)

lnP2 lnP2 c22 0.0780� 0.0778� 0.0646��

(0.0290) (0.0285) (0.0291)

lnP1 lnQ1 q11 )0.0906� )0.0470� )0.0505

(0.0362) (0.0186) (0.0259)

lnP1 lnQ2 q12 0.0198 )0.0661� )0.0653�

(0.0275) (0.0269) (0.0263)

lnP1 lnQ3 q13 0.0154 0.0473� 0.0471�

(0.0174) (0.0176) (0.0170)

lnP1 lnE q1s ) 0.0399� 0.0427�

(0.0146) (0.0146)

lnP2 lnQ1 q21 0.1085� 0.2200� 0.0232

(0.0229) (0.0299) (0.0131)

lnP2 lnQ2 q22 )0.0073 0.0401�� 0.0506�

(0.0181) (0.0202) (0.0203)

lnP2 lnQ3 q23 )0.0268� )0.0269� )0.0253�

(0.0094) (0.0102) (0.0099)

lnP2 lnE q2s ± )0.1490� )0.1692�

(0.0303) (0.0313)

T � T t2 0.0151� 0.0142� 0.0138�

(0.0031) (0.0029) (0.0030)
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Table 8 (Continued)

Variable Parameters No Equity No NPL/L No L/TA

cos (z1) a1 )0.0008� 0.0014 0.0016

(0.0003) (0.0015) (0.0015)

sin (z1) b1 0.0002 0.0009 0.0010

(0.0006) (0.0054) (0.0015)

cos (z2) a2 )0.0087� )0.0073� )0.0105��

(0.0025) (0.0019) (0.0052)

sin (z2) b2 )0.0062� )0.0062� )0.0055�

(0.0024) (0.0015) (0.0015)

cos (z3) a3 )0.0003 )0.0022 )0.0011

(0.0052) (0.0015) (0.0045)

sin (z3) b3 0.0018 (0.0049) 0.0047�

(0.0015) 0.0045 (0.0041)

cos�z1 � z1� a11 )0.0006 0.0075�� 0.0081�

(0.0051) (0.0035) (0.0035)

sin�z1 � z1� b11 0.0003 0.0041�� 0.0038�

(0.0056) (0.0020) (0.0011)

cos�z1 � z2� a12 )0.0033�� )0.0080�� )0.0121��

(0.0016) (0.0041) (0.0055)

sin�z1 � z2� b12 0.0003 0.0010 0.0013

(0.0064) (0.0064) (0.0064)

cos�z1 � z3� a13 0.0009 0.0064� 0.0065

(0.0058) (0.0026) (0.0056)

sin�z1 � z3� b13 0.0004 )0.0016 )0.0091��

(0.0051) (0.0044) (0.0043)

cos�z2 � z2� a22 0.0089� 0.0078 0.0073��

(0.0035) (0.0041) (0.0034)

sin�z2 � z2� b22 )0.0020 0.0003 0.0012

(0.0015) (0.0043) (0.0014)

cos�z2 � z3� a23 )0.0069 )0.0010 0.0031��

(0.0036) (0.0056) (0.0016)

sin�z2 � z3� b23 0.0101�� 0.0086�� 0.0093�

(0.0050) (0.0043) (0.0040)

cos�z3 � z3� a33 )0.0017 0.0005 0.0020

(0.0048) (0.0044) (0.0014)

sin�z3 � z3� b33 )0.0032�� )0.0005 0.0002

(0.0015) (0.0040) (0.0040)

r2
u=r

2
v 2.4183� 3.7697� 5.1332�

(0.2618) (0.5889) (1.0452)

r2
u 0.0770� 0.0789� 0.0815�

(0.0027) (0.0031) (0.0029)

lnP3 b3 0.0711 0.0438 0.0381

lnP1 lnP3 c13 )0.0441 )0.0591 )0.0555

lnP2 lnP3 c23 )0.0264 )0.0526 )0.0365

lnP3 lnP3 c33 0.0705 0.1117 0.0920

lnP3 lnQ1 q31 )0.0179 0.2503 0.0273

lnP3 lnQ2 q32 )0.0125 0.0260 0.0147

lnP3 lnQ3 q33 0.0114 )0.0204 )0.0218

lnP3 lnE q3s 0.1091 0.1265
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