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Abstract: Fault-counting data are collected in the testing process of software development. However,
the data are not used for evaluating the efficiency of fault correction activities because the information
on the fault detection and correction times of each fault are not recorded in the fault-counting data.
Furthermore, it is difficult to collect new data on the detection time of each fault to realize efficiency
evaluation for fault correction activities from the collected fault-counting data due to the cost of
personnel and data collection. In this paper, we apply the thinning method, using intensity functions
of the delayed S-shaped and inflection S-shaped software reliability growth models (SRGMs) to
generate sample data of the fault detection time from the fault-counting data. Additionally, we
perform simulations based on the infinite server queuing model, using the generated sample data of
the fault detection time to visualize the efficiency of fault correction activities.

Keywords: software reliability growth model (SRGM); nonhomogeneous Poisson process (NHPP)
model; queuing model; thinning method

MSC: 90B25

1. Introduction

Software development management is required to optimize efficiency due to the
cost of testing efforts in detecting and correcting several faults during the testing process.
Therefore, evaluating testing efficiency is important both during and after the project to
get feedback. One way to get useful feedback is to analyze the data collected in current
and past projects. Fault-counting data are a typical data set collected in the actual testing
process, with records of only the total faults during the testing period, hourly, daily, or
monthly. It is used to quantitatively evaluate the final quality and reliability of software
products. However, the detection and correction times of each fault are not recorded.

In large-scale software and open source software development, bug tracking systems
are introduced, and various data including fault detection and correction completion times
can be easily collected. However, fault-counting data are recorded using a company-specific
format without introducing the bug tracking system in small- or medium-scale software
development. In the latter case, it is difficult to collect data, such as fault detection and
correction times, due to the cost of personnel and data collection time. Therefore, we obtain
new knowledge as feedback by analyzing existing fault-counting data.

Generally, when evaluating software reliability using the fault-counting data, non-
homogeneous Poisson process (NHPP) models, which have high practicality due to their
model structure, are used among the software reliability growth models (SRGMs) [1–3].
In previous studies, the delayed S-shaped (DSS) SRGM, incorporated in two stages of
software failure occurrence and fault isolation processes, was developed [3,4]. Additionally,
new SRGMs, using the concept of separating the fault detection process, expressed the
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physical aspect of the fault detection process using the infinite server queuing model [4,5].
However, these proposed models cannot be used to evaluate the efficiency of fault correction
activities because SRGMs, including NHPP models, express only the software failure/fault
detection process, and cannot express a series of processes from the failure/fault occurrence
to fault correction completion.

For example, the intensity function of NHPP models, which indicates the instanta-
neous fault detection rate, can estimate when most faults were detected. Knowing the
peak time for fault detection helps plan future testing phases. However, estimating the
busiest correction time and considering appropriate measures to eliminate the delay are
factors that improve the efficiency of fault correction activities. Therefore, it is necessary to
visualize fault correction activities. Equally, the software development manager needs to
understand the status of fault correction activities.

In this paper, we generated the sample data of the fault detection time from the actual
fault-counting data to conduct the efficiency evaluation of the fault correction activities.
Next, we estimated the detection time of each fault using the thinning method [6]. Then, we
applied the DSS and ISS intensity functions. Furthermore, the process from fault detection
to correction completion was represented by the infinite server queuing model. Visualizing
the temporal behavior of the faults being corrected in the testing phase reveals the peak
time when the fault correction activities are the busiest.

2. Software Reliability Growth Model

Now, let N(t) (t ≥ 0) denote a counting process representing the total faults detected
up to the testing time t. Assumed N(t) follows an NHPP, the stochastic behavior of N(t) is
given by

Pr{N(t) = m} = {H(t)}m

m!
exp[−H(t)] (m = 0, 1, 2, · · · ), (1)

h(t) =
∫ t

0
h(x)dx. (2)

where H(t) is the mean value function of NHPP and represents the expected cumulative
number of faults detected in the time-interval (0, t]. h(t) is the intensity function, indicating
the instantaneous fault detection rate at time t. When the intensity function is constant
at time t, N(t) follows the homogeneous Poisson process (HPP). The instantaneous fault
detection rate and mean value function of HPP are defined by the following equations:

h(t) = λ, (3)

H(t) = λt. (4)

In NHPP models with a finite number of detectable faults, the number of faults
detected per unit time is assumed to be proportional to the number of remaining faults in
the software at that time and is given by the following differential equation:

dH(t)
dt

= b(t)[a− H(t)] (b(t) > 0, t ≥ 0), (5)

where a is the initial fault content and b(t) is the fault detection rate at time t.
First, assuming that the initial conditions of Equation (5) are H(0) = 0 and b(t) =

b(b > 0), the exponential (EXP) SRGM [1–3,7] is derived as

H(t) ≡ m(t) = a(1− exp[−bt]). (6)

Suppose b(t) = b and a = m(t), the following differential equation is obtained.

dH(t)
dt

= b[m(t)− H(t)]. (7)
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Solving Equation (7) under Equation (12), the DSS SRGM [1–3] is derived as

H(t) ≡ M(t) = a(1− (1 + bt)exp[−bt]) (a > 0, b > 0). (8)

Thus, the intensity function of DSS SRGM is as follows:

h(t) ≡ hM(t) = ab2t · exp[−bt]. (9)

Next, the fault detection rate is assumed as follows:

b(t) ≡ bI(t) = b
{

l + (1− l)
H(t)

a

}
(a > 0, b > 0, 0 < l ≤ 1), (10)

where l is the inflection coefficient for the fault detection ability. From Equations (5) and (10),
the ISS SRGM [1–3] is derived as

H(t) ≡ I(t) =
a(1− exp[−bt])
(1 + c · exp[−bt])

(c > 0), (11)

where c = (1− l)/l. The intensity function of ISS SRGM is as follows:

h(t) ≡ hI(t) =
ab(1 + c)exp[−bt]
(1 + c · exp[−bt])2 . (12)

3. Sample Data Generation of Fault Detection Time Using the Thinning Method
3.1. Thinning Method

The thinning method [6] is a sampling method that extended the rejection sampling
method. It is used when random numbers cannot be directly obtained from the probability
density function. Here, we simulated NHPP using the intensity function h(t) to generate
the sample data of the fault detection time. The conceptual figure of the thinning method is
shown in Figure 1.

Fault detection time  :

Exponential random numbers following HPP

 

Uniform random

number on

Intensity

Testing time

: Rejection

: Adoption

Figure 1. Conceptual figure of the thinning method.

The procedure is as follows: First, the maximum value of the intensity function of
NHPP h(t) is set to λ∗ = max h(t). Furthermore, we generate an exponential random
number, t∗, according to HPP as a candidate for the fault detection time. Next, we generate
a uniform random number y∗ on [0, λ∗] and simulate the coordinate of the candidate point
(t∗, y∗). The candidate points in the upper region of the intensity function are rejected,
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and those in the lower region are adopted. Note that candidate points are adopted if
λ∗ · y∗ ≤ h(t∗). Each adopted time candidate point is used as the sample data of the fault
detection time.

3.2. Sample Data Generation of Fault Detection Time

To determine the intensity functions, we estimated parameters of SRGMs using the
following fault-counting data [8,9] observed in the actual testing process.

DS : (tk, yk)(k = 1, 2, · · · , 36 t36 = 36, y36 = 290)

In the above data, tk and yk are the calendar time and total detected faults, respectively.
In this study, the DSS and ISS SRGMs were applied since the above fault-counting data are
an S-shaped reliability growth curve data. The estimated values â, b̂, and l̂ of the parameters
a, b, and l included in the DSS and ISS SRGMs are estimated using the maximum likelihood
method. Furthermore, mean squared errors (MSE) were used as assessment criteria for the
goodness-of-fit comparison. Here, MSE is defined as

MSE =
1
K

K

∑
k=1

(yk − ŷk)
2, (13)

where K is the total number of data, yk is the actual value, and ŷk is the estimated value of
the cumulative number of faults.

Figures 2 and 3 are the estimated DSS and ISS SRGMs. Table 1 presents the results of
the parameter estimation and MSE. From the result of the goodness-of-fit comparison for
DSS and ISS SRGMs, we observe that the ISS SRGM has better performance. The intensity
functions estimated above were used to generate sample data of the fault detection time.
Figures 4 and 5 show each piece of generated data using the thinning method, and each
intensity function of the DSS and the ISS SRGMs. These data were called “DSS data” and
“ISS data”, respectively.

Figure 2. Estimated delayed S-shaped SRGM.
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Figure 3. Estimated inflection S-shaped SRGM.

Table 1. Estimated parameter and MSE.

â b̂ l̂ MSE

DSS 335.536 0.097 - 247.752
ISS 304.876 0.143 0.113 245.909
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Figure 4. Generated sample data based on the intensity function of the DSS SRGM (DSS data).
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Figure 5. Generated sample data based on the intensity function of the ISS SRGM (ISS data).
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4. Queuing Simulation Using Sample Data of Fault Detection Time

The infinite server queuing model is used for simulating fault correction activities.
Detected faults enter the infinite server and the exit server when the correction is complete,
as shown in Figure 6. Suppose that the n-th fault detection and correction times are
represented by tn and cn, respectively, the correction completion time dn is defined as the
following equation:

dn = tn + cn. (14)

The number of faults corrected is obtained by counting the number of faults n which
fills tn < t < dn with arbitrary time t. Assuming that the correction time follows the
exponential distribution, we clarify the busy fault correction activities from the fault
detection to correction completion using the queuing simulation.

Figure 6. Conceptual figure of the infinite server queuing model.

Figure 7 shows the simulation result, assuming that the fault correction time follows
the exponential distribution with an average of 0.5 days. Observe that the fault correction
activities became the busiest around the 11th and 18th day, respectively. Figure 8 shows
the simulation result, assuming that the fault correction time follows the exponential
distribution with an average of 1 day. Here, the number of faults being corrected doubled.
From Figures 7 and 8, no significant difference exists between the most fault detection
time and the busiest fault correction time at the first peak. However, there is a large time
difference at the second peak.

Figure 9 shows the simulation result, assuming that the fault correction time follows
the exponential distribution with an average of 0.5 days. Here, the fault correction activities
became the busiest around the 12th and 17th day, respectively. Figure 10 shows the simula-
tion result assuming that the fault correction time follows the exponential distribution with
an average of 1 day. Figures 9 and 10 show that fault correction activities are busy in the
first peak due to factors such as the difficulty of detecting or correcting faults, rather than
the number of detected faults.
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Figure 7. Behavior of the number of faults being corrected (the correction time is 0.5 day/fault on
average, DSS data).
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Figure 8. Behavior of the number of faults being corrected (the correction time is 1.0 day/fault on
average, DSS data).
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Figure 9. Behavior of the number of faults being corrected (the correction time is 0.5 day/fault on
average, ISS data).
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Figure 10. Behavior of the number of faults being corrected (the correction time is 1.0 day/fault on
average, ISS data).

From the above, it clear that the fault correction activities became the busiest at the
time slightly different from when the fault was most detected. Additionally, model selection
must be according to the goodness-of-fit and characteristics of the model because of the
changing behavior of the intensity function.

5. Conclusions

In this paper, we discussed a method for evaluating the efficiency of fault correction
activities in a testing phase. The sample data of fault detection time were generated to
obtain new development management knowledge from existing fault-counting data. The
DSS and ISS SRGMs were adopted from the behavior of the actual data, and the parameters
of each model were estimated using the maximum likelihood method. The intensity
functions of the DSS and ISS SRGMs were determined from the estimated parameters, and
the sample data were generated using the thinning method. Furthermore, we performed a
simulation using the infinite server queuing model to quantitatively evaluate the efficiency
of fault correction activities. Specifically, assuming that the correction time follows the
exponential distribution, the time behavior of the number of faults being corrected was
presented. Therefore, we obtained that there were time lags between the peaks for the
number of fault detection and correction, respectively. As a future study, it is necessary
to perform the simulation using the queuing models that can express the actual testing
process more and confirm their effectiveness.
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